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#### Abstract

We consider the predator-prey system with a common consuming resource that was proposed by Holt and Polis in 1997 to introduce the the effects of intraguild predation in modelling community ecology. Some of the results suggest that strong intraguild predation can even foster the coexistence of species. In 2018, the spatiotemporal dynamics of the model proposed was further analyzed to illustrate the theoretical findings previously mentioned in 1997. In this thesis, we perform transformations to the system, in order to study a simplified equivalent system. The number of parameters is reduced without altering the biological meaning of the system or the dynamic behaviour. The local stability of the model is studied at each of the two positive boundary equilibria and at the positive interior equilibrium by finding the intervals of the parameters involved. The behaviour of the system will depend on which intervals the parameters fall. The emphasis is put on the ranges of the predation rate assuming, there is less that can be done to influence the parameters representing the natural birth and death rates of the


prey and predator. By using the qualitative theory for autonomous planar systems, we show under which conditions each positive boundary equilibria can be a saddle, saddle node, or stable, and the interior positive equilibrium is locally asymptotically stable. Under certain conditions the positive interior equilibrium is a stable node. It is interesting to note that when the consumption of the common resources are equal for the predator and prey species then we would be dealing with a symmetric system.
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## Chapter 1

## Introduction

### 1.1 Definitions and Notation

Consider the following autonomous dynamical system

$$
\left\{\begin{array}{l}
\dot{x}(t)=f(x(t), y(t))  \tag{1.1.1}\\
\dot{y}(t)=g(x(t), y(t))
\end{array}\right.
$$

subject to the initial condition

$$
(x(0), y(0))=\left(x_{0}, y_{0}\right),
$$

where $t \geq 0$ and $f, g: \mathbb{R}^{2} \rightarrow \mathbb{R}$ are functions.
We denote by $\dot{x}$ the derivative of the function $x$ related to time $t$, and by $C^{1}\left(\mathbb{R}^{2}\right)$ the Banach space of functions defined on $\mathbb{R}^{2}$ whose first-order partial derivatives are continuous on $\mathbb{R}^{2}$. We always assume that $f, g \in C^{1}\left(\mathbb{R}^{2}\right)$.

Definition 1.1.1. $(x(t), y(t))$ is said to be a solution of (1.1.1) if $x, y \in$
$C^{1}\left(\mathbb{R}^{2}\right)$ and satisfies both equations of (1.1.1). A solution $(x(t), y(t))$ is said to be positive if for all $t \geq 0, x(t), y(t) \geq 0$ [3].

Definition 1.1.2. $\left(x^{*}, y^{*}\right) \in \mathbb{R}^{2}$ is said to be an equilibrium of (1.1.1) if it satisfies $f\left(x^{*}, y^{*}\right)=0$ and $g\left(x^{*}, y^{*}\right)=0$. An equilibrium point $\left(x^{*}, y^{*}\right)$ is said to be positive if both $x^{*}, y^{*} \geq 0$; a boundary, if $x^{*}=0$ or $y^{*}=0$; positive interior, if both $x^{*}, y^{*}>0[3]$. In other words, the $\left(x^{*}, y^{*}\right)$ equilibrium solution is a boundary when the point lies on the $x$ or $y$ axis. In predator prey models, bounary equilibria refer to a situation where at least one of the species is extinct.

### 1.2 Local Stability Analysis

In order to analyze the local asymptotic stability near an equilibrium of a system of first order autonomous non-linear scalar differential equations, we can use the method of linearization [3], which is described below.

Consider the autonomous dynamical system of non-linear equations with two variables, $x$ and $y$ :

$$
\left\{\begin{array}{l}
\dot{x}(t)=f(x, y)  \tag{1.2.1}\\
\dot{y}(t)=g(x, y)
\end{array}\right.
$$

Assume the system (1.2.1) has an equilibrium $\left(x^{*}, y^{*}\right)$.

We may expand the functions $f$ and $g$ using the Taylor series centered at $\left(x^{*}, y^{*}\right)$ where $u=x-x^{*}$ and $v=y-y^{*}[3]:$

$$
\begin{aligned}
& \frac{d u}{d t}=f\left(x^{*}, y^{*}\right)+f_{x}\left(x^{*}, y^{*}\right) u+f_{y}\left(x^{*}, y^{*}\right) v+f_{x x}\left(x^{*}, y^{*}\right) \frac{u^{2}}{2}+f_{x y}\left(x^{*}, y^{*}\right) u v+\ldots \\
& \frac{d v}{d t}=g\left(x^{*}, y^{*}\right)+g_{x}\left(x^{*}, y^{*}\right) u+g_{y}\left(x^{*}, y^{*}\right) v+g_{x x}\left(x^{*}, y^{*}\right) \frac{u^{2}}{2}+g_{x y}\left(x^{*}, y^{*}\right) u v+\ldots
\end{aligned}
$$

Since $f\left(x^{*}, y^{*}\right)=0$ and $g\left(x^{*}, y^{*}\right)=0$ at equilibrium we have

$$
\begin{aligned}
& \frac{d u}{d t}=f_{x}\left(x^{*}, y^{*}\right) u+f_{y}\left(x^{*}, y^{*}\right) v+f_{x x}\left(x^{*}, y^{*}\right) \frac{u^{2}}{2}+f_{x y}\left(x^{*}, y^{*}\right) u v+\ldots \\
& \frac{d v}{d t}=g_{x}\left(x^{*}, y^{*}\right) u+g_{y}\left(x^{*}, y^{*}\right) v+g_{x x}\left(x^{*}, y^{*}\right) \frac{u^{2}}{2}+g_{x y}\left(x^{*}, y^{*}\right) u v+\ldots
\end{aligned}
$$

Assuming that $f_{x x}\left(x^{*}, y^{*}\right) \frac{u^{2}}{2}+f_{x y}\left(x^{*}, y^{*}\right) u v+.$. and $g_{x x}\left(x^{*}, y^{*}\right) \frac{u^{2}}{2}+g_{x y}\left(x^{*}, y^{*}\right) u v$ is negligible for an approximation of the function $f$ and $g$ close to the equilibrium, we have

$$
\begin{aligned}
& \frac{d u}{d t}=f_{x}\left(x^{*}, y^{*}\right) u+f_{y}\left(x^{*}, y^{*}\right) v \\
& \frac{d v}{d t}=g_{x}\left(x^{*}, y^{*}\right) u+g_{y}\left(x^{*}, y^{*}\right) v
\end{aligned}
$$

Definition 1.2.1. The following system is said to be linearized about the equilibrium $\left(x^{*}, y^{*}\right)$ :

$$
\frac{d \vec{X}}{d t}=A \vec{X}
$$

where $\vec{X}=(u, v)^{T}$ and A is the Jacobian matrix evaluated at the equilibrium $\left(x^{*}, y^{*}\right)$ [3].

We denote by $A(x, y)$ the Jacobian matrix of $f$ and $g$ at $(x, y)$, that is,

$$
A(x, y)=\left(\begin{array}{ll}
\frac{\partial f}{\partial x} & \frac{\partial f}{\partial y}  \tag{1.2.2}\\
\frac{\partial g}{\partial x} & \frac{\partial g}{\partial y}
\end{array}\right)
$$

and by $|A(x, y)|$ and $\operatorname{tr}(A(x, y))$ its determinant and trace, respectively [3].
The eigenvalues of $A(x, y)$ are determined by the roots of the characteristic polynomial:

$$
P(\lambda)=\lambda^{2}-\operatorname{tr}(x, y) \lambda+|A(x, y)|
$$

The behaviour of the solutions of a linear system can be studied near the equilibrium $\left(x^{*}, y^{*}\right)$ by the eigenvalues, $\lambda_{1}, \lambda_{2}$, of $A\left(x^{*}, y^{*}\right)$. Eigenvalues are not limited to real numbers.

Definition 1.2.2. An equilibrium is called a node when the eigenvalues are real numbers with the same sign and may be distinct or equal, $\lambda_{1} \leq \lambda_{2}<0$ or $0<\lambda_{1} \leq \lambda_{2}$ [3]. A node is called stable when solutions approach the equilibrium as $t \rightarrow \infty$ : in this case, $\lambda_{1} \leq \lambda_{2}<0$. It is called an unstable node when the solution does not converge as $t \rightarrow \infty$; in this case, $0<\lambda_{1} \leq \lambda_{2}$.

Definition 1.2.3. An equilibrium is called a saddle when the eigenvalues are real numbers with opposite signs [3]. Such that $\lambda_{1} \lambda_{2}<0$, e.g. $\lambda_{1}<0<\lambda_{2}$. Solutions will approach a saddle point initially, but in general solutions will not stay near a saddle point over time.

Definition 1.2.4. An equilibrium is called locally asymptotically stable when eigenvalues are negative or have negative real parts [3]. In this case, solutions approach the equilibrium as $t \rightarrow \infty$.

The results stated in local stability analysis section apply to non-linear planar systems of first order differential equations. The results require that the system may be linearized about an equilibrium, in this case the non-linear system behaves similiarly to a linear system, with some exceptions. The results have been commonly used to study the local stability of biological models based on non-linear systems, for example, in [38, 40, 8, 24, 7, 19, 39, 26]. We later will use these qualitative theories when discussing local stabilities. [42]

### 1.3 The Proposed Model

In this thesis we consider the following predator-prey model:

$$
\left\{\begin{array}{l}
\dot{N}=N\left(\frac{b s}{c P+s N}-d P-h\right)  \tag{1.3.1}\\
\dot{P}=P\left(\frac{b c}{c P+s N}+d N-g\right)
\end{array}\right.
$$

$N(t)$ and $P(t)$ represent the densities of the prey and predator respectively. The parameters $b, c$ and $s$ represent the consumption of the predator and the prey species for common resources. Coefficient $d$ measures the predation rate, $g$ and $h$ are the natural death rates of the predator and the prey respectively. All the parameters are positive constants.

## Chapter 2

## Positive Equilibria

We first use the following transformation:

$$
\alpha=\frac{c}{s}
$$

to change system (1.3.1) into the following equivalent system:

$$
\left\{\begin{array}{l}
\dot{x}=x\left(\frac{\beta}{\alpha y+x}-\gamma y-\delta\right):=f(x, y)  \tag{2.0.1}\\
\dot{y}=y\left(\frac{\alpha \beta}{\alpha y+x}+\gamma x-\sigma\right):=g(x, y)
\end{array}\right.
$$

where $\beta=b, \gamma=d, \delta=h, \sigma=g, x(t)=N(t)$ and $y(t)=P(t)$ have the same biological meanings as $b, d, h, g, N(t)$ and $P(t)$. From (1.3.1), we see that under the above transformation, the constant $s$ is normalized to one, in system (2.0.1). Note that (1.3.1) is reduced from 6 parameters to 5 which helps symplify the analysis of the model.

Proof. Multiplying the numerator and denominator by $1 / s$ results in the
following terms:

$$
\left\{\begin{array}{l}
\frac{b s}{c P+s N}=\frac{b(s / s)}{(c / s) P+(s / s) N}=\frac{b}{(c / s) P+N}  \tag{2.0.2}\\
\frac{b c}{c P+s N}=\frac{b(c / s)}{(c / s) P+(s / s) N}=\frac{b(c / s)}{(c / s) P+N}
\end{array}\right.
$$

By (2.0.2) and with the new variables $\alpha=\frac{c}{s}, \beta=b, \gamma=d, \delta=h, \sigma=g$, $x(t)=N(t)$ and $y(t)=P(t)$, it follows that the model represented by (1.3.1) is reperesented by the equivalent model (2.0.1).

Using suitable transformations to reduce the number of parameters in predator-prey models and SIR models (Susceptible, Infectious, or Recovered in epidemiology models) has been widely used in $[38,24,39,22,19,7,8,40$, 26].

Recall that $(x, y) \in \mathbb{R}^{2}$ is an equilibrium point of (2.0.1) if it satisfies $f(x, y)=0$ and $g(x, y)=0$. An equilibrium point $(x, y)$ is said to be positive if $x, y \geq 0$ and to be a positive interior equilibrium point if $x, y>0$. It is easy to verify that $(x, y)$ is an equilibrium point of (2.0.1) if and only if $(x, y)$ satisfies

$$
\left\{\begin{array}{l}
x\left(\frac{\beta}{\alpha y+x}-\gamma y-\delta\right)=0  \tag{2.0.3}\\
y\left(\frac{\alpha \beta}{\alpha y+x}+\gamma x-\sigma\right)=0
\end{array}\right.
$$

The following notation for the reocurring combination of parameters will be used throughout the thesis and in the Theorems:

$$
\begin{array}{cl}
\sigma_{0}=\frac{\alpha \delta}{1-\alpha}, & \gamma_{0}=\frac{\delta}{\beta}(\sigma-\alpha \delta), \\
\gamma_{1}=\frac{\delta}{\beta}(\sigma-\alpha \delta+\delta), & \gamma_{2}=\frac{\sigma}{\alpha \beta}(\sigma-\alpha \delta-\alpha \sigma), \quad \gamma_{3}=\frac{\sigma}{\alpha \beta}(\sigma-\alpha \delta) .
\end{array}
$$

Theorem 2.0.1. Suppose $\alpha>0, \beta>0, \delta>0$.
(1) If one of the following conditions holds,
(i) $\sigma>\alpha \delta$ and $0<\gamma \leq \gamma_{0}$,
(ii) $0<\sigma \leq \alpha \delta$ and $\gamma>0$,
(iii) $\sigma>\alpha \delta$ and $\gamma \geq \gamma_{3}$,
then (2.0.1) has two positive equilibria $\left(x_{1}, y_{1}\right)=(\beta / \delta, 0)$ and $\left(x_{2}, y_{2}\right)=$ $(0, \beta / \sigma)$.
(2) If $\sigma>\alpha \delta$ and $\gamma_{0}<\gamma<\gamma_{3}$,
then (2.0.1) has three positive equilibria $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$ and $\left(x^{*}, y^{*}\right)$, where

$$
x^{*}=\frac{\alpha \beta}{\gamma(\sigma-\alpha \delta)}\left(\gamma_{3}-\gamma\right) \quad \text { and } \quad y^{*}=\frac{\beta}{\gamma(\sigma-\alpha \delta)}\left(\gamma-\gamma_{0}\right) .
$$

Proof. Note that the trivial solution, $x=0$ and $y=0$, is not taken into consideration because the first term in the equation $\frac{\beta}{\alpha y+x}$ would be undefined. It is easy to verify that if either $x=0$ or $y=0$, then $(0, \beta / \sigma)$ or $(\beta / \delta, 0)$ respectively, satisfy (2.0.3) and thus are equilibria of (2.0.1).

Suppose that $y=0$ and $x \neq 0$, from the first equation of (2.0.3) we obtain,

$$
\frac{\beta}{x}-\delta=0 \quad x=\frac{\beta}{\delta}
$$

It follows that $\left(x_{1}, y_{1}\right)=(\beta / \delta, 0)$ is a solution of (2.0.3).
Suppose that $x=0$ and $y \neq 0$, from the second equation of (2.0.3) we obtain,

$$
\frac{\alpha \beta}{\alpha y}-\sigma=0 \quad \frac{\beta}{y}=\sigma \quad y=\frac{\beta}{\sigma}
$$

It follows that $\left(x_{2}, y_{2}\right)=(0, \beta / \sigma)$ is a solution of (2.0.3).
Suppose $x>0, y>0$ and $\sigma-\alpha \delta \neq 0$. We show that $x^{*}$ and $y^{*}$ satisfy (2.0.3).

Since, $\alpha \neq 0$, multiplying the second equation of (2.0.3) by $1 / \alpha$ yields,

$$
\left\{\begin{array}{l}
\frac{\beta}{\alpha y+x}-\gamma y-\delta=0  \tag{2.0.4}\\
\frac{\beta}{\alpha y+x}+\frac{\gamma}{\alpha} x-\frac{\sigma}{\alpha}=0
\end{array}\right.
$$

Subtracting, the first equation from the second equation of (2.0.4) we obtain

$$
\frac{\beta}{\alpha y+x}+\frac{\gamma}{\alpha} x-\frac{\sigma}{\alpha}-\left(\frac{\beta}{\alpha y+x}-\gamma y-\delta\right)=0 .
$$

Simplifying results in the following expression for $y$

$$
\begin{equation*}
\frac{\gamma}{\alpha} x-\frac{\sigma}{\alpha}+\gamma y+\delta=0, \quad \gamma y=\frac{\sigma}{\alpha}-\delta-\frac{\gamma}{\alpha} x, \quad y=y^{*}=\frac{\sigma}{\alpha \gamma}-\frac{\delta}{\gamma}-\frac{1}{\alpha} x . \tag{2.0.5}
\end{equation*}
$$

From the first equation of (2.0.4), multiplying both sides by $(\alpha y+x)$ we have,

$$
\begin{equation*}
\beta-(\gamma y+\delta)(\alpha y+x)=0 \tag{2.0.6}
\end{equation*}
$$

Substituting (2.0.5) into (2.0.6),

$$
\begin{align*}
\beta-\left[\gamma\left(\frac{\sigma}{\alpha \gamma}-\frac{\delta}{\gamma}-\frac{1}{\alpha} x\right)+\delta\right]\left[\alpha\left(\frac{\sigma}{\alpha \gamma}-\frac{\delta}{\gamma}-\frac{1}{\alpha} x\right)+x\right] & =0 \\
\beta-\gamma\left(\frac{\sigma}{\alpha \gamma}-\frac{1}{\alpha} x\right) \alpha\left(\frac{\sigma}{\alpha \gamma}-\frac{\delta}{\gamma}\right) & =0  \tag{2.0.7}\\
\beta-\frac{\gamma}{\alpha}\left(\frac{\sigma}{\gamma}-x\right) \frac{\alpha}{\gamma}\left(\frac{\sigma}{\alpha}-\delta\right) & =0 \\
\beta-\left(\frac{\sigma}{\gamma}-x\right)\left(\frac{\sigma-\alpha \delta}{\alpha}\right) & =0 .
\end{align*}
$$

Solving for $x$ from (2.0.7), together with $\sigma-\alpha \delta \neq 0$ yields

$$
\beta=\left(\frac{\sigma}{\gamma}-x\right)\left(\frac{\sigma-\alpha \delta}{\alpha}\right), \quad \frac{\alpha \beta}{\sigma-\alpha \delta}=\frac{\sigma}{\gamma}-x, \quad x=\frac{\sigma}{\gamma}-\frac{\alpha \beta}{\sigma-\alpha \delta}
$$

Thus the expression we find for $x$ is the following

$$
\begin{equation*}
x=x^{*}=\frac{1}{\gamma}\left(\sigma-\frac{\alpha \beta \gamma}{\sigma-\alpha \delta}\right) . \tag{2.0.8}
\end{equation*}
$$

We will use the expression for $x^{*}$ in the following forms,

$$
\begin{align*}
x^{*} & =\frac{\alpha \beta}{\gamma(\sigma-\alpha \delta)}\left(\frac{\sigma}{\alpha \beta}(\sigma-\alpha \delta)-\gamma\right),  \tag{2.0.9}\\
& =\frac{\alpha \beta}{\gamma(\sigma-\alpha \delta)}\left(\gamma_{3}-\gamma\right) \tag{2.0.10}
\end{align*}
$$

Substituting (2.0.8) into (2.0.5), we have,

$$
\begin{align*}
y^{*} & =\frac{\sigma}{\alpha \gamma}-\frac{\delta}{\gamma}-\frac{1}{\alpha} x^{*} \\
& =\frac{\sigma-\alpha \delta}{\alpha \gamma}-\frac{1}{\alpha \gamma}\left(\sigma-\frac{\alpha \beta \gamma}{\sigma-\alpha \delta}\right) \\
& =\frac{1}{\alpha \gamma}\left(\sigma-\alpha \delta-\sigma+\frac{\alpha \beta \gamma}{\sigma-\alpha \delta}\right)  \tag{2.0.11}\\
& =\frac{1}{\gamma}\left(\frac{\beta \gamma}{\sigma-\alpha \delta}-\delta\right) .
\end{align*}
$$

From (2.0.11),

$$
\begin{align*}
y^{*} & =\frac{\beta}{\gamma(\sigma-\alpha \delta)}\left(\gamma-\frac{\delta}{\beta}(\sigma-\alpha \delta)\right)  \tag{2.0.12}\\
& =\frac{\beta}{\gamma(\sigma-\alpha \delta)}\left(\gamma-\gamma_{0}\right) . \tag{2.0.13}
\end{align*}
$$

Therefore,

$$
\left(x^{*}, y^{*}\right)=\left(\frac{\alpha \beta}{\gamma(\sigma-\alpha \delta)}\left(\gamma_{3}-\gamma\right), \frac{\beta}{\gamma(\sigma-\alpha \delta)}\left(\gamma-\gamma_{0}\right)\right)
$$

satisfies (2.0.3) and thus is an equilibrium point of (2.0.1).
(1) Under conditions (i), we have $\sigma>\alpha \delta$ and $0<\gamma \leq \gamma_{0}$ and under conditions (ii) we have $0<\sigma \leq \alpha \delta$ and $\gamma>0$. By (2.0.13), and (2.0.12) respectively, it follows that $y^{*} \leq 0$. Similarly, if (iii) holds, then $\sigma>\alpha \delta$ and $\gamma \geq \gamma_{3}$. By (2.0.10) we have $x^{*} \leq 0$. So, $\left(x^{*}, y^{*}\right)$ is not a positive equilibria under (1). Then, system (2.0.1) has only two positive equilibria points $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$.
(2) Under conditions (2) we have, $\sigma-\alpha \delta>0$, and $\gamma_{0}<\gamma<\gamma_{3}$. By (2.0.10) we have $x^{*}>0$ and by (2.0.13), we have $y^{*}>0$. Hence, $\left(x^{*}, y^{*}\right)$ is a positive equilibrium point of (2.0.1). Thus, (2.0.1) has three positive equilibria, $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$ and $\left(x^{*}, y^{*}\right)$.

## Chapter 3

## Local Stability Analysis

In this section, we analyze the local stability of each positive equilibrium of (2.0.1) by using the well-known qualitative theory for autonomous planar systems [41, 42].

We recall some well-known results on local stability of the following system:

$$
\left\{\begin{array}{l}
\dot{x}(t)=f(x(t), y(t))  \tag{3.0.1}\\
\dot{y}(t)=g(x(t), y(t))
\end{array}\right.
$$

where $f, g \in C^{1}\left(\mathbb{R}^{2}\right)$. We denote by $A(x, y)$ the Jacobian matrix of $f$ and $g$ at $(x, y)$, that is,

$$
A(x, y)=\left(\begin{array}{ll}
\frac{\partial f}{\partial x} & \frac{\partial f}{\partial y}  \tag{3.0.2}\\
\frac{\partial g}{\partial x} & \frac{\partial g}{\partial y}
\end{array}\right)
$$

and by $|A(x, y)|$ and $\operatorname{tr}(A(x, y))$ its determinant and trace, respectively.
The following results have been widely employed to study the local stability and phase portraits for predator-prey models, for example, in $[7,8,19$,
$24,26]$ and susceptible-infective-removed epidemic models in [38, 39, 40].

Lemma 3.0.1. Let $\left(x^{*}, y^{*}\right)$ be an equilibrium of (3.0.1). Then the following assertions hold.
(i) If $\left|A\left(x^{*}, y^{*}\right)\right|<0$, then $\left(x^{*}, y^{*}\right)$ is a saddle.
(ii) If $\left|A\left(x^{*}, y^{*}\right)\right|>0$ and $\left(\operatorname{tr}\left(A\left(x^{*}, y^{*}\right)\right)\right)^{2}-4\left|A\left(x^{*}, y^{*}\right)\right| \geq 0$, then $\left(x^{*}, y^{*}\right)$ is a node. It is stable if $\operatorname{tr}\left(A\left(x^{*}, y^{*}\right)\right)<0$ and unstable if $\operatorname{tr}\left(A\left(x^{*}, y^{*}\right)\right)>0$.
(iii) Assume that $\left|A\left(x^{*}, y^{*}\right)\right|>0$. If $\operatorname{tr}\left(A\left(x^{*}, y^{*}\right)\right)<0$, then $\left(x^{*}, y^{*}\right)$ is locally asymptotically stable; if $\operatorname{tr}\left(A\left(x^{*}, y^{*}\right)\right)=0$, then it is stable and if $\operatorname{tr}\left(A\left(x^{*}, y^{*}\right)\right)>0$, then it is unstable.

A map $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ defined by $T(x, y)=(f(x, y), g(x, y))$ is said to be regular if $T$ is one to one and onto, $T$ and $T^{-1}$ are continuous and $|A(x, y)| \neq$ 0 on $\mathbb{R}^{2}$. If $T$ is regular, then the following transformation

$$
\left\{\begin{array}{l}
x_{1}=f(x, y)  \tag{3.0.3}\\
y_{1}=g(x, y)
\end{array}\right.
$$

is said to be a regular transformation. If (3.0.1) is changed into another system under suitable regular transformations, then the two systems are said to be equivalent. It is known (for example see [41]) that under regular transformations, the topological structures of solutions of a planar system near equilibria including a variety of dynamics like saddles, topological saddles, nodes, saddle nodes, foci, centers, or cusps remain unchanged.

We need the following result which was proved in [19, Proposition 3.2].

Lemma 3.0.2. Let $\left(x^{*}, y^{*}\right)$ be an equilibrium of (3.0.1). Assume that $\left|A\left(x^{*}, y^{*}\right)\right|=0, \operatorname{tr}\left(A\left(x^{*}, y^{*}\right)\right) \neq 0$ and (3.0.1) is equivalent to the following system

$$
\left\{\begin{array}{l}
\dot{x}_{1}=p\left(x_{1}, y_{1}\right),  \tag{3.0.4}\\
\dot{y}_{1}=\varrho y_{1}+q\left(y_{1}, x_{1}\right)
\end{array}\right.
$$

with an isolated equilibrium $(0,0)$, where $p\left(x_{1}, y_{1}\right)=\sum_{i+j=2, i, j \geq 0}^{\infty} a_{i j} x_{1}^{i} y_{1}^{j}$ and $q\left(x_{1}, y_{1}\right)=\sum_{i+j=2, i, j \geq 0}^{\infty} b_{i j} x_{1}^{i} y_{1}^{j}$ are convergent power series. If $\varrho \neq 0$ and $a_{20} \neq 0$, then $\left(x^{*}, y^{*}\right)$ is a saddle node.

A function $f: \Omega \subset \mathbb{R}^{2} \rightarrow \mathbb{R}$ is said to be analytic in an open set $\Omega$ if it has a convergent Taylor series in some neighborhood of each point in $\Omega$ (see [42, p.69]).

When $\left|A\left(x^{*}, y^{*}\right)\right|=\operatorname{tr}\left(A\left(x^{*}, y^{*}\right)\right)=0$ and $A\left(x^{*}, y^{*}\right) \neq 0$, under suitable regular transformations, (3.0.1) is equivalent to the following form

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{3.0.5}\\
\dot{y}=a_{k} x^{k}[1+h(x)]+b_{n} x^{n} y[1+g(x)]+y^{2} R(x, y)
\end{array}\right.
$$

with equilibrium $(0,0)$, where $h, g$ and $R$ are analytic in a neighborhood of $(0,0), h(0)=g(0)=0, k \geq 2, a_{k} \neq 0$ and $n \in \mathbb{N}$.

Lemma 3.0.3 $([41,42])$. Let $\left(x^{*}, y^{*}\right)$ be an equilibrium of (3.0.1) and $\left|A\left(x^{*}, y^{*}\right)\right|=$ $\operatorname{tr}\left(A\left(x^{*}, y^{*}\right)\right)=0$ and $A\left(x^{*}, y^{*}\right) \neq 0$. If (3.0.1) is equivalent to (3.0.5), $k=2 m+1 \in \mathbb{N}$ and $a_{k}>0$, then $\left(x^{*}, y^{*}\right)$ is a topological saddle.

Now, we use the above theoretical results to study phase portraits near each of the positive equilibria of (2.0.1) obtained in section 2.

By (2.0.1) and (3.0.2), we have

$$
\begin{gather*}
A(x, y)=\left(\begin{array}{cc}
\frac{\alpha \beta y}{(x+\alpha y)^{2}}-\gamma y-\delta & -\frac{\alpha \beta x}{(x+\alpha y)^{2}}-\gamma x \\
\gamma y-\frac{\alpha \beta y}{(x+\alpha y)^{2}} & \frac{\alpha \beta x}{(x+\alpha y)^{2}}+\gamma x-\sigma
\end{array}\right),  \tag{3.0.6}\\
|A(x, y)|=-\frac{\alpha \beta(\delta x+\sigma y)}{(x+\alpha y)^{2}}+\gamma(\sigma y-\delta x)+\delta \sigma, \tag{3.0.7}
\end{gather*}
$$

and

$$
\begin{equation*}
\operatorname{tr}(A(x, y))=\frac{\alpha \beta(x+y)}{(x+\alpha y)^{2}}+\gamma(x-y)-(\delta+\sigma) \tag{3.0.8}
\end{equation*}
$$

Proof. Taking the partial derivatives of the functions $f(x, y)$ and $g(x, y)$, defined in (2.0.1) we obtain,

$$
\begin{align*}
& \frac{\partial f}{\partial x}=\frac{\beta}{\alpha y+x}-\gamma y-\delta-x\left(\frac{\beta}{(\alpha y+x)^{2}}\right)=\frac{\beta(\alpha y+x)-x \beta}{\alpha y+x}-\gamma y-\delta \\
&=\frac{\alpha \beta y}{(x+\alpha y)^{2}}-\gamma y-\delta  \tag{3.0.9}\\
& \frac{\partial f}{\partial y}=x\left(-\frac{\alpha \beta}{(\alpha y+x)^{2}}-\gamma\right)=-\frac{\alpha \beta x}{(x+\alpha y)^{2}}-\gamma x  \tag{3.0.10}\\
& \frac{\partial g}{\partial x}=y\left(-\frac{\alpha \beta}{(\alpha y+x)^{2}}+\gamma\right)=\gamma y-\frac{\alpha \beta y}{(x+\alpha y)^{2}}  \tag{3.0.11}\\
& \frac{\partial g}{\partial y}=\frac{\alpha \beta}{\alpha y+x}+\gamma x-\sigma+y\left(-\frac{\alpha^{2} \beta}{(\alpha y+x)^{2}}\right)=-\frac{\alpha \beta(x+\alpha y)-\alpha^{2} \beta y}{(\alpha y+x)^{2}}+\gamma x-\sigma
\end{align*}
$$

$$
\begin{equation*}
=\frac{\alpha \beta x}{(x+\alpha y)^{2}}+\gamma x-\sigma \tag{3.0.12}
\end{equation*}
$$

By (3.0.9), (3.0.10), (3.0.11) and (3.0.12), together with (3.0.2), it follows that the jacobian matrix of $f$ and $g$ at $(x, y)$ is defined by (3.0.6).

By (3.0.6), we compute the determinant of $A(x, y)$,

$$
\begin{aligned}
& |A(x, y)|=\left(\frac{\alpha \beta y}{(x+\alpha y)^{2}}-\gamma y-\delta\right)\left(\frac{\alpha \beta x}{(x+\alpha y)^{2}}+\gamma x-\sigma\right) \\
& -\left(\gamma y-\frac{\alpha \beta y}{(x+\alpha y)^{2}}\right)\left(-\frac{\alpha \beta x}{(x+\alpha y)^{2}}-\gamma x\right) \\
& =x y\left[\left(\frac{\alpha \beta}{(x+\alpha y)^{2}}-\gamma-\delta / y\right)\left(\frac{\alpha \beta}{(x+\alpha y)^{2}}+\gamma-\sigma / x\right)\right. \\
& \left.-\left(\frac{\alpha \beta}{(x+\alpha y)^{2}}-\gamma\right)\left(\frac{\alpha \beta}{(x+\alpha y)^{2}}+\gamma\right)\right] \\
& =x y\left[\left(\frac{\alpha \beta}{(x+\alpha y)^{2}}-\gamma\right)\left(\frac{\alpha \beta}{(x+\alpha y)^{2}}+\gamma\right)-\sigma / x\left(\frac{\alpha \beta}{(x+\alpha y)^{2}}-\gamma\right)\right. \\
& \left.-\delta / y\left(\frac{\alpha \beta}{(x+\alpha y)^{2}}+\gamma\right)+\frac{\sigma \delta}{x y}-\left(\frac{\alpha \beta}{(x+\alpha y)^{2}}-\gamma\right)\left(\frac{\alpha \beta}{(x+\alpha y)^{2}}+\gamma\right)\right] \\
& =x y\left[-\sigma / x\left(\frac{\alpha \beta}{(x+\alpha y)^{2}}-\gamma\right)-\delta / y\left(\frac{\alpha \beta}{(x+\alpha y)^{2}}+\gamma\right)+\frac{\sigma \delta}{x y}\right] \\
& =-\sigma y\left(\frac{\alpha \beta}{(x+\alpha y)^{2}}-\gamma\right)-\delta x\left(\frac{\alpha \beta}{(x+\alpha y)^{2}}+\gamma\right)+\sigma \delta \\
& =-\frac{\alpha \beta(\delta x+\sigma y)}{(x+\alpha y)^{2}}+\gamma(\sigma y-\delta x)+\delta \sigma,
\end{aligned}
$$

and the trace of $A(x, y)$,

$$
\begin{aligned}
\operatorname{tr}(A(x, y)) & =\frac{\alpha \beta y}{(x+\alpha y)^{2}}-\gamma y-\delta+\frac{\alpha \beta x}{(x+\alpha y)^{2}}+\gamma x-\sigma \\
& =\frac{\alpha \beta(x+y)}{(x+\alpha y)^{2}}+\gamma(x-y)-(\delta+\sigma) .
\end{aligned}
$$

### 3.1 Analysis of the Positive Boundary Equilibria

Consider the equilibrium $(\beta / \delta, 0)$
Recall the notation $\gamma_{1}=\frac{\delta}{\beta}(\sigma-\alpha \delta+\delta)$
Lemma 3.1.1. Suppose $\alpha>0, \beta>0, \delta>0$, then the following assertions hold,
(1) If one of the following conditions holds,
(i) If $\alpha>1$ and $\sigma>\delta(\alpha-1)$ and $\gamma>\gamma_{1}$,
(ii) If $0<\alpha \leq 1$ and $\sigma>0$ and $\gamma>\gamma_{1}$,
(iii) If $\alpha>1$ and $0<\sigma \leq \delta(\alpha-1)$ and $\gamma>0$, then $\operatorname{tr}((\beta / \delta, 0))>0$.
(2) If one of the following conditions holds,
(i) If $\alpha>1$ and $\sigma>\delta(\alpha-1)$ and $0<\gamma<\gamma_{1}$,
(ii) If $0<\alpha \leq 1$ and $\sigma>0$ and $0<\gamma<\gamma_{1}$, then $\operatorname{tr}((\beta / \delta, 0))<0$.
(3) If one of the following conditions holds,
(i) If $\alpha>1$ and $\sigma>\delta(\alpha-1)$ and $\gamma=\gamma_{1}$,
(ii) If $0<\alpha \leq 1$ and $\sigma>0$ and $\gamma=\gamma_{1}$, then, $\operatorname{tr}((\beta / \delta, 0))=0$.

Proof. By (3.0.8) with $(x, y)=(\beta / \delta, 0)$, we have

$$
\begin{align*}
\operatorname{tr}(A(\beta / \delta, 0)) & =\alpha \delta+\frac{\beta \gamma}{\delta}-(\sigma+\delta) \\
& =\frac{\beta}{\delta}\left[\gamma-\frac{\delta}{\beta}(\sigma-\alpha \delta)-\frac{\delta}{\beta} \alpha \delta\right] \\
& =\frac{\beta}{\delta}\left[\gamma-\frac{\delta}{\beta}(\sigma-\alpha \delta+\delta)\right]  \tag{3.1.1}\\
& =\frac{\beta}{\delta}\left(\gamma-\gamma_{1}\right) \tag{3.1.2}
\end{align*}
$$

(1) If $(i)$ or (ii) holds, we have $\gamma>\gamma_{1}$. The result follows by (3.1.8). If (iii) holds, we have $\alpha>1$ and $0<\sigma \leq \delta(\alpha-1)$ and $\gamma>0$.

$$
\gamma_{1}=\frac{\delta}{\beta}(\sigma-\alpha \delta+\delta)=\frac{\delta}{\beta}(\sigma-\delta(\alpha-1))
$$

Hence, if $\frac{\delta}{\beta}(\sigma-\delta(\alpha-1)) \leq 0$, the result follows by (3.1.1).
(2) If (i) or (ii) holds, we have $0<\gamma<\gamma_{1}$. The result folows by (3.1.8).
(3) If $(i)$ or ( $i i$ ) holds, we have $\gamma=\gamma_{1}$. The result follows by (3.1.8).

Lemma 3.1.2. Suppose $\alpha>0, \beta>0, \delta>0$, then the following assertions hold,
(1) If one of the following conditions holds,
(i) If $\sigma>\alpha \delta$ and $\gamma>\gamma_{0}$,
(ii) If $0<\sigma \leq \alpha \delta$ and $\gamma>0$, then $|A(\beta / \delta, 0)|<0$.
(2) If $\sigma>\alpha \delta$ and $0<\gamma<\gamma_{0}$, then $|A(\beta / \delta, 0)|>0$.
(3) If $\sigma>\alpha \delta$ and $\gamma=\gamma_{0}$, then $|A(\beta / \delta, 0)|=0$.

Proof. By (3.0.7) with $(x, y)=(\beta / \delta, 0)$ we have,

$$
\begin{align*}
|A(\beta / \delta, 0)| & =-\alpha \delta^{2}-\gamma \beta+\sigma \delta \\
& =\beta\left[\frac{\delta}{\beta}(\sigma-\alpha \delta)-\gamma\right]  \tag{3.1.3}\\
& =\beta\left(\gamma_{0}-\gamma\right) . \tag{3.1.4}
\end{align*}
$$

(1) If $(i)$ or (ii) holds, then $\frac{\delta}{\beta}(\sigma-\alpha \delta)-\gamma<0$. Hence, by (3.1.3), we have $|A(\beta / \delta, 0)|<0$.
(2) Under conditions (2), we have $0<\gamma<\gamma_{0}$. The result follows by (3.1.4).
(3) Since $\gamma=\gamma_{0}$, the result follows by (3.1.4).

Theorem 3.1.3. Suppose that $\alpha>0, \beta>0$ and $\delta>0$.
(1) If one of the following conditions hold,
(i) If $\sigma>\alpha \delta$ and $\gamma>\gamma_{0}$,
(ii) If $0<\sigma \leq \alpha \delta$ and $\gamma>0$, then the equilibrium point $(\beta / \delta, 0)$ is a saddle.
(2) If $\sigma>\alpha \delta$ and $0<\gamma<\gamma_{0}$, then $(\beta / \delta, 0)$ is a stable node.
(3) If $\sigma>\alpha \delta$, and $\gamma=\gamma_{0}$, then the equilibrium $(\beta / \delta, 0)$ is a saddle-node.

Proof. By (3.0.7) with $(x, y)=(\beta / \delta, 0)$ we have,

$$
\begin{align*}
|A(\beta / \delta, 0)| & =-\alpha \delta^{2}-\gamma \beta+\sigma \delta \\
& =\beta\left[\frac{\delta}{\beta}(\sigma-\alpha \delta)-\gamma\right]  \tag{3.1.5}\\
& =\beta\left(\gamma_{0}-\gamma\right) \tag{3.1.6}
\end{align*}
$$

(1) If $(i)$ or (ii) holds, then $\frac{\delta}{\beta}(\sigma-\alpha \delta)-\gamma<0$. By (3.1.5), we have $|A(\beta / \delta, 0)|<0$. The result follows from Lemma (3.0.1) (i).

By (3.0.8) with $(x, y)=(\beta / \delta, 0)$, we have

$$
\begin{align*}
\operatorname{tr}(A(\beta / \delta, 0)) & =\alpha \delta+\frac{\beta \gamma}{\delta}-(\sigma+\delta) \\
& =\frac{\beta}{\delta}\left[\gamma-\frac{\delta}{\beta}(\sigma-\alpha \delta)-\frac{\delta}{\beta} \alpha \delta\right] \\
& =\frac{\beta}{\delta}\left[\gamma-\frac{\delta}{\beta}(\sigma-\alpha \delta+\delta)\right]  \tag{3.1.7}\\
& =\frac{\beta}{\delta}\left(\gamma-\gamma_{1}\right) . \tag{3.1.8}
\end{align*}
$$

Let

$$
\Delta(\beta / \delta, 0)=\operatorname{tr}^{2}(A(\beta / \delta, 0))-4|A(\beta / \delta, 0)|
$$

Then by (3.1.5) and (3.1.7) with $(x, y)=(\beta / \delta, 0)$, we have

$$
\begin{align*}
& \Delta(\beta / \delta, 0)=\frac{\beta^{2}}{\delta^{2}}\left[\gamma-\frac{\delta}{\beta}(\sigma-\alpha \delta+\delta)\right]^{2}-4 \beta\left[\frac{\delta}{\beta}(\sigma-\alpha \delta)-\gamma\right] \\
& =\frac{1}{\delta^{2}}\left[\left(\alpha \delta^{2}+\beta \gamma-\delta(\sigma+\delta)\right)^{2}\right]+4 \beta \gamma-4 \delta(\sigma-\alpha \delta) \\
& =\frac{1}{\delta^{2}}\left[\left(\alpha \delta^{2}+\beta \gamma-\delta(\sigma+\delta)\right)^{2}+4 \delta^{2} \beta \gamma-4 \delta^{3}(\sigma-\alpha \delta)\right] \\
& \left.=\frac{1}{\delta^{2}}\left[\left(\alpha \delta^{2}+\beta \gamma-\delta(\sigma+\delta)\right)^{2}+4 \delta^{2} \beta \gamma-4 \delta^{3} \sigma+4 \delta^{2} \alpha \delta^{2}\right)\right] \\
& =\frac{1}{\delta^{2}}\left[\left(\alpha \delta^{2}+\beta \gamma\right)^{2}-2 \delta(\sigma+\delta)\left(\alpha \delta^{2}+\beta \gamma\right)+\delta^{2}(\sigma+\delta)^{2}+4 \delta^{2}\left(\alpha \delta^{2}+\beta \gamma\right)-4 \sigma \delta^{3}\right] \\
& =\frac{1}{\delta^{2}}\left[\left(\alpha \delta^{2}+\beta \gamma\right)^{2}+\left(4 \delta^{2}-2 \delta \sigma-2 \delta^{2}\right)\left(\alpha \delta^{2}+\beta \gamma\right)+\delta^{2}(\sigma+\delta)^{2}-4 \sigma \delta^{3}\right] \\
& =\frac{1}{\delta^{2}}\left[\left(\alpha \delta^{2}+\beta \gamma\right)^{2}+\left(2 \delta^{2}-2 \delta \sigma\right)\left(\alpha \delta^{2}+\beta \gamma\right)+\delta^{2}\left((\sigma+\delta)^{2}-4 \sigma \delta\right)\right] \\
& =\frac{1}{\delta^{2}}\left[\left(\alpha \delta^{2}+\beta \gamma\right)^{2}+\left(2 \delta^{2}-2 \delta \sigma\right)\left(\alpha \delta^{2}+\beta \gamma\right)+\delta^{2}\left(\sigma^{2}+2 \sigma \delta+\delta^{2}-4 \sigma \delta\right)\right] \\
& =\frac{1}{\delta^{2}}\left[\left(\alpha \delta^{2}+\beta \gamma\right)^{2}+2 \delta(\delta-\sigma)\left(\alpha \delta^{2}+\beta \gamma\right)+\delta^{2}\left(\sigma^{2}-2 \sigma \delta+\delta^{2}\right)\right] \\
& =\frac{1}{\delta^{2}}\left[\left(\alpha \delta^{2}+\beta \gamma\right)^{2}+2 \delta(\delta-\sigma)\left(\alpha \delta^{2}+\beta \gamma\right)+\delta^{2}(\sigma-\delta)^{2}\right] \\
& =\frac{1}{\delta^{2}}\left[\left(\alpha \delta^{2}+\beta \gamma\right)+\delta(\sigma-\delta)\right]^{2} \geq 0 . \tag{3.1.9}
\end{align*}
$$

(2) Under conditions (2) we have $0<\gamma<\gamma_{0}<\gamma_{1}$, by (3.1.6), we have $|A(\beta / \delta, 0)|>0$ and by (3.1.8) we have $\operatorname{tr}(A(\beta / \delta, 0)<0$. This together with (3.1.9) and Lemma 3.0.1 (ii) imply the result.
(3) Since $\sigma>\alpha \delta$ and $\gamma=\gamma_{0}$. By (3.1.6) we have $|A(\beta / \delta, 0)|=0$.

By (3.1.7) we obtain:

$$
\left.\begin{array}{rl}
\operatorname{tr}\left((\beta / \delta, 0) ; \gamma_{0}\right) & =\alpha \delta+\frac{\gamma_{1} \beta}{\delta}-\sigma-\delta \\
& =\alpha \delta+\frac{\delta(\sigma-\alpha \delta)}{\beta} \frac{\beta}{\delta}-\sigma-\delta \\
& =\alpha \delta+(\sigma-\alpha \delta)-\sigma-\delta
\end{array}\right)=-\delta>
$$

thus, $\operatorname{tr}(A(\beta / \delta, 0)) \neq 0$.
To apply Lemma 3.0.2, we change the equilibrium $(\beta / \delta, 0)$ to the origin $(0,0)$ by using the change of variables $x_{1}=x-\beta_{1}$ and $y_{1}=y$. Noting that $\beta_{1}=\beta / \delta$, Then the first and second equation of (2.0.1), respectively, becomes:

$$
\begin{aligned}
& \left\{\begin{array}{l}
\dot{x}_{1}=\left(\beta_{1}+x_{1}\right)\left(\frac{\beta}{\alpha y_{1}+\beta_{1}+x_{1}}-\gamma y_{1}-\delta\right) \\
\dot{y}_{1}=y_{1}\left(\frac{\alpha \beta}{\alpha y_{1}+\beta_{1}+x_{1}}+\gamma\left(\beta_{1}+x_{1}\right)-\sigma\right)
\end{array}\right. \\
& \dot{x}_{1}=\frac{\beta\left(\beta_{1}+x_{1}\right)}{\beta_{1}+x_{1}+\alpha y_{1}}-\gamma\left(\beta_{1}+x\right) y_{1}-\delta\left(\beta_{1}+x\right) \\
& \dot{y}_{1}=\frac{\alpha \beta y_{1}}{\beta_{1}+x_{1}+\alpha y_{1}}+\gamma\left(\beta_{1}+x_{1}\right) y_{1}-\sigma y_{1}
\end{aligned}
$$

Note, that The tayor series expansion $\frac{1}{1-x}=\sum_{n=0}^{\infty} x^{n}$ can be used to approximate $f$ and $g$ around an equilibrium ( 0,0 ). We have

$$
\frac{1}{\beta_{1}+x_{1}+\alpha y_{1}}=\frac{1 / \beta_{1}}{1-\left(-\frac{x_{1}+\alpha y_{1}}{\beta_{1}}\right)}=\frac{1}{\beta_{1}} \sum_{n=0}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\beta_{1}}\right)^{n}
$$

Thus,

$$
\begin{aligned}
\frac{\alpha \beta y_{1}}{\beta_{1}+x_{1}+\alpha y_{1}} & =\alpha \beta / \beta_{1} y_{1} \sum_{n=0}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\beta_{1}}\right)^{n} \\
& =\alpha \delta y_{1}\left[1-\frac{x_{1}+\alpha y_{1}}{\beta_{1}}+\sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\beta_{1}}\right)^{n}\right]
\end{aligned}
$$

and

$$
\begin{array}{ll}
\frac{\beta\left(\beta_{1}+x_{1}\right)}{\beta_{1}+x_{1}+\alpha y_{1}}=\frac{\beta\left(\beta_{1}+x_{1}+\alpha y_{1}\right)-\alpha \beta y_{1}}{\beta_{1}+x_{1}+\alpha y_{1}} & =\beta-\frac{\alpha \beta y_{1}}{\beta_{1}+x_{1}+\alpha y_{1}} \\
=\beta-\alpha \delta y_{1}\left[1-\frac{x_{1}+\alpha y_{1}}{\beta_{1}}+\sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\beta_{1}}\right)^{n}\right] .
\end{array}
$$

Hence,

$$
\begin{aligned}
& \dot{x}_{1}=\frac{\beta\left(\beta_{1}+x_{1}\right)}{\beta_{1}+x_{1}+\alpha y_{1}}-\gamma\left(\beta_{1}+x\right) y_{1}-\delta\left(\beta_{1}+x\right) \\
& =\beta-\alpha \delta y_{1}\left[1-\frac{x_{1}+\alpha y_{1}}{\beta_{1}}+\sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\beta_{1}}\right)^{n}\right] \\
& -\gamma\left(\beta_{1}+x_{1}\right) y_{1}-\delta\left(\beta_{1}+x_{1}\right) \\
& =\beta-\alpha \delta y_{1}+\alpha \delta y_{1}\left(\frac{x_{1}+\alpha y_{1}}{\beta / \delta}\right) \\
& -\alpha \delta y_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\beta_{1}}\right)^{n}-\gamma\left(\beta_{1}+x_{1}\right) y_{1}-\delta\left(\beta_{1}+x_{1}\right) \\
& =\beta-\alpha \delta y_{1}+\frac{\alpha \delta^{2}}{\beta} x_{1} y_{1}+\frac{\alpha^{2} \delta^{2}}{\beta} y_{1}^{2}-\gamma \beta_{1} y_{1}-\gamma x_{1} y_{1}-\delta \beta / \delta-\delta x_{1} \\
& -\alpha \delta y_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\beta_{1}}\right)^{n} \\
& =\frac{\alpha^{2} \delta^{2}}{\beta} y_{1}^{2}-\left(\gamma-\frac{\alpha \delta^{2}}{\beta}\right) x_{1} y_{1}-\left(\gamma \beta_{1}+\alpha \delta\right) y_{1}-\delta x_{1} \\
& -\alpha \delta y_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\beta_{1}}\right)^{n}
\end{aligned}
$$

and after substituting $\gamma=\gamma_{0}$

$$
\dot{x}_{1}=\frac{\alpha^{2} \delta^{2}}{\beta} y_{1}^{2}-\left(\frac{\delta \sigma-2 \alpha \delta^{2}}{\beta}\right) x_{1} y_{1}-\left(\delta x_{1}+\sigma y_{1}\right)-\alpha \delta y_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\beta_{1}}\right)^{n} .
$$

Similarly,

$$
\begin{aligned}
\dot{y}_{1} & =\frac{\alpha \beta y_{1}}{\beta_{1}+x_{1}+\alpha y_{1}}+\gamma\left(\beta_{1}+x_{1}\right) y_{1}-\sigma y_{1} \\
& =\alpha \delta y_{1}\left[1-\frac{x_{1}+\alpha y_{1}}{\beta_{1}}+\sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\beta_{1}}\right)^{n}\right]+\gamma\left(\beta_{1}+x_{1}\right) y_{1}-\sigma y_{1} \\
& =\alpha \delta y_{1}-\frac{\alpha \delta^{2}}{\beta} y_{1}\left(x_{1}+\alpha y_{1}\right)+\gamma\left(\beta_{1}+x_{1}\right) y_{1}-\sigma y_{1}+\alpha \delta y_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\beta_{1}}\right)^{n} \\
& =-\frac{\alpha^{2} \delta^{2}}{\beta} y_{1}^{2}+\left(\gamma-\frac{\alpha \delta^{2}}{\beta}\right) x_{1} y_{1}+\left(\alpha \delta-\sigma+\gamma \beta_{1}\right) y_{1}+\alpha \delta y_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\beta_{1}}\right)^{n},
\end{aligned}
$$

and after substituting $\gamma=\gamma_{0}$

$$
\dot{y}_{1}=-\frac{\alpha^{2} \delta^{2}}{\beta} y_{1}^{2}+\left(\frac{\delta \sigma-2 \alpha \delta^{2}}{\beta}\right) x_{1} y_{1}+\alpha \delta y_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\beta_{1}}\right)^{n} .
$$

Let $x_{2}=\delta x_{1}+\sigma y_{1}$ and $y_{2}=y_{1}$.

$$
\begin{aligned}
& \dot{x}_{2}=\delta \dot{x}_{1}+\sigma \dot{y}_{1} \\
& =\frac{\alpha^{2} \delta^{3}}{\beta} y_{1}^{2}-\delta\left(\frac{\delta \sigma-2 \alpha \delta^{2}}{\beta}\right) x_{1} y_{1}-\delta\left(\delta x_{1}+\sigma y_{1}\right)-\alpha \delta^{2} y_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\beta_{1}}\right)^{n} \\
& -\frac{\alpha^{2} \delta^{2} \sigma}{\beta} y_{1}^{2}+\sigma\left(\frac{\delta \sigma-2 \alpha \delta^{2}}{\beta}\right) x_{1} y_{1}+\alpha \delta \sigma y_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\beta_{1}}\right)^{n} \\
& =\frac{\alpha^{2} \delta^{2}}{\beta}(\delta-\sigma) y_{1}^{2}+\left(\frac{\delta \sigma-2 \alpha \delta^{2}}{\beta}\right)(\sigma-\delta) x_{1} y_{1}-\delta\left(\delta x_{1}+\sigma y_{1}\right) \\
& +(\sigma-\delta) \alpha \delta y_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\beta_{1}}\right)^{n} \\
& =\frac{\alpha^{2} \delta^{2}}{\beta}(\delta-\sigma) y_{2}^{2}+\left(\frac{\delta \sigma-2 \alpha \delta^{2}}{\beta}\right)(\sigma-\delta)\left(\frac{x_{2}-\sigma y_{2}}{\delta}\right) y_{2}-\delta x_{2} \\
& +(\sigma-\delta) \alpha \delta y_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{\frac{x_{2}-\sigma y_{2}}{\delta}+\alpha y_{1}}{\beta / \delta}\right)^{n} \\
& =\frac{\alpha^{2} \delta^{2}}{\beta}(\delta-\sigma) y_{2}^{2}-\frac{(\sigma-\delta) \sigma(\sigma-2 \alpha \delta)}{\beta} y_{2}^{2}+\frac{(\sigma-\delta)(\sigma-2 \alpha \delta)}{\beta} x_{2} y_{2}-\delta x_{2} \\
& +(\sigma-\delta) \alpha \delta y_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{2}-(\sigma-\alpha \delta) y_{1}}{\beta}\right)^{n} \\
& =\frac{(\delta-\sigma)}{\beta}\left(\sigma(\sigma-2 \alpha \delta)+\alpha^{2} \delta^{2}\right) y_{2}^{2}+\frac{(\sigma-\delta)(\sigma-2 \alpha \delta)}{\beta} x_{2} y_{2}-\delta x_{2} \\
& +(\sigma-\delta) \alpha \delta y_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{2}-(\sigma-\alpha \delta) y_{1}}{\beta}\right)^{n} \\
& =\frac{(\delta-\sigma)(\sigma-\alpha \delta)^{2}}{\beta} y_{2}^{2}+\frac{(\sigma-\delta)(\sigma-2 \alpha \delta)}{\beta} x_{2} y_{2}-\delta x_{2} \\
& +(\sigma-\delta) \alpha \delta y_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{2}-(\sigma-\alpha \delta) y_{1}}{\beta}\right)^{n}
\end{aligned}
$$

and

$$
\begin{aligned}
\dot{y}_{2}= & \dot{y}_{1} \\
= & -\frac{\alpha^{2} \delta^{2}}{\beta} y_{2}^{2}+\left(\frac{\delta \sigma-2 \alpha \delta^{2}}{\beta}\right)\left(\frac{x_{2}-\sigma y_{2}}{\delta}\right) y_{2}+\alpha \delta y_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{\frac{x_{2}-\sigma y_{2}}{\delta}+\alpha y_{1}}{\beta / \delta}\right)^{n} \\
= & -\frac{\alpha^{2} \delta^{2}}{\beta} y_{2}^{2}-\left(\frac{\delta \sigma-2 \alpha \delta^{2}}{\beta}\right) \frac{\sigma}{\delta} y_{2}^{2}+\left(\frac{\delta \sigma-2 \alpha \delta^{2}}{\delta \beta}\right) x_{2} y_{2}+\alpha \delta y_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{2}-(\sigma-\alpha \delta) y_{1}}{\beta}\right)^{n} \\
= & -\frac{\alpha^{2} \delta^{2}}{\beta} y_{2}^{2}-\left(\frac{\sigma-2 \alpha \delta}{\beta}\right) \sigma y_{2}^{2}+\left(\frac{\sigma-2 \alpha \delta}{\beta}\right) x_{2} y_{2}+\alpha \delta y_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{2}-(\sigma-\alpha \delta) y_{1}}{\beta}\right)^{n} \\
= & \left(\frac{-\alpha^{2} \delta^{2}-\sigma^{2}+2 \alpha \delta \sigma}{\beta}\right) y_{2}^{2}+\left(\frac{\sigma-2 \alpha \delta}{\beta}\right) x_{2} y_{2} \\
& +\alpha \delta y_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{2}-(\sigma-\alpha \delta) y_{1}}{\beta}\right)^{n} \\
= & -\frac{(\sigma-\alpha \delta)^{2}}{\beta} y_{2}^{2}+\left(\frac{\sigma-2 \alpha \delta}{\beta}\right) x_{2} y_{2}+\alpha \delta y_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{2}-(\sigma-\alpha \delta) y_{1}}{\beta}\right)^{n}
\end{aligned}
$$

Let

$$
\begin{aligned}
p\left(x_{2}, y_{2}\right):= & \frac{(\delta-\sigma)(\sigma-\alpha \delta)^{2}}{\beta} y_{2}^{2}+\frac{(\sigma-\delta)(\sigma-2 \alpha \delta)}{\beta} x_{2} y_{2} \\
& +(\sigma-\delta) \alpha \delta y_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{2}-(\sigma-\alpha \delta) y_{1}}{\beta}\right)^{n}
\end{aligned}
$$

and
$q\left(x_{2}, y_{2}\right):=-\frac{(\sigma-\alpha \delta)^{2}}{\beta} y_{2}^{2}+\left(\frac{\sigma-2 \alpha \delta}{\beta}\right) x_{2} y_{2}+\alpha \delta y_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{2}-(\sigma-\alpha \delta) y_{2}}{\beta}\right)^{n}$
then (2.0.1) can be, after the above transformations, written as

$$
\left\{\begin{array}{l}
\dot{x}_{2}=-\delta x_{2}+p\left(x_{2}, y_{2}\right)  \tag{3.1.10}\\
\dot{y}_{2}=q\left(x_{2}, y_{2}\right)
\end{array}\right.
$$

Let $x_{3}=y_{2}$ and $y_{3}=x_{2}$, then

$$
\left\{\begin{array}{l}
\dot{x}_{3}=q\left(y_{3}, x_{3}\right)  \tag{3.1.11}\\
\dot{y}_{3}=-\delta y_{3}+p\left(y_{3}, x_{3}\right)
\end{array}\right.
$$

From our definition of $q$ we have that $a_{20}=-\frac{(\sigma-\alpha \delta)^{2}}{\beta} \neq 0$ since, $\sigma>\alpha \delta$. Moreover, $\varrho=-\delta \neq 0$. Thus, by Lemma 3.0.2 the result follows.

### 3.2 Analysis of the Second Positive Boundary Equilibrium

Consider the equilibrium point $(0, \beta / \sigma)$
By (3.0.6), (3.0.7) and (3.0.8) at $(0, \beta / \sigma)$ we have:

$$
A(0, \beta / \sigma)=\left(\begin{array}{cc}
\frac{\sigma}{\alpha}-\frac{\beta \gamma}{\sigma}-\delta & 0  \tag{3.2.1}\\
-\frac{\sigma}{\alpha}+\frac{\beta \gamma}{\sigma} & -\sigma
\end{array}\right)
$$

$$
|A(0, \beta / \sigma)|=-\frac{\sigma^{2}}{\alpha}+\gamma \beta+\delta \sigma,
$$

and

$$
\operatorname{tr}(0, \beta / \sigma)=\frac{\sigma}{\alpha}-\frac{\beta \gamma}{\sigma}-\delta-\sigma
$$

respectively.

Lemma 3.2.1. Suppose $\alpha>0, \beta>0, \delta>0$, then the following assertions hold.
(1) If $\sigma>\alpha \delta$ and $0<\gamma<\gamma_{3}$, then $|A(0, \beta / \sigma)|<0$.
(2) If one of the following conditions hold,
(i) If $\sigma>\alpha \delta$ and $\gamma>\gamma_{3}$,
(ii) If $0<\sigma \leq \alpha \delta$ and $\gamma>0$, then $|A(0, \beta / \sigma)|>0$.
(3) If $\sigma>\alpha \delta$ and $\gamma=\gamma_{3}$, then $\mid A((0, \beta / \sigma) \mid=0$.

Proof. By (3.2.1) we obtain:

$$
\begin{aligned}
|A(0, \beta / \sigma)| & =-\sigma\left(\frac{\sigma}{\alpha}-\frac{\beta \gamma}{\sigma}-\delta\right) \\
& =\beta\left(\gamma-\frac{\sigma}{\alpha \beta}(\sigma-\alpha \delta)\right)
\end{aligned}
$$

(1) Under condition (1) we have $\sigma>\alpha \delta$ and $0<\gamma<\gamma_{3}$. The result follows by (3.2.6).
(2) If (i) holds we have $\sigma>\alpha \delta$ and $\gamma>\gamma_{3}$ The result follows by (3.2.6). Similarly, If (ii) holds $0<\sigma \leq \alpha \delta$ and $\gamma>0$, the result follows by (3.2.5).
(3) we have $\sigma>\alpha \delta$ and $\gamma=\gamma_{3}$, the result follows by (3.2.6).

Lemma 3.2.2. Suppose $\beta>0, \delta>0$, then the following assertions hold.
(1) If one of the following conditions hold,
(i) If $\alpha \geq 1$ and $\sigma>0$ and $\gamma>0$,
(ii) If $0<\alpha<1$ and $0<\sigma \leq \sigma_{0}$ and $\gamma>0$,
(iii) If $0<\alpha<1$ and $\sigma>\sigma_{0}$ and $\gamma>\gamma_{2}$,
then $\operatorname{tr}(A(0, \beta / \sigma))<0$.
(2) If $0<\alpha<1$ and $\sigma>\sigma_{0}$ and $0<\gamma<\gamma_{2}$, then $\operatorname{tr}(A(0, \beta / \sigma))>0$.
(3) If $0<\alpha<1$ and $\sigma>\sigma_{0}$ and $\gamma=\gamma_{2}$, then $\operatorname{tr}(A(0, \beta / \sigma))=0$.

Proof. By (3.0.8) with $(x, y)=(0, \beta / \sigma)$, we have

$$
\begin{align*}
\operatorname{tr}(0, \beta / \sigma)=\frac{\sigma}{\alpha}-\frac{\beta \gamma}{\sigma}-\delta-\sigma & =\frac{\beta}{\sigma}\left(\frac{\sigma}{\alpha \beta}(\sigma-\alpha \delta-\alpha \sigma)-\gamma\right)=\frac{\beta}{\sigma}\left(\gamma_{2}-\gamma\right) \\
\operatorname{tr}(A(0, \beta / \sigma)) & =\frac{\sigma}{\alpha}-\frac{\beta \gamma}{\sigma}-\delta-\sigma  \tag{3.2.2}\\
& =\frac{\sigma}{\alpha}(1-\alpha)-\left(\delta+\frac{\beta}{\sigma} \gamma\right) \\
\operatorname{tr}(A(0, \beta / \sigma))= & \frac{\beta}{\sigma}\left(\frac{\sigma}{\alpha \beta}(\sigma-\alpha \delta-\alpha \sigma)-\gamma\right) \\
& =\frac{\beta}{\sigma}\left(\frac{\sigma}{\alpha \beta}(\sigma(1-\alpha)-\alpha \delta)-\gamma\right) \\
& =\frac{\beta}{\sigma}\left(\frac{\sigma(1-\alpha)}{\alpha \beta}\left(\sigma-\frac{\alpha \delta}{(1-\alpha)}\right)-\gamma\right)  \tag{3.2.3}\\
& =\frac{\beta}{\sigma}\left(\frac{\sigma(1-\alpha)}{\alpha \beta}\left(\sigma-\sigma_{0}\right)-\gamma\right)
\end{align*}
$$

(1) If ( $i$ ) holds, we have $\alpha \geq 1$ and $\sigma>0$ and $\gamma>0$. It follows that by (3.2.2), $\operatorname{tr}(A(0, \beta / \sigma))<0$. If (ii) holds we have $0<\alpha<1$ and $0<\sigma \leq \sigma_{0}$ and $\gamma>0$. It follows that by (3.2.3), $\operatorname{tr}(A(0, \beta / \sigma))<0$. If (iii) holds $\gamma>\gamma_{2}$, the result follows by (3.2.9).
(2) Since $\gamma<\gamma_{2}$ the result follows by (3.2.9).
(3) Since $\gamma=\gamma_{2}$ the result follows by (3.2.9).

Theorem 3.2.3. Suppose that $\alpha>0, \beta>0$ and $\delta>0$, then the following assertions hold.
(1) If $\sigma>\alpha \delta$ and $0<\gamma<\gamma_{3}$,
then the equilibrium point $(0, \beta / \sigma)$ is a saddle of (2.0.1).
(2) If one of the following conditions hold,
(i) If $\sigma>\alpha \delta$ and $\gamma>\gamma_{3}$,
(ii) If $0<\sigma \leq \alpha \delta$ and $\gamma>0$,
then the equilibrium point $(0, \beta / \sigma)$ is a stable node of (2.0.1).
(3) If $\sigma>\alpha \delta$ and $\gamma=\gamma_{3}$,
then the equilibrium point $(0, \beta / \sigma)$ is a saddle node of (2.0.1).

Proof. By (3.0.7) with $(x, y)=(0, \beta / \sigma)$ we have,

$$
\begin{align*}
|A(0, \beta / \sigma)| & =-\frac{\sigma^{2}}{\alpha}+\gamma \beta+\delta \sigma  \tag{3.2.4}\\
& =\beta\left(\gamma-\frac{\sigma}{\alpha \beta}(\sigma-\alpha \delta)\right)  \tag{3.2.5}\\
& =\beta\left(\gamma-\gamma_{3}\right) \tag{3.2.6}
\end{align*}
$$

(1) Since $\gamma-\gamma_{3}<0$. By (3.2.6), we have $|A(0, \beta / \sigma)|<0$. The result follows from Lemma (3.0.1) (i).

By (3.0.8) with $(x, y)=(0, \beta / \sigma)$, we have

$$
\begin{align*}
\operatorname{tr}(A(0, \beta / \sigma)) & =\frac{\sigma}{\alpha}-\frac{\gamma \beta}{\sigma}-\sigma-\delta  \tag{3.2.7}\\
& =\frac{\beta}{\sigma}\left[\frac{\sigma}{\alpha \beta}(\sigma-\alpha \delta-\alpha \sigma)-\gamma\right]  \tag{3.2.8}\\
& =\frac{\beta}{\sigma}\left(\gamma_{2}-\gamma\right) \tag{3.2.9}
\end{align*}
$$

Let

$$
\Delta(0, \beta / \sigma)=\operatorname{tr}^{2}(A(0, \beta / \sigma))-4|A(0, \beta / \sigma)|
$$

Then by (3.2.4) and (3.2.7) with $(x, y)=(0, \beta / \sigma)$, we have

$$
\begin{align*}
& \Delta(0, \beta / \sigma)=\left(-\sigma+\frac{\sigma}{\alpha}-\frac{\gamma \beta}{\sigma}-\delta\right)^{2}-4\left(-\frac{\sigma^{2}}{\alpha}+\gamma \beta+\delta \sigma\right) \\
& =\frac{1}{\sigma^{2}}\left(-\sigma^{2}+\frac{\sigma^{2}}{\alpha}-\gamma \beta-\delta \sigma\right)^{2}-4\left(-\frac{\sigma^{2}}{\alpha}+\gamma \beta+\delta \sigma\right) \\
& =\frac{1}{\sigma^{2}}\left(\left(-\sigma^{2}+\frac{\sigma^{2}}{\alpha}\right)-(\gamma \beta+\delta \sigma)\right)^{2}-4(\gamma \beta+\delta \sigma)+4 \frac{\sigma^{2}}{\alpha} \\
& =\frac{1}{\sigma^{2}}\left((\gamma \beta-\delta \sigma)^{2}-2\left(-\sigma^{2}+\frac{\sigma^{2}}{\alpha}\right)(\gamma \beta-\delta \sigma)+\left(-\sigma^{2}+\frac{\sigma^{2}}{\alpha}\right)^{2}\right)-4(\gamma \beta+\delta \sigma)+4 \frac{\sigma^{2}}{\alpha} \\
& =\frac{1}{\sigma^{2}}\left[(\gamma \beta-\delta \sigma)^{2}+\left(2 \sigma^{2}-2 \frac{\sigma^{2}}{\alpha}\right)(\gamma \beta-\delta \sigma)+\left(-\sigma^{2}+\frac{\sigma^{2}}{\alpha}\right)^{2}-4 \sigma^{2}(\gamma \beta+\delta \sigma)+4 \frac{\sigma^{4}}{\alpha}\right] \\
& =\frac{1}{\sigma^{2}}\left[(\gamma \beta-\delta \sigma)^{2}+\left(2 \sigma^{2}-2 \frac{\sigma^{2}}{\alpha}-4 \sigma^{2}\right)(\gamma \beta-\delta \sigma)+\left(-\sigma^{2}+\frac{\sigma^{2}}{\alpha}\right)^{2}+4 \frac{\sigma^{4}}{\alpha}\right] \\
& =\frac{1}{\sigma^{2}}\left[(\gamma \beta-\delta \sigma)^{2}+\left(-2 \sigma^{2}-2 \frac{\sigma^{2}}{\alpha}\right)(\gamma \beta-\delta \sigma)+\sigma^{4}\left(1-\frac{1}{\alpha}\right)^{2}+4 \frac{\sigma^{4}}{\alpha}\right] \\
& =\frac{1}{\sigma^{2}}\left[(\gamma \beta-\delta \sigma)^{2}-2 \sigma^{2}\left(1+\frac{1}{\alpha}\right)(\gamma \beta-\delta \sigma)+\sigma^{4}\left(1+\frac{1}{\alpha}\right)^{2}\right] \\
& =\frac{1}{\sigma^{2}}\left[(\gamma \beta-\delta \sigma)-\sigma^{2}\left(1+\frac{1}{\alpha}\right)\right]^{2} \geq 0 \tag{3.2.10}
\end{align*}
$$

(2) Under conditions ( $i$ ) we have $\gamma>\gamma_{3}>\gamma_{2}$. By (3.2.6), and (3.2.9) we have $|A(0, \beta / \sigma)|>0$ and $\operatorname{tr}(A(0, \beta / \sigma))<0$ respectively. This together with (3.2.10) and Lemma 3.0.1 (ii) imply the result. Similarly under conditions (ii), we have $0<\sigma \leq \alpha \delta$ and $\gamma>0$. By (3.2.5) and (3.2.8), we have $|A(0, \beta / \sigma)|>0$ and $\operatorname{tr}(A(0, \beta / \sigma))<0$ respectively. The result follows by (3.2.10) and Lemma 3.0.1 (ii).
(3) Since $\sigma>\alpha \delta$ and $\gamma=\gamma_{3}$. By (3.2.6) we have $|A(0, \beta / \sigma)|=0$.

By (3.2.8) we obtain:

$$
\begin{align*}
\operatorname{tr}(A(0, \beta / \sigma)) & =\frac{\beta}{\sigma}\left[\frac{\sigma}{\alpha \beta}(\sigma-\alpha \delta-\alpha \sigma)-\frac{\sigma}{\alpha \beta}(\sigma-\alpha \delta)\right] \\
& =\frac{\beta}{\sigma}\left(\frac{\sigma}{\alpha \beta}(-\alpha \sigma)\right)  \tag{3.2.11}\\
& =-\sigma
\end{align*}
$$

thus $\operatorname{tr}(A(0, \beta / \sigma)) \neq 0$.
To apply Lemma 3.0.2, we change the equilibrium $(0, \beta / \sigma)$ to the origin $(0,0)$ by using the change of variables $x=x_{1}$ and $y=y_{1}+\beta_{2}$. Noting that $\beta_{2}=\beta / \sigma$, the system (2.0.1) becomes:

$$
\begin{gather*}
\left\{\begin{array}{l}
\dot{x}_{1}=x_{1}\left(\frac{\beta}{\alpha\left(y_{1}+\beta_{2}\right)+x_{1}}-\gamma\left(y_{1}+\beta_{2}\right)-\delta\right. \\
\dot{y}_{1}=\left(y_{1}+\beta_{2}\right)\left(\frac{\alpha \beta}{\alpha\left(y_{1}+\beta_{2}\right)+x}+\gamma x-\sigma\right)
\end{array}\right. \\
\left\{\begin{array}{l}
\dot{x}_{1}=\frac{\beta x_{1}}{x_{1}+\alpha\left(y_{1}+\beta_{2}\right)}-\gamma\left(y_{1}+\beta_{2}\right) x_{1}-\delta x_{1} \\
\dot{y}_{1}=\frac{\alpha \beta\left(y_{1}+\beta_{2}\right)}{x_{1}+\alpha\left(y_{1}+\beta_{2}\right)}+\gamma\left(y_{1}+\beta_{2}\right) x_{1}-\sigma\left(y_{1}+\beta_{2}\right)
\end{array}\right. \tag{3.2.12}
\end{gather*}
$$

Note that

$$
\begin{equation*}
\frac{1}{x_{1}+\alpha y_{1}+\alpha \beta_{2}}=\frac{1}{\alpha \beta_{2}} \sum_{n=0}^{\infty}\left(\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}\right)^{n} \tag{3.2.13}
\end{equation*}
$$

Thus,

$$
\begin{aligned}
\frac{\alpha \beta\left(y_{1}+\beta_{2}\right)}{\alpha \beta_{2}+x_{1}+\alpha y_{1}} & =\beta-\frac{\beta x_{1}}{\alpha \beta_{2}+x_{1}+\alpha y_{1}} \\
& =\beta-\frac{\sigma}{\alpha} x_{1} \sum_{n=0}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}\right)^{n} \\
& =\beta-\frac{\sigma}{\alpha} x_{1}\left[1-\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}+\sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}\right)^{n}\right]
\end{aligned}
$$

and

$$
\frac{\beta x_{1}}{\alpha \beta_{2}+x_{1}+\alpha y_{1}}=\frac{\sigma}{\alpha} x_{1}\left[1-\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}+\sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}\right)^{n}\right]
$$

Hence the second equation of (3.2.12) becomes,

$$
\begin{aligned}
\dot{y}_{1} & =\frac{\alpha \beta\left(y_{1}+\beta_{2}\right)}{\alpha \beta_{2}+x_{1}+\alpha y_{1}}+\gamma\left(\beta_{2}+y_{1}\right) x_{1}-\sigma\left(\beta_{2}+y_{1}\right) \\
& =\beta-\frac{\sigma}{\alpha} x_{1}\left[1-\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}+\sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}\right)^{n}\right]+\gamma\left(\beta_{2}+y_{1}\right) x_{1}-\sigma\left(\beta_{2}+y_{1}\right) \\
& =\beta-\frac{\sigma}{\alpha} x_{1}+\frac{\sigma^{2}}{\alpha \beta} x_{1} y_{1}+\frac{\sigma^{2}}{\alpha^{2} \beta} x_{1}^{2}+\gamma\left(\beta_{2}+y_{1}\right) x_{1}-\sigma\left(\beta_{2}+y_{1}\right)-\frac{\sigma}{\alpha} x_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}\right)^{n} \\
& =\frac{\sigma^{2}}{\alpha^{2} \beta} x_{1}^{2}+\left(\gamma+\frac{\sigma^{2}}{\alpha \beta}\right) x_{1} y_{1}+\left(\gamma \beta_{2}-\frac{\sigma}{\alpha}\right) x_{1}-\sigma y_{1}-\frac{\sigma}{\alpha} x_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}\right)^{n}
\end{aligned}
$$

Since $\gamma=\gamma_{3}=\frac{\sigma}{\alpha \beta}(\sigma-\alpha \delta)=\frac{\sigma^{2}}{\alpha \beta}-\frac{\delta \sigma}{\beta}$

$$
\begin{aligned}
\dot{y}_{1}= & \frac{\sigma^{2}}{\alpha^{2} \beta} x_{1}^{2}+\left(\frac{\sigma^{2}}{\alpha \beta}-\frac{\delta \sigma}{\beta}+\frac{\sigma^{2}}{\alpha \beta}\right) x_{1} y_{1}+\left(\frac{\sigma}{\alpha \beta}(\sigma-\alpha \delta) \frac{\beta}{\sigma}-\frac{\sigma}{\alpha}\right) x_{1}-\sigma y_{1} \\
& -\frac{\sigma}{\alpha} x_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}\right)^{n} \\
= & \frac{\sigma^{2}}{\alpha^{2} \beta} x_{1}^{2}+\left(\frac{2 \sigma^{2}-\alpha \delta \sigma}{\alpha \beta}\right) x_{1} y_{1}-\left(\delta x_{1}+\sigma y_{1}\right)-\frac{\sigma}{\alpha} x_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}\right)^{n}
\end{aligned}
$$

and

$$
\frac{\beta x_{1}}{\alpha \beta_{2}+x_{1}+\alpha y_{1}}=\frac{\sigma}{\alpha} x_{1}\left[1-\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}+\sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}\right)^{n}\right]
$$

$$
\begin{aligned}
\dot{x}_{1}= & \frac{\beta x_{1}}{\alpha \beta_{2}+x_{1}+\alpha y_{1}}-\gamma\left(\beta_{2}+y_{1}\right) x_{1}-\delta x_{1} \\
= & \frac{\sigma}{\alpha} x_{1}\left[1-\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}+\sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}\right)^{n}\right]-\gamma\left(\beta_{2}+y_{1}\right) x_{1}-\delta x_{1} \\
= & \frac{\sigma}{\alpha} x_{1}-\left(\frac{\sigma}{\alpha} x_{1}\right) \frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}-\gamma \beta_{2} x_{1}-\gamma y_{1} x_{1}-\delta x_{1}+\frac{\sigma}{\alpha} x_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}\right)^{n} \\
= & \frac{\sigma}{\alpha} x_{1}-\frac{\sigma^{2}}{\alpha^{2} \beta} x_{1}^{2}-\frac{\sigma^{2}}{\alpha \beta} x_{1} y_{1}-\gamma \beta_{2} x_{1}-\gamma y_{1} x_{1}-\delta x_{1}+\frac{\sigma}{\alpha} x_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}\right)^{n} \\
= & -\frac{\sigma^{2}}{\alpha^{2} \beta} x_{1}^{2}-\left(\gamma+\frac{\sigma^{2}}{\alpha \beta}\right) x_{1} y_{1}+\left(-\gamma \beta_{2}+\frac{\sigma}{\alpha}-\delta\right) x_{1}+\frac{\sigma}{\alpha} x_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}\right)^{n} \\
= & -\frac{\sigma^{2}}{\alpha^{2} \beta} x_{1}^{2}-\left(\frac{\sigma^{2}}{\alpha \beta}-\frac{\delta \sigma}{\beta}+\frac{\sigma^{2}}{\alpha \beta}\right) x_{1} y_{1}-\left(\frac{\sigma}{\alpha \beta}(\sigma-\alpha \delta) \frac{\beta}{\sigma}-\frac{\sigma}{\alpha}+\delta\right) x_{1} \\
& +\frac{\sigma}{\alpha} x_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}\right)^{n} \\
=- & -\frac{\sigma^{2}}{\alpha^{2} \beta} x_{1}^{2}+\left(\frac{\alpha \delta \sigma-2 \sigma^{2}}{\alpha \beta}\right) x_{1} y_{1}+\frac{\sigma}{\alpha} x_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}\right)^{n}
\end{aligned}
$$

Let $y_{2}=\delta x_{1}+\sigma y_{1}$ and $x_{1}=x_{2}$.

$$
\begin{aligned}
& \dot{y}_{2}=\delta \dot{x}_{1}+\sigma \dot{y}_{1} \\
& =\delta\left[-\frac{\sigma^{2}}{\alpha^{2} \beta} x_{1}^{2}+\left(\frac{\delta \sigma-2 \sigma^{2} / \alpha}{\beta}\right) x_{1} y_{1}+\frac{\sigma}{\alpha} x_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}\right)^{n}\right] \\
& +\sigma\left[\frac{\sigma^{2}}{\alpha^{2} \beta} x_{1}^{2}-\left(\frac{\delta \sigma-2 \sigma^{2} / \alpha}{\beta}\right) x_{1} y_{1}-\left(\delta x_{1}+\sigma y_{1}\right)-\frac{\sigma}{\alpha} x_{1} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{1}+\alpha y_{1}}{\alpha \beta_{2}}\right)^{n}\right] \\
& =\frac{\sigma^{2}}{\alpha^{2} \beta}(\sigma-\delta) x_{2}^{2}+\left(\frac{\delta \sigma-2 \sigma^{2} / \alpha}{\beta}\right)(\delta-\sigma)\left(\frac{y_{2}-\delta x_{2}}{\sigma}\right) x_{2}-\sigma y_{2} \\
& +(\delta-\sigma) \frac{\sigma}{\alpha} x_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{x_{2}+\alpha\left(\frac{y_{2}-\delta x_{2}}{\sigma}\right)}{\alpha \beta / \sigma}\right)^{n} \\
& =\frac{\sigma^{2}}{\alpha^{2} \beta}(\sigma-\delta) x_{2}^{2}+\left(\frac{\delta \sigma-2 \sigma^{2} / \alpha}{\beta}\right)(\delta-\sigma)\left(y_{2} x_{2} / \sigma-\delta / \sigma x_{2}^{2}\right)-\sigma y_{2} \\
& +(\delta-\sigma) \frac{\sigma}{\alpha} x_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{(\sigma-\alpha \delta) x_{2}+\alpha y_{2}}{\alpha \beta}\right)^{n} \\
& =(\sigma-\delta)\left[\frac{\sigma^{2}}{\alpha^{2} \beta}+\left(\frac{\delta \sigma-2 \sigma^{2} / \alpha}{\beta}\right) \delta / \sigma\right] x_{2}^{2}+\left(\frac{\delta \sigma-2 \sigma^{2} / \alpha}{\beta}\right)(\delta-\sigma)\left(y_{2} x_{2} / \sigma\right)-\sigma y_{2} \\
& +(\delta-\sigma) \frac{\sigma}{\alpha} x_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{(\sigma-\alpha \delta) x_{2}+\alpha y_{2}}{\alpha \beta}\right)^{n} \\
& =\frac{\sigma-\delta}{\beta}\left(\sigma^{2} / \alpha^{2}+\delta^{2}-2 \sigma \delta / \alpha\right) x_{2}^{2}+\left(\frac{\delta \sigma-2 \sigma^{2} / \alpha}{\beta \sigma}\right)(\delta-\sigma) y_{2} x_{2}-\sigma y_{2} \\
& +(\delta-\sigma) \frac{\sigma}{\alpha} x_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{(\sigma-\alpha \delta) x_{2}+\alpha y_{2}}{\alpha \beta}\right)^{n} \\
& =\frac{\sigma-\delta}{\beta}(\sigma / \alpha-\delta)^{2} x_{2}^{2}+\left(\frac{\delta-2 \sigma / \alpha}{\beta}\right)(\delta-\sigma) y_{2} x_{2}-\sigma y_{2} \\
& +(\delta-\sigma) \frac{\sigma}{\alpha} x_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{(\sigma-\alpha \delta) x_{2}+\alpha y_{2}}{\alpha \beta}\right)^{n} \\
& =\frac{(\sigma-\delta)(\sigma-\alpha \delta)^{2}}{\alpha^{2} \beta} x_{2}^{2}+\frac{(\sigma-\delta)(2 \sigma-\alpha \delta)}{\alpha \beta} y_{2} x_{2} \\
& -\sigma y_{2}+(\delta-\sigma) \frac{\sigma}{\alpha} x_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{(\sigma-\alpha \delta) x_{2}+\alpha y_{2}}{\alpha \beta}\right)^{n}
\end{aligned}
$$

and

$$
\begin{aligned}
\dot{x}_{2} & =\dot{x}_{1} \\
& =-\frac{\sigma^{2}}{\alpha^{2} \beta} x_{2}^{2}+\left(\frac{\delta \sigma-2 \sigma^{2} / \alpha}{\beta}\right)\left(\frac{y_{2}-\delta x_{2}}{\sigma}\right) x_{2}+\frac{\sigma}{\alpha} x_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{(\sigma-\alpha \delta) x_{2}+\alpha y_{2}}{\alpha \beta}\right)^{n} \\
& =-\frac{(\delta-\sigma / \alpha)^{2}}{\beta} x_{2}^{2}+\left(\frac{\delta \sigma-2 \sigma^{2} / \alpha}{\beta}\right) x_{2} y_{2}+\frac{\sigma}{\alpha} x_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{(\sigma-\alpha \delta) x_{2}+\alpha y_{2}}{\alpha \beta}\right)^{n}
\end{aligned}
$$

Let

$$
p\left(x_{2}, y_{2}\right):=-\frac{(\sigma-\alpha \delta)^{2}}{\alpha^{2} \beta} x_{2}^{2}+\left(\frac{\alpha \delta \sigma-2 \sigma^{2}}{\alpha \beta}\right) x_{2} y_{2}+\frac{\sigma}{\alpha} x_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{(\sigma-\alpha \delta) x_{2}+\alpha y_{2}}{\alpha \beta}\right)^{n}
$$

and

$$
\begin{aligned}
q\left(x_{2}, y_{2}\right):= & \frac{(\sigma-\delta)(\sigma-\alpha \delta)^{2}}{\alpha^{2} \beta} x_{2}^{2}+\frac{(\sigma-\delta)(2 \sigma-\alpha \delta)}{\alpha \beta} y_{2} x_{2} \\
& +(\delta-\sigma) \frac{\sigma}{\alpha} x_{2} \sum_{n=2}^{\infty}(-1)^{n}\left(\frac{(\sigma-\alpha \delta) x_{2}+\alpha y_{2}}{\alpha \beta}\right)^{n}
\end{aligned}
$$

then (2.0.1) can be written as

$$
\left\{\begin{array}{l}
\dot{x}_{2}=p\left(x_{2}, y_{2}\right)  \tag{3.2.14}\\
\dot{y}_{2}=-\sigma y_{2}+q\left(x_{2}, y_{2}\right)
\end{array}\right.
$$

From our definition of $p$ and $q$ respectively we have that $a_{20}=-\frac{(\sigma-\alpha \delta)^{2}}{\alpha^{2} \beta} \neq$ 0 since, $\sigma>\alpha \delta$. Moreover, $\varrho=-\sigma \neq 0$. Thus, by 3.0.2 the result follows.

### 3.3 Analysis of the Positive Interior Equilibrium

Consider the interior equilibrium $\left(x^{*}, y^{*}\right)$

Theorem 3.3.1. If $\alpha>0, \beta>0, \delta>0, \sigma>\alpha \delta$ and $\gamma_{0}<\gamma<\gamma_{3}$, then $\left(x^{*}, y^{*}\right)$ is locally asymptotically stable.

Proof. By (2.0.9) and (2.0.12) we have the following expressions

$$
\begin{align*}
\sigma y^{*}-\delta x^{*} & =\frac{\beta}{\gamma(\sigma-\alpha \delta)}\left[\sigma\left(\gamma-\frac{\delta}{\beta}(\sigma-\alpha \delta)\right)-\alpha \delta\left(\frac{\sigma}{\alpha \beta}(\sigma-\alpha \delta)-\gamma\right)\right] \\
& =\frac{\beta}{\gamma(\sigma-\alpha \delta)}\left[(\sigma+\alpha \delta) \gamma-\frac{\sigma \delta}{\beta}(\sigma-\alpha \delta)-\frac{\delta \sigma}{\beta}(\sigma-\alpha \delta)\right] \\
& =\frac{\beta}{\gamma(\sigma-\alpha \delta)}\left((\sigma+\alpha \delta) \gamma-\frac{2 \sigma \delta}{\beta}(\sigma-\alpha \delta)\right) \tag{3.3.1}
\end{align*}
$$

$$
\begin{align*}
\sigma y^{*}+\delta x^{*} & =\frac{\beta}{\gamma(\sigma-\alpha \delta)}\left[\sigma\left(\gamma-\frac{\delta}{\beta}(\sigma-\alpha \delta)\right)+\alpha \delta\left(\frac{\sigma}{\alpha \beta}(\sigma-\alpha \delta)-\gamma\right)\right] \\
& =\frac{\beta}{\gamma(\sigma-\alpha \delta)}\left[(\sigma-\alpha \delta) \gamma-\frac{\sigma \delta}{\beta}(\sigma-\alpha \delta)+\frac{\delta \sigma}{\beta}(\sigma-\alpha \delta)\right] \\
& =\frac{\beta}{\gamma(\sigma-\alpha \delta)}[(\sigma-\alpha \delta) \gamma] \\
& =\beta \tag{3.3.2}
\end{align*}
$$

$$
\begin{gather*}
x^{*}+\alpha y^{*}=\frac{1}{\gamma}\left(\sigma-\frac{\alpha \beta \gamma}{\sigma-\alpha \delta}+\frac{\alpha \beta \gamma}{\sigma-\alpha \delta}-\alpha \delta\right)=\frac{1}{\gamma}(\sigma-\alpha \delta) \\
\frac{\alpha \beta}{\left(x^{*}+\alpha y^{*}\right)^{2}}=\frac{\alpha \beta \gamma^{2}}{(\sigma-\alpha \delta)^{2}} \tag{3.3.3}
\end{gather*}
$$

By (3.0.8) and substituting (2.0.8), (2.0.12) and (3.3.3) we obtain the following

$$
\begin{align*}
& \operatorname{tr}\left(A\left(x^{*}, y^{*}\right)\right)=\left(\gamma+\frac{\alpha \beta}{(x+\alpha y)^{2}}\right) x+\left(\frac{\alpha \beta}{(x+\alpha y)^{2}}-\gamma\right) y-\sigma-\delta \\
& =\frac{\alpha \beta}{(x+\alpha y)^{2}}(x+y)+\gamma(x-y)-\sigma-\delta \\
& =\frac{\alpha \beta \gamma}{(\sigma-\alpha \delta)^{2}}\left(\sigma-\frac{\alpha \beta \gamma}{\sigma-\alpha \delta}+\frac{\beta \gamma}{\sigma-\alpha \delta}-\delta\right)+\sigma-\frac{\alpha \beta \gamma}{\sigma-\alpha \delta}-\frac{\beta \gamma}{\sigma-\alpha \delta}+\delta-\sigma-\delta \\
& =\frac{\alpha \beta \gamma}{(\sigma-\alpha \delta)^{2}}\left(\sigma-\delta-\frac{\beta \gamma}{\sigma-\alpha \delta}(\alpha-1)\right)-\frac{\beta \gamma}{\sigma-\alpha \delta}(\alpha+1) \\
& =\frac{\alpha \beta \gamma}{(\sigma-\alpha \delta)^{2}}\left[\sigma-\delta-\frac{\beta \gamma}{\sigma-\alpha \delta}(\alpha-1)-\frac{(\sigma-\alpha \delta)}{\alpha}(\alpha+1)\right] \\
& =\frac{\alpha \beta^{2} \gamma}{(\sigma-\alpha \delta)^{3}}\left[\frac{(\sigma-\alpha \delta)}{\beta}\left(\sigma-\delta-\frac{(\sigma-\alpha \delta)}{\alpha}(\alpha+1)\right)-\gamma(\alpha-1)\right] \\
& =\frac{\alpha \beta^{2} \gamma}{(\sigma-\alpha \delta)^{3}}\left[\frac{(\sigma-\alpha \delta)}{\alpha \beta}\left(\alpha \sigma-\alpha \delta-\alpha \sigma+\alpha^{2} \delta-\sigma+\alpha \delta\right)-\gamma(\alpha-1)\right] \\
& =\frac{\alpha \beta^{2} \gamma}{(\sigma-\alpha \delta)^{3}}\left[\frac{(\sigma-\alpha \delta)}{\alpha \beta}\left(\alpha^{2} \delta-\sigma\right)-\gamma(\alpha-1)\right] \\
& =\frac{\alpha \beta^{2} \gamma}{(\sigma-\alpha \delta)^{3}}\left[\alpha \frac{\delta}{\beta}(\sigma-\alpha \delta)-\frac{\sigma}{\alpha \beta}(\sigma-\alpha \delta)-\gamma(\alpha-1)\right] \\
& =\frac{\alpha \beta^{2} \gamma}{(\sigma-\alpha \delta)^{3}}\left[\alpha \gamma_{0}-\gamma_{3}-\alpha \gamma+\gamma\right] \\
& =\frac{\alpha \beta^{2} \gamma}{(\sigma-\alpha \delta)^{3}}\left[\alpha\left(\gamma_{0}-\gamma\right)+\gamma-\gamma_{3}\right] \tag{3.3.4}
\end{align*}
$$

Let

$$
\tau=\frac{\alpha \beta^{2}}{(\sigma-\alpha \delta)^{2}}
$$

By (3.0.7) and substituting (3.3.1) and (3.3.2) and (3.3.3) we obtain the
following

$$
\begin{align*}
& \left|A\left(x^{*}, y^{*}\right)\right|=\gamma\left(\sigma y^{*}-\delta x^{*}\right)-\frac{\alpha \beta}{\left(x^{*}+\alpha y^{*}\right)^{2}}\left(\delta x^{*}+\sigma y^{*}\right)+\delta \sigma \\
& =\frac{\beta}{(\sigma-\alpha \delta)}\left((\sigma+\alpha \delta) \gamma-\frac{2 \sigma \delta}{\beta}(\sigma-\alpha \delta)\right)-\frac{\alpha \beta^{2}}{(\sigma-\alpha \delta)^{2}} \gamma^{2}+\delta \sigma \\
& =\frac{\alpha \beta^{2}}{(\sigma-\alpha \delta)^{2}}\left[-\gamma^{2}+\frac{(\sigma-\alpha \delta)}{\alpha \beta}\left((\sigma+\alpha \delta) \gamma-\frac{2 \sigma \delta}{\beta}(\sigma-\alpha \delta)\right)+\delta \sigma \frac{(\sigma-\alpha \delta)^{2}}{\alpha \beta^{2}}\right] \\
& =\tau\left[-\gamma^{2}+\frac{\sigma^{2}-\alpha^{2} \delta^{2}}{\alpha \beta} \gamma-\frac{2 \sigma \delta}{\alpha \beta^{2}}(\sigma-\alpha \delta)^{2}+\delta \sigma \frac{(\sigma-\alpha \delta)^{2}}{\alpha \beta^{2}}\right] \\
& =\tau\left[-\gamma^{2}+\frac{\sigma^{2}-\alpha^{2} \delta^{2}}{\alpha \beta} \gamma-\delta \sigma \frac{(\sigma-\alpha \delta)^{2}}{\alpha \beta^{2}}\right] \\
& =-\tau\left[\gamma^{2}-\frac{\sigma^{2}-\alpha^{2} \delta^{2}}{\alpha \beta} \gamma+\delta \sigma \frac{(\sigma-\alpha \delta)^{2}}{\alpha \beta^{2}}\right] \\
& =-\tau\left[\left(\gamma-\frac{\sigma^{2}-\alpha^{2} \delta^{2}}{2 \alpha \beta}\right)^{2}-\frac{(\sigma-\alpha \delta)^{2}(\sigma+\alpha \delta)^{2}}{4 \alpha^{2} \beta^{2}}+\delta \sigma \frac{(\sigma-\alpha \delta)^{2}}{\alpha \beta^{2}}\right] \\
& =-\tau\left[\left(\gamma-\frac{\sigma^{2}-\alpha^{2} \delta^{2}}{2 \alpha \beta}\right)^{2}+\frac{(\sigma-\alpha \delta)^{2}}{4 \alpha^{2} \beta^{2}}\left(4 \alpha \delta \sigma-(\sigma+\alpha \delta)^{2}\right)\right] \\
& =-\tau\left[\left(\gamma-\frac{\sigma^{2}-\alpha^{2} \delta^{2}}{2 \alpha \beta}\right)^{2}-\frac{(\sigma-\alpha \delta)^{4}}{4 \alpha^{2} \beta^{2}}\right] \\
& =-\tau\left(\gamma-\frac{\sigma}{\alpha \beta}(\sigma-\alpha \delta)\right)\left(\gamma-\frac{\delta}{\beta}(\sigma-\alpha \delta)\right) \\
& =-\tau\left(\gamma-\gamma_{3}\right)\left(\gamma-\gamma_{0}\right) \\
& =\tau\left(\gamma_{3}-\gamma\right)\left(\gamma-\gamma_{0}\right) \tag{3.3.5}
\end{align*}
$$

From Theorem 2.0.1 we have $\left(x^{*}, y^{*}\right)$ is a positive equilibrium point of (2.0.1) under the conditions $\sigma-\alpha \delta>0$ and $\gamma_{0}<\gamma<\gamma_{3}$. Hence, by (3.3.4) and (3.3.5) we have $\operatorname{tr}\left(A\left(x^{*}, y^{*}\right)\right)<0$ and $\left|A\left(x^{*}, y^{*}\right)\right|>0$ respectively. It follows that by Lemma 3.0.1 (iv), the interior equilibrium $\left(x^{*}, y^{*}\right)$ is locally asymptotically stable.

## Chapter 4

## Numerical Simulations

### 4.1 Discussion

Among predator prey models, my focus was on one that exhibits intraguild predation. However, there are models that incorporate different behaviors observed in nature that affect the balance. For example, the Holling type IV functional response which describes the interaction between predator and prey when the prey exhibit group defense. A harvesting rate could be added to a model in which either or both species are subject to capturing. Seasonal changes in the environment affect the population dynamics. Local extinctions could be balanced by remigration, then a model would have to incorporate a migration rate. The Allee effect refers to a reduction in individual fitness at low population density. A combination of some of these behaviors have been analyzed in models before. But realistically, there is a point where adding complexity to the model loses its value because most of the data you

(a) $\left(x_{1}, y_{1}\right)=(4.8,0)$ is a stable node of (2.0.1), where $\alpha=0.5, \beta=1.2$, $\delta=0.25, \sigma=.2$, and $\gamma<\gamma_{0}$

(b) $\left(x_{1}, y_{1}\right)=(4.8,0)$ is a saddle node of (2.0.1), where $\alpha=0.5, \beta=1.2$, $\delta=0.25, \sigma=.2$, and $\gamma=\gamma_{0}$

Figure 4.1: The phase portraits of (2.0.1) for different values of $\gamma$. Figures 4.1a and 4.1 b satisfy the conditions of Theorem 3.1.3 (2) and (3), respectively. In particular, figures 4.1a and 4.1b show that the boundary equilibrium $\left(x_{1}, y_{1}\right)$ can be a stable-node or a saddle-node respectively, depending on $\gamma, \beta, \alpha$ and $\sigma$ and $\delta$.


Figure 4.2: The above graphs show that the positive interior equilibrium is locally asymptotically stable for non zero initial conditions. The parameters $\sigma, \beta, \gamma, \alpha$ and $\delta$ were chosen such that they satisfy Theorem 3.3.1. Note that they also satisfy Theorem 3.1.3 (1) and Theorem 3.2.3 (1) shown in figure b) with $x=0$ or $y=0$ for initial conditions.


Figure 4.3: The phase portraits of (2.0.1) for different values of $\gamma$. Figures 4.3 a and 4.3 b satisfy the conditions of Theorem 3.2 .3 (2) and (3), respectively. In particular, figures 4.3 a and 4.3 b show that the boundary equilibrium $\left(x_{2}, y_{2}\right)$ can be a stable-node or a saddle-node respectively, depending on $\gamma, \beta, \alpha$ and $\sigma$ and $\delta$.
would need to fit the model can not be collected, even if the mathematics is possible to analyze with computational methods. In this thesis the model represents, a natural environment where the main population changes at the time are due to competition for recourses and predator prey exploitation. In the presence of limited resources, relatively small populations will increase, whereas an excessively large population will have insufficient resources to survive As we might expect when $\alpha=1$. the system is symmetric because $\alpha$ represents the ratio that measures the abilities of the two species to compete for resources. As $\gamma$ moves through the ranges of intervals the interior equilibrium travels linearly from the the equilibrium $\left(x_{1}, y_{1}\right)$ to $\left(x_{2}, y_{2}\right)$. When the interior equilibrium meets either of the boundary equilibrium it looks like a pitchfork bifurcation. We are only taking positive solutions so we are not seeing this in the numerical simulations.

## Bibliography

[1] Holt, R.D. Polis, G.A: A Theoretical Framework for Intraguild Predation American Society of Naturalists. 1997.
[2] Kejun Zhuang, Hongjun Yuan: Spaciotemporal dynamics of a predatorprey system with prey-taxis and intraguid predation Advances in differential equations. 2018.
[3] L. Allen, An Introduction to Mathematical Biology, Pearson Prentice Hall, 2007
[4] Braza PA. The bifurcation structure of the Holling-Tanner model for predator-prey interaction using two-timing. Society for Industrial and Applied Mathematics Journal on Applied Mathematics. 2003; 63:889904. DOI: $10.1137 / \mathrm{s} 0036139901393494$.
[5] Hsu SB and Huang TW. Global stability for a class of predator-prey system. Society for Industrial and Applied Mathematics Journal on Applied Mathematics. 1995; 55:763-783. DOI: 10.1137/s0036139993253201.
[6] Holling CS. The functional response of predator to prey density and its role in mimicry and population regulation. Memoirs of the Entomological Society of Canada. 1965; 45:1-60. DOI: 10.4039/entm9745fv.
[7] Lan KQ and Zhu CR. Phase portraits, Hopf bifurcations and limit cycles of the Holling-Tanner models for predator-prey interactions. Nonlinear Analysis Real World Applications. 2011; 12:1961-1973. DOI: 10.1016/j.nonrwa.2010.12.012.
[8] Luo GP, Lan KQ and Zhu CR. Bifurcations of ratio-dependent predatorprey Holling type III systems with harvesting rates. Journal of Nonlinear Functional Analysis. 2014; 2014 (Article ID:16).
[9] May RM. Stability and complexity in model ecosystems. Princeton University Press: Princeton; 1973.
[10] Sáez E and González-Olivares E. Dynamics of a predator-prey model. Society for Industrial and Applied Mathematics Journal on Applied Mathematics. 1997; 59:1867-1878. DOI: 10.1137/S0036139997318457
[11] Seo G and Kot M. A comparison of two predator-prey models with Holling's type I functional response. Mathematical Biosciences. 2008; 12:161-179. DOI: 10.1016/j.mbs.2008.01.007.
[12] Seo G and DeAngelis DL. A predator-prey model with a Holling type I functional response including a predator mutual interference. Journal of Nonlinear Science. 2011; 21:811-833. DOI: 10.1007/s00332-011-9101-6.
[13] Tanner JT. The stability and the intrinsic growth rates of prey and predator populations. Ecology. 1975; 56:855-867. DOI: 10.2307/1936296.
[14] Wollkind DJ and Logan JA. Temperature-dependent predator-prey mite ecosystem on apple tree foliage. Journal of Mathematical Biology. 1978; 6:265-283. DOI: 10.1007/bf02547801.
[15] Wollkind DJ, Collings JB and Logan JA. Metastability in a temperaturedependent model system for predator-prey mite outbreak interactions on fruit flies. Bulletin of Mathematical Biology. 1988; 50:379-409. DOI: 10.1007/bf02459707
[16] Beddington JR. Mutual interference between parasites or predators and its effect on searching efficiency. Journal of Animal Ecology. 1975; 44:331-340. DOI: 10.2307/3866
[17] Cantrell RS and Cosner C. On the dynamics of predator-prey models with the Beddington-DeAngelis functional response. J. Journal of Mathematical Analysis and Applications. 2001; 257:206-222. DOI: 10.1006/jmaa.2000.7343.
[18] DeAngelis DL, Goldstein RA and O'Neil RV. A model for trophic interaction. Ecology. 1975; 56:881-892. DOI: 10.2307/1936298.
[19] Lan KQ and Zhu CR. Phase portraits of predator-prey systems with harvesting rates. Discrete and Continuous Dynamical Systems. 2012; 32 (3):901-933. DOI: 10.3934/dcds.2012.32.901.
[20] Davi S. Nonconstant prey harvesting in ratio-dependant predator prey systems incorporating a constant prey refuge. International Journal of Biomathematics. 2012; 05 (2):1250021. DOI: 10.1142/s1793524511001635.
[21] Hsu SB, Hwang TW and Kuang Y. Global analysis of the MichaelisMenten type ratio-dependent predator-prey system. Journal of Mathematical Biology. 2001; 42:489-506. DOI: 10.1007/s002850100079.
[22] Kuang Y and Beretta E. Global qualitative analysis of a ratio-dependent predator-prey system. Journal of Mathematical Biology. 1998; 36:389406. DOI: $10.1007 / \mathrm{s} 002850050105$.
[23] Xiao D and Jennings LS. Bifurcations of a ratio-dependent predator-prey system with constant rate harvesting. Society for Industrial and Applied Mathematics Journal on Applied Mathematics. 2005; 65:737-753. DOI: 10.1137/s0036139903428719.
[24] Heggerud CM and Lan KQ. Local stability analysis of ratiodependent predator-prey models with predator harvesting rates. Applied Mathematics and Computation. 2015; 270:349-357. DOI: 10.1016/j.amc.2015.08.062.
[25] Ji LL and Wu CQ. Qualitative analysis of a predator-prey model with constant-rate prey harvesting incorporating a constant prey refuge. Nonlinear Analysis Real World Applications. 2010; 11: 2285-2295. DOI: 10.1016/j.nonrwa.2009.07.003.
[26] Lan KQ and Zhu CR. Phase portraits, Hopf bifurcations and limit cycles of Leslie-Gower predator-prey systems with harvesting rates, Discrete and Continuous Dynamical Systems. 2010; Ser. B 14:289-306. DOI: 10.3934/dcdsb.2010.14.289.
[27] Ma ZH. The research of predator-prey models incorporating prey refuges. Ph.D. Thesis. Lanzhou University, P. R. China, 2010.
[28] Sih A. Prey refuges and predator-prey stability. Theoretical Population Biology. 1987; 31 (1):1-12. DOI: 10.1016/0040-5809(87)90019-0.
[29] Smith JM. Models in Ecology. Cambridge University Press: London; 1974
[30] Chen FD, Ma ZZ and Zhang HY. Global asymptotical stability of the positive equilibrium of Lotka-Volterra prey-predator model incorporating a constant number of prey refuge. Nonlinear Analysis Real World Applications. 2012; 13 (6): 2790-2793. DOI: 10.1016/j.nonrwa.2012.04.006.
[31] Chen LJ, Chen FD and Wang YQ. Influence of predator mutual interference and prey refuge on Lotka-Volterra predator-prey dynamics. Communications in Nonlinear Science and Numerical Simulation. 2013; 18:3174-3180. DOI: 10.1016/j.cnsns.2013.04.004.
[32] Chen LJ, Chen FD and Chen LJ. Qualitative analysis of a predator-prey model with Holling type II functional response incorporating a constant
prey refuge. Nonlinear Analysis Real World Applications. 2010; 11:246252. DOI: 10.1016/j.nonrwa.2008.10.056.
[33] González-Olivares E and Ramos-Jiliberto R. Dynamic consequences of prey refuges in a simple model system: more prey, fewer predators and enhanced stability. Ecological Modelling 2003; 166:135-146. DOI: 10.1016/s0304-3800(03)00131-5.
[34] Ma ZZ, Chen FD, Wu CQ and Chen WL. Dynamic behaviors of a LotkaVolterra predator-prey model incorporating a prey refuge and predator mutual interference. Applied Mathematics and Computation. 2013; 219:7945-7953. DOI: 10.1016/j.amc.2013.02.033.
[35] Seo G and Wolkowicz GSK. Existence of multiple limit cycles in a predator-prey model with $\arctan (a x)$ as functional response. Communications in Mathematical Analysis. 2015; 1:64-68.
[36] Clark CW. Mathmatics Bioeconomics, The Optimal Management of Renewable Resources, Second edition, Pure and Applied Mathematics (New York). A Wiley-Interscience Publication, John Wiley \& Sons Inc.: New York; 1990.
[37] Kar TK. Modelling and analysis of a harvested prey-predator system incorporating a prey refuge, Journal of Computational and Applied Mathematics. 2006; 185:19-33. DOI: 10.1016/j.cam.2005.01.035.
[38] Doan TD, Zhu CR and Lan KQ. Phase plane analysis of the susceptible-infected- removed- susceptible (SIRS) epidemic models with nonlinear
incidence rates. Journal of Nonlinear Functional Analysis. 2016; 2016 (Article ID:30).
[39] Hoti M, Huo X and Lan KQ. Stability and phase portraits of susceptible-infective-removed epidemic models with vertical transmissions and linear treatment rates. Electronic Journal of Differential Equations. 2017; 2017 (306):1-17.
[40] Luo GP, Zhu CR and Lan KQ. Dynamics of an SIR epidemic model with horizontal and vertical transmissions and constant treatment rates. Journal of Applied Analysis and Computation. 2017; 7 (3):957-976.
[41] Andronov AA, Leontovich EA, Gordon II and Maier AG. Qualitative Theory of Second-Order Dynamical Systems. John Wiley and Sons: New York; 1973.
[42] Perko L. Differential Equations and Dynamical Systems. SpringerVerlag: New York; 1996.

## Index

boundary, 2, 17
differential equations, 2,5
dynamical system, 1,2
equilibria, 17
equilibrium, 2-5, 28, 39

Intraguild, iii
locally asymptotically stable, 4
positive interior equilibrium, 39
predator-prey, iii
saddle, 4
solution, 1, 2
solutions, 4
stability, iii, 2, 5
stable, 4
system, 1-5
systems, 5
unstable, 4

