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Abstract 
 

Numerical Investigation of Heat Transfer and Solidification in a Cavity Filled 
with Molten Metal Alloys in the Presence of Thermodiffusion  

 
 

 

Doctor of Philosophy 

2015 

Elham Jafar-Salehi 

Mechanical & Industrial Engineering 

Ryerson University 

The objective of this research was to study the solidification process of binary molten 

metals. This study was conducted in three phases. One was to estimate the thermodiffusion 

factor, two was to simulate the effect of natural convection and radiation on the velocity, 

temperature, and concentration distributions, and the third was to investigate the solidification 

process of binary molten metals using the proposed thermodiffusion factors.  

 The proposed expression for the estimation of thermodiffusion factor was based on the 

physical properties of the mixture constituents. The estimated thermodiffusion factor was used to 

study thermosolutal convection in a quartz enclosure filled with molten Sn-Bi alloy. Two 

simulations were carried out: top heating and bottom heating. The sidewalls in both cases were 

exposed to convection and radiation. Numerical results show that in the case of top heating, the 

distribution of temperature and concentration are linear, but species segregation occurs due to the 

thermodiffusion effect. In the bottom heating case, boundary-driven convective flow develops 

with a large Rayleigh number (Ra) where an increase in the Ra number negates thermodiffusion 
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due to the development of strong mixing. The results of these simulations showed that the effect 

of convection and radiation are negligible. 

In phase three, finite element method (FE) was employed to investigate the effect of 

thermodiffusion during vertical solidification of binary molten metal alloys with bottom cooling.  

The systems considered here are: tin-bismuth (Sn-Bi), tin-cadmium (Sn-Cd), tin-zinc (Sn-Zn), 

tin-lead (Sn-Pb), tin-gallium (Sn-Ga), and bismuth-lead (Bi-Pb) binary molten metals. The 

geometry under study was a cylindrical cavity. The FE model was constructed using a 2D 

axisymmetric element to represent a 3D cylindrical model. Two cases were studied: one without 

and one with the effect of thermodiffusion. The simulation including thermodiffusion showed 

slight variation from the simulation without thermodiffusion, in that thermodiffusion causes a 

slightly faster solidification and a more uniform concentration distribution if the thermodiffusion 

coefficient is greater than zero (𝐷𝑇 > 0). The main object of this research is development of a 

more accurate thermodiffusion factor, and applying it in a numerical simulation to study its 

effects on radiation, natural convection, and solidification processes. 
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CHAPTER ONE 

 

General Introduction 

1.1 Introduction 
 

Natural convection in a closed cavity is a rather complex and interesting subject in heat 

transfer. It has been studied mainly in two-dimensional rectangular enclosures where a 

temperature gradient has been applied across the enclosure from two opposing walls, either 

vertically or horizontally. This heating has traditionally taken the form of heating from below 

(Rayleigh-Benard convection) or heating applied from one vertical wall and cooling on the 

opposing wall. Depending on the configuration, the temperature gradient can cause a boundary-

driven flow.  

The complexity of fluid flow and heat transfer within the cavity increases when a binary 

system is considered, and when radiation is present it can be even more complex, since the 

assumption of adiabatic boundary conditions no longer holds. The temperature gradient acting on 

a binary system, such as a two-component molten metal alloy, causes separation of the 

constituents in a process called thermodiffusion. This makes the modeling and prediction of flow 

in a binary system much more complex that for a system with a single component.  

Natural convection is very common in practice. It occurs when a fluid moves across a 

surface with a temperature variation. These temperatures difference cause density variations in 

the liquid, and results in fluid flow over the surface owing to the buoyancy force arising from the 

density differences inside the liquid. Natural convection can be either an internal flow, like a 

flow in a container such as a pipe, or an external flow, such as fluid flowing up a heated wall.  
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 Since the 1980s, natural convection within enclosed cavities has been the focus of many studies 

due to its diverse applications in single crystal growth systems, semi-conductor industries, solar 

collectors, heating and cooling of buildings, and thermal pollution dispersion in lakes or estuaries 

[1]. Another equally important factor that can interact with natural convection is thermal 

radiation. The influence of radiation can be neglected in studies that use geometries with 

polished surfaces, which cause a very weak emissivity. In general, radiation has a greater 

influence on natural convection than forced convection due to the inherent coupling that exists 

between the temperature and flow fields in natural convection. Coupled natural convection and 

radiation occur in furnaces, natural water bodies, solar energy utilization, crystal growth, etc. 

There are numerous experimental and numerical studies on natural convection of an enclosed 

cavity that are available in literature. However, very few of these studies consider the influence 

that surface radiation has on natural convection, particularly in cases where the fluid contained in 

the enclosure is radiatively nonparticipating. 

Understanding the effects of natural convection on the flow motion and the resulting 

interface shape between solids and liquids is of critical importance in designing and optimizing 

solidification systems for material processing. Nowadays, about 80 % the commercially 

available materials are grown from a molten state. Advanced technical fields such as the 

aerospace industry and the optical and electronic industries need high quality crystals with low 

levels of defects and high levels of solute uniformity. Previous studies have indicated that the 

combined effects from imposed thermal gradients and gravity result in improper convective flow 

patterns in the melt. This has been identified as a major cause of structural defects and non-

homogeneity in crystals [1]. During solidification, the microscopic flow and heat and / or mass 

transfer within the growing dendritic structures near the solidified front are strongly affected by 
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 the macroscale bulk motion in the liquid pool. This gives rise to unsteady temperature and 

concentration distributions in the molten zone, which in turn causes striation and non-

homogeneity in the solid and finally results in crystals unsuitable for high quality requirements 

[2]. It is important to note that solidification processes play a vital role in the metallurgy of the 

solidified metal, and they often dictate the physical and mechanical properties of the resulting 

solid materials. Major procedures that use this process are obtaining ingots of ferrous and 

nonferrous metals, growing of semiconductor crystals, synthesizing optical crystals, obtaining 

ultra-pure materials, etc. Even though extensive research has been performed on solidification 

process, many attributes of the physics of solidification still remain unclear, such as various 

types of micro- and macrostructures in solids. For this reason, the current thesis considers a 

model complicated by the Soret effect and temperature dependent diffusion. 

The Ludwig-Soret effect, also known as thermodiffusion, thermal diffusion, 

thermomigration, or the Soret effect (more generally, the name thermal diffusion is used to 

describe this effect in a gas mixture, whereas the Soret effect or the Ludwig effect is used in 

liquids), is a classic example of coupled heat and mass transport in which the motion of the 

particles in a fluid mixture is driven by a heat flux coming from a thermal gradient. Most often, 

the heaviest particles move from hot to cold, but the reverse is also seen under some conditions. 

In the past 150 years, the Soret effect has been studied in some particularly active time periods 

motivated by economic interests, e.g., the separation of isotopes in the 30s and petroleum 

engineering in the 90s, to name a few [3]. Many researchers have developed different techniques 

to measure this effect and theories to explain it. However, because of the complexity of this 

coupled phenomenon, only recently, there has been an agreement on the values of the thermal 

diffusion coefficients measured by different techniques. Theoretically, there exists a rigorous 
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 approach based on the kinetic gas theory, which explains the thermal diffusion effect for binary 

and multi-component ideal gas mixtures. For liquids, the theories developed are not precise 

enough to fully model the phenomenon, and there is still a lack of understanding of the basis of 

the effect for liquid mixtures. The situation becomes even more complex when considering 

solidification in these systems. 

 

1.2 Research Objective 

The present research addressed three objectives, which are met through the research 

described in chapters 3, 4, and 5, respectively: The first objective was to determine more 

accurate thermodiffusion factors; the second objective was to study the effects of external natural 

convection and surface radiation in the presence of thermodiffusion on the temperature, velocity, 

and concentration distributions; and the third objective was to the simulate the effect of 

thermodiffusion on solidification of binary molten metals using the finite element technique. 

In chapter 3, an expression was derived to estimate a thermodiffusion factor for binary 

molten metal alloys based on a linear non-equilibrium thermodynamics formulation. The 

expression contains two terms: The first term explains the interaction due to a temperature 

gradient between the two species, and the second term describes an electronic contribution, 

which is equivalent to the mass diffusion caused by an internal electric field induced as a result 

of the thermal gradient. In chapter 4, the external natural convection and surface radiation to the 

ambient in rectangular quartz cavity filled with binary molten metal alloys were modeled to 

include the effect of the thermodiffusion. The estimated thermodiffusion factors for molten metal 

alloys were applied to simulate the external natural convection and surface radiation in a 2D 

rectangular quartz cavity filled with a tin-bismuth (Sn-Bi) alloy. The solidification of Sn-35 
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 wt.% Bi alloy in a cavity was studied by solving the heat transfer, fluid flow, and species 

equations, and by using the finite element method (FE) in the presence of thermodiffusion. Also, 

this simulation was further extended in chapter 5 to study the solidification processes for five 

more binary molten metals whose thermodiffusion factors were determined as part of this work. 

These binary systems were tin-cadmium (Sn-Cd), tin-zinc (Sn-Zn), tin-lead (Sn-Pb), tin-gallium 

(Sn-Ga) and bismuth-lead (Bi-Pb). To the best of our knowledge, there is no other work that 

considers thermodiffusion in the convective flow of molten metal alloys. 

 

1.3 Motivation of this Research 
 

The effect of thermodiffusion during the solidification of binary molten metal mixtures 

has not been recently studied. However, the thermodiffusion effect exists during this process and 

influences the microstructure of the end product. Furthermore, it is important to consider the 

external natural convection and surface radiation in order to determine their influence on the 

solidification process.  Therefore, the current work is to identify and address the limitations of 

the existing models and propose an accurate model for the estimation of thermodiffusion factors 

in systems consisting of binary molten metals. Ultimately, the goal of this research is the study of 

convection and radiation in a vertical solidification process of binary molten metals in the 

presence of thermodiffusion.  

1.3.1 Industrial Interest of the Soret Effect 
 

In order to optimize production costs when extracting from a fluid field, it is important to 

know precisely the distribution of the different species in the field. This distribution is usually 

generated over a long formation period with the separation mainly influenced by gravity and the 
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 distribution of pressure in the reservoir. Various methods have been implemented in order to 

obtain reliable thermodynamic models of the constituents in a reservoir. Since it is not possible 

to ignore the important vertical extension of a given field, it is highly probable that this 

distribution is influenced by both thermal diffusion and convection.  

The temperature gradient causes the migration of species through the Soret effect. This is the 

creation of a concentration gradient of the chemical composition by the presence of a thermal 

gradient, i.e., the existence of a thermal gradient is causing migration of species. This effect, 

discovered by C. Ludwig in 1856 [4] and better described by C. Soret in 1880 [5], is a particular 

phenomenon since it is associated with several thermodynamic phenomena. It is a flux-force 

coupling phenomenon, that is, a flux created by a force of different nature, in this case, a 

concentration gradient induced by the presence of a thermal gradient. Table 1.1 summarizes the 

flux-force coupling effects for heat and mass transfer. 

 
Table 1 - 1: Flux-force coupling between heat and mass [5]. 

Flux/Force ∇𝑇 ∇𝐶 
Heat Fourier’s Law of Conduction Dufour effect 
Mass Soret effect Fick’s law of diffusion 

  

 

The study of the relations between fluxes and forces of this type is called 

thermodynamics of linear irreversible processes [6]. The main characteristic quantity for thermal 

diffusion is a coefficient called the Soret coefficient (ST). Many studies have been performed to 

determine this quantity using different approaches: Experimental approaches, for example, Soret 

coefficients in crude oil in microgravity [7, 8] and using a thermo-gravitational column; or 

theoretical approaches, such as using molecular dynamics simulations [9, 10] or multicomponent 

numerical models [11]. Generally, the theoretical values differ from the values found 
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 experimentally. The differences are mainly due to the fact that the measurements are technically 

simpler in a medium without the mushy zone. Failure in the thermo-gravitational model based on 

free fluid equations is a good example of the need to determine a new model for describing the 

phenomena of molecular diffusion and thermal diffusion during the process of solidification. 

1.3.2 Industrial Applications of Solidification 
 

Solidification is an extremely important manufacturing process whose applications include 

casting, welding, laser processing, and crystal growth. Solidification is controlled by various 

phenomena that closely interact with each other, such as transport of energy and solute, 

convection, nucleation, growth, etc. The properties of solidified materials, such as segregation, 

porosity, structure, and strength are controlled by one or more of these factors [12]. In most 

cases, the transformation of liquid to solid occurs in the presence of natural convection. The 

common causes of natural convection are thermal buoyancy, solutal buoyancy, shrinkage, etc. 

The flow can also be activated by means of external forces. It is understood that during the 

solidification process, the flow in the mushy region significantly influences the properties of the 

solid products. Some of these special effects are listed below:  

• Morphology of solid-liquid interface: Flow significantly affects the transition from planar 

to cellular and cellular to dendritic interface. 

• Microstructure: Flow affects the microstructure by changing the cooling rate and solute 

concentration. 

• Macrostructure: Flow also can significantly affect the morphology and morphological 

transition (columnar-to-equiaxed transition, for example). 

• Segregation: Macrosegregation is determined by convection in the mushy zone and 

superheated regions. It is affected by flow. 
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 • Microsegregation: It is caused primarily by diffusion. However, it is affected by the 

morphology and the solute concentration. 

• Freckles: This defect is related to the plumes of solute-rich liquid originating from 

channels in the mushy region. 

The study of thermodiffusion in molten metal (also known as thermo-transport and thermo-

migration) was driven by its potential applications in the isotopic enrichment of materials [12], 

design of nuclear reactors that experience high temperatures [13], and other nuclear-related 

activities [14,15]. 

 

1.4 Dissertation Organization 

The background and main objective of this research was introduced in this chapter. The 

remainder of this research work is organized as follows: 

• Chapter 2 presents a comprehensive literature review of the thermal diffusion effect, 

natural convection, and surface radiation as well as of the solidification process in binary 

systems of molten metal.  

• Chapter 3 presents the derivation of the proposed thermodiffusion factors along with 

other widely used theoretical models.  

• Chapter 4 explains the effects of external natural convection and surface radiation on a 

binary molten metal system in a quartz cavity, taking into account thermodiffusion.  

• Chapter 5 presents the simulation of the solidification process of binary molten metal 

alloys using finite element software.  

• Chapter 6 outlines the summary, conclusions, and future work of this research. 
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 CHAPTER TWO 

 

Literature Review 

2.1 Introduction 

For the past three decades, scientists in fields related to convection have focused their 

attention on the natural convection inside cavities. This is due to the importance of single crystal 

growth in various applications such as semi-conductor industries, solar collectors, and heating 

and cooling of buildings [16]. Natural convection, surface radiation, and solidification in 

rectangular cavities have been studied numerically and experimentally for several decades, but 

studies have not included thermodiffusion.  In other words, various simulations have been 

carried out to solve different cases of convection without the inclusion of the Soret effect and 

temperature dependent diffusion. However, this is a simplified view of the problem, since 

temperature gradients imposed on a binary mixture causes separation of the species from one 

another in a phenomenon called thermodiffusion. Thermodiffusion, or the Soret effect, is one of 

the simultaneous heat and mass transfer phenomena that occurs in a solid, liquid, or gas mixture, 

as a result of an external temperature gradient imposed across the mixture. Thermodiffusion may 

be present and utilized in several non-isothermal phenomena and processes.  

This literature review will only consider the work closely related to the present research 

of laminar natural convection, surface radiation, and solidification due to differentially heated 

end walls. The second section in this chapter will describe the pertinent literature and the 

methods through which the thermodiffusion factor for binary component mixtures has been 

derived. The third section will review natural convection and surface radiation, and the fourth 

section will discuss the studies on solidification in the presence of a constant temperature 
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 gradient. 

 

2.2 Theoretical Model for Thermodiffusion Factor 

A few researchers have considered the problem of thermodiffusion in molten metal alloys 

from a theoretical perspective and consequently have presented various models to describe it. A 

great deal of debate exists surrounding this topic due to inaccuracies in measurements and 

discrepancies in the theories. It is, however, agreed that the reason for mass diffusion in general 

is the spatial concentration of species (also known as chemical potential difference) within the 

mixture. In a homogeneous solution, temperature or pressure gradients contribute to the mass 

diffusion in the process of thermodiffusion. Generally, the thermodiffusion factor α, the Soret 

coefficient ST, and the thermodiffusion coefficient DT are associated with each other and with the 

molar flux of component 1 (J1) through the modified Fick’s law [17]: 

 

𝐽1 = −𝑐𝐷 �𝛻𝜕1 + 𝛼𝑥1𝑥2
𝑇

𝛻𝑇� = −𝑐𝐷[𝛻𝜕1 + 𝑆𝑇𝜕1𝜕2∆𝑇] = −𝑐[𝐷𝛻𝜕1 + 𝐷𝑇𝜕1𝜕2𝛻𝑇]     (2.1) 

 

where c is the mixture molar density, D is molecular diffusion coefficient, x1
 and x2 are the mole 

fractions of components 1 and 2, respectively, is the spatial gradient of component 1, and 

is the spatial temperature gradient. Eq. 2.1 is generally used in one dimension, as most 

experiments are designed such that the heat and mass transfer occur in one direction only. 

Thermodiffusion is present in situations such as liquid molten metal mixtures [17, 18], separation 

of polymer blends [19], particle and macromolecule manipulation [20], and underground 

hydrocarbon reservoirs in a porous medium [21], to name a few.  

1x∇ T∇
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 In linear non-equilibrium thermodynamics (LNET), heat and mass (molar) fluxes are 

associated linearly with thermodynamic forces, such as temperature and concentration gradients 

[22]. In the presence of a temperature gradient within a mixture, after introducing the net heat of 

transport and assuming that the pressure gradient is zero both locally and globally, the molar 

diffusion flux of the ith component may be written as follows [23, 24]: 

 

𝐽𝑖 = ∑ 𝐿𝑖𝑘 �𝑄𝑘
∗ 𝛻𝑇

𝑇
+ ∑ 𝜕𝜇𝑘

𝜕𝑥𝑗
𝛻𝜕𝑗

𝑛−1
𝑗=1 �𝑛

𝑘=1                                 (2.2) 

 

where Ji is the molar flux of component i, T is the mixture temperature,  is the spatial 

gradient of component j, Lik are the phenomenological coefficients, μ is the chemical potential, 

 is the net heat of transport of component k, which is the heat flow per mole of the diffusing 

component k needed to move to the local region by mass diffusion to keep the temperature 

steady. In a steady or stationary state, when a non-uniform concentration profile is formed during 

solidification, the mass fluxes disappear while a temperature gradient and heat flow exist. 

Bearing in mind that for thermodiffusion, for a coupled heat and mass transfer phenomenon to be 

present the phenomenological coefficients Lik are non-zero, and one may show that the 

summation of all terms in the square brackets in Eq. 2.2 is zero [25]. This operation produces 

two equations relating  and . Those equations, combined with Eq. 2.1 and the Gibbs-

Duhem relationship (∑ 𝜕𝑖𝑑𝜇𝑖 = 0)  at constant pressure and temperature, results in the 

thermodiffusion factor of the first component in terms of the net heat of transport [25]: 

𝛼 = 𝑄1
∗−𝑄2

∗

𝑥1(𝜕𝜇1
𝜕𝑥1

)
                                  (2.3) 

jx∇

*
kQ

T∇ jx∇
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 Eq. 2.3 is a general expression for the thermodiffusion factor. The thermodiffusion factor can be 

calculated through the use of two main theoretical models: the phenomenological approach (or 

thermostatic approach) and the kinetic approach. Both methods have been used as the basis of 

modeling the thermodiffusion factor in binary compositions, and both methods depend on the 

postulates of the phenomenological theory of non-equilibrium thermodynamics. The concept of 

non-equilibrium thermodynamics is extended from equilibrium thermodynamics by the 

introduction of the following four assumptions (Curie’s postulates) [26]: 

1. The equilibrium thermodynamics relations may also apply to systems that are not in 

equilibrium if the gradients are not too large (quasi-equilibrium postulate). 

2. All fluxes in the system may be considered as having linear relations involving all the 

forces (linear postulate). 

3. No combination of fluxes and forces occurs if the difference in order of the flux and force 

is an odd number (Curie’s postulate). 

4. When the magnetic field is not considered, the matrix of the coefficients in the flux-force 

relations is symmetric (Onsager’s reciprocal relations). 

Two common models that use the thermostatic approach are the Haase model and the Kempers 

model. The Haase model is based on phenomenological theory, and the net heat of transport is 

introduced with the partial molar enthalpy. Therefore, the net heat of transport for a binary 

mixture is given by [27]: 

 

𝑄2
∗ − 𝑄1

∗ = 𝑀1𝑀2
𝑀1𝑥1+𝑀2𝑥2

�𝐻�2
𝑀2

− 𝐻�1
𝑀1

�                      (2.4) 

where 𝐻�𝑖  is the partial molar enthalpy of component i and 𝑀𝑖  is the molecular weight of 

component i. By substituting Eq. 2.4 into Eq. 2.3, the thermodiffusion factor is expressed as [27] 
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𝛼𝑇
𝐻 = 𝑀1𝐻�2−𝑀2𝐻�1

(𝑀1𝑥1+𝑀2𝑥2)𝑥1(𝜕𝜇1
𝜕𝑥1

)
                                                                                               (2.5) 

 

The thermodiffusion factor for an ideal fluid at standard state is then given as [27] 

 

 𝛼𝑇
° = 𝑀1𝐻�2

° −𝑀2𝐻�1
°

𝑅𝑇(𝑀1𝑥1+𝑀2𝑥2)
                                                                     (2.6) 

 

For an ideal fluid, the relation 𝜕𝑖 �𝜕𝜇𝑖
𝜕𝑥𝑖

� = 𝑅𝑇 pertains, where R is the gas constant.  

 Winter and Drickamer [28] applied an alternate form of Eq. 2.3 following a treatment in a 

volume frame of reference. They noted that if the net heat of transport, which is the energy 

required to be absorbed by the local area to activate a molecule of type i and help that molecule 

to jump to the next available site, is approximated by half of the volume density of the activation 

energy of viscous flow, a good match is obtained between the model predictions and their 

experimental data. Below is their semi-empirical expression for the thermodiffusion factor [28]: 

 

𝛼 = 𝑀2𝑉1���+𝑀1𝑉2���

2𝑀�𝑥1(𝜕𝜇1
𝜕𝑥1

)
�𝐸1

𝑣𝑖𝑠

𝑉1��� − 𝐸2
𝑣𝑖𝑠

𝑉2��� �                                                    (2.7) 

 

In Eq. 2.7, Mi, 𝑉𝚤� and 𝐸𝑖
𝑣𝑖𝑠are the molecular weight, the partial molar volume and the activation 

energy of viscous flow of component i, respectively, and 𝑀� = 𝑀1𝜕1 + 𝑀2𝜕2. 
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 In a series of studies on different liquid compositions, Eslamian and Saghir [17] 

followed an approach similar to that of Winter and coworkers [28]. They assumed that the 

activation energy of a viscous flow was equal to the net heat of transport. While this assumption 

is true in the case of a pure liquid system, but the activation energy might be different in the case 

of viscous flow of a component considered in a mixture. Note that their model is systematically 

valid for a number of liquid mixtures with only slight modifications. For liquid systems 

composed of non-associating molecules, this equation is written as follows [17]:  

 

𝛼 = 𝐸1
𝑣𝑖𝑠−𝐸2

𝑣𝑖𝑠

𝑥1(𝜕𝜇1
𝜕𝑥1

)
                                                      (2.8) 

 

The method that the authors used to find the activation energy of viscous flow is 

explained in detail in [29]. The logarithmic plot of the temperature-dependent viscosity 

multiplied by liquid molar volume (kinematic viscosity) against 1/RT (J-1mole) is a line whose 

angle is the activation energy of viscous flow of that liquid (J/mole). According to [17], this is 

the energy per mole needed to put the liquid in motion. Eq. 2.8 has shown reasonable 

performance while tested against the experimental data of binary linear hydrocarbon mixtures. 

This modeling approach, with proper modifications, has been applied on associating components 

as well, such as alcohol-water systems. Indeed, it is the first stand-alone model that has been able 

to predict a sign change in the thermodiffusion factor in associating components with varying 

mixture compositions [17]. 

The study of thermodiffusion in molten metal alloys and the theories describing it were 

initially under the influence of those thermodiffusion models that were derived for the 
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 temperature-driven migration of impurities in solid metal alloys. In solid metal alloys, the 

thermodiffusion analysis is based on a drift velocity for each component [31]. The drift velocity 

is a function of the heat of transport and the molar enthalpy change in the lattice that forms a 

void in the surrounding solvent atoms. However, this description is comparable to the non-

equilibrium-based thermodynamic models, which describe a heat of transport and activation 

energies. The thermodiffusion models for solids were then revised and expanded to include 

molten metal alloys by other researchers such as Lodding [32]. Lodding developed the following 

approximate expression for the separation or enrichment factor, Q, which was outlined as the 

ratio of concentration (c) of components 1 and 2 on the hot side to that on the cold side. Note that 

Q is derived from the net heat of transport expressed in non-equilibrium thermodynamics [32]: 

 

𝑄 = �
(𝑐1

𝑐2
)𝐻

(𝑐1
𝑐2

)𝑐
� = 𝐸𝐷 � 1

𝑇𝑐
− 1

𝑇𝐻
� �𝜙1−𝜙2𝛼′

𝑐2+𝑐1𝛼′ � + 1
 

                                     (2.9)  

 

In Eq. 2.9, ED is the activation energy stated as the derivative of the natural logarithm of 

the diffusion coefficient scaled by 1/RT, is the mobility ratio, where D1 and D2 are 

the molecular diffusion coefficients and c1 and c2 are the average concentration of components 1 

and 2 in the composition, respectively, and TC and TH are the temperatures at the cold side and 

the hot side, respectively. The parameter  is associated with the particle diameter and 

transposition. It is hard to estimate the performance of Eq. 2.9, as it comprises many 

undetermined factors.  

 Later, Galina and Omini [33] reconsidered Lodding’s theory and expanded it to include 

expressions that could be used to estimate the thermodiffusion factor in metal isotopic 

12 DD=′α

φ
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 components and mixtures of different metal alloys. Unlike non-associating non-ionic liquids, 

such as linear hydrocarbons, liquid molten metals consist of large ions and movable, conduction 

electrons. They proposed that in Liquid metals, there are two forces that are exerted on the 

particles: a thermal force FTH due to a temperature gradient (which is also present in non-

associating liquid compositions such as hydrocarbons) and an electronic force due to an induced 

electric field FE. The former is sometimes called the extrinsic force (impact between ions) and 

the latter is called the intrinsic force (electronic contact and scattering between conduction 

electrons and ions). In a case that conduction electrons do not exist in a liquid molten metal 

alloy, the ions of various components would act as insulating components composed of hard 

spheres. In the case of a molten metal alloy, when the composition experiences a temperature 

gradient, an internal electric field is induced. This is partly due to the movement of the 

conduction electrons and partly due to ions in the thermal field. In the Galina-Omini approach, 

both thermal and electronic forces were studied. They claimed that at temperatures close to the 

melting point of the composition, the electronic force is one order of magnitude smaller than the 

thermal force. However, as the composition temperature increases, the electronic force becomes 

larger and more important. This effect will be explored later in this thesis in chapter 3. For an 

isotopic mixture, Galina-Omini simplified the equations and suggested a model for the 

estimation of the separation factor Q. Their proposed model was verified by comparing the 

results with the experimentally measured data of thermodiffusion in isotopic mixtures of Li, K, 

Ga, and In. The accuracy of their model was notable, even though it is not clear how consistent 

their ground-based experimental data were. For binary molten metals, their equations are more 

complex, since numerous geometric and lattice factors were included. For a dilute solution, in 
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 which the concentration of one component was small, their equations were simplified and 

decoupled from the enhancement factor [33]: 

 

𝑄 = 𝐿𝑤2
𝐷2

�1 − 𝛾21
𝛾11

𝐷2
𝐷1

𝑤1
𝑤2

� − 𝛿2∆𝑇 �1 − 𝜆21
𝛾11

𝛿1
𝛿2

� +
𝛾21
𝛾11

−1

1+𝑛𝛾11
�𝐿𝑤1

𝐷1
− 𝛿1∆𝑇� + 1                     (2.10) 

 

In Eq. 2.10, L is the length of the thermodiffusion cell along which a temperature 

difference ∆T is used, Di is the molecular coefficient of component i, wi is the drift or mobility 

velocity of component i, γij and δi are two parameters correlated to the particle average free path 

and the probability per unit time that a particle obtains enough energy to jump to the next 

available location, respectively. δi has been defined in terms of measurable parameters, but it is 

not straightforward to do so for γij.  For isotopes, however, there is no need to calculate γij, as γ11 

= γ21. Using the Lamb formula (similar to the Stokes formula in fluid dynamics) and considering 

ions as spheres flowing in a stream, the drift velocity wi was predicted as a function of viscosity 

η and the ion radius ri as below [33]: 

 

𝑤𝑖 = 1
4𝜋𝜂𝑟𝑖

𝐹𝑇                        (2.11) 

 

where FT is the total of all forces acting on a particle or ion in a composition. Galina and Omini 

argued that the temperature-induced force applied to a particle in a liquid mixture is almost 

equivalent to the force applied to a particle in a solid lattice, assuming that the particle performs 

as an Einstein harmonic oscillator. This thermal force is given as 𝐹𝑇𝐻 = −𝐾∇𝑇 , and in the 

absence of all other forces it causes a particle to transfer normally from the hot side of a 
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 temperature gradient to the cold side. In molten metal alloys, owing to the existence of the 

conduction electrons, an extra electronic force is applied on the ions. Galina and Omini extracted 

the following equation for this force [33]: 

 

𝐹𝐸 = �𝑧 �𝜋2𝑘𝐵
2 𝑇

2𝐸𝑓
− 𝑒𝑆� �1

𝜎
𝜕𝜎
𝜕𝑐

� + 𝑒𝑧 𝜕𝑆
𝜕𝑐

� 𝛻𝑇 − 𝑒∆𝑧𝑆∆𝑇      (2.12) 

 

In Eq. 2.12, e is the electron charge and is negative, Ef is the Fermi energy, S is the metal 

thermoelectric power, σ is the conductivity, z is the valance of the solvent and solute ions, ∆z is 

the difference of solute valence with regards to the solvent valence, and c is the solute 

concentration. In order to complete the Galina-Omini model, FT in Eq. 2.11 is defined as 

𝐹𝑇 = 𝐹𝑇𝐻 + 𝐹𝐸 . Compared to the Lodding formula, the Galina-Omini model is more complete 

and sophisticated as theoretically it can be appropriately applied to systems with two different 

metal components as well. On the other hand, the assumption that the thermal forces act as 

𝐹𝑇𝐻 = −𝑘∇𝑇  in this approach is not without controversy, and Eq. 2.12 includes many 

parameters that may not be easily available for binary molten metals [33]. 

 Bhat and Swalin [34] expressed thermodiffusion in a molten metal alloy by applying non-

equilibrium thermodynamics in a volume frame of reference. In their equations, alongside the 

typical equations such as the equation developed by Dougherty and co-workers [23], they 

suggested that in the steady state once the material fluxes vanish, in the continuous volume 

system both of the following equations instantaneously hold true: 𝐽𝑘
′ = 0  and ∑ 𝑉�𝑘𝐽𝑘

′ = 0, where 

𝐽𝑘
′  is the molar flux and 𝑉�𝑘 is the partial molar volume of component k. Conversely, only one of 

the aforementioned expressions may hold at a time, subject to the frame of reference that is 

chosen [32]. As the modified Fick’s law (Eq. 2.1) plays no role in the derivation of their 
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 equation, their expression takes the following form, which connects the net heat of transport of 

the two components to other properties of the composition, ignoring the thermodiffusion factor 

or coefficient [23]:  

 

� 1
𝑉�1𝑥1

+ 1
𝑉�2𝑥2

� 𝑑𝜇2 = − 1
𝑇

�𝑄2
∗

𝑉�2
− 𝑄1

∗

𝑉�1
� 𝑑𝑇                                       (2.13) 

 

Subsequently, Bhat and Swalin defined the net heat of the transport of a binary system as: 

𝑄∗ = 𝑄2
∗ − 𝑄1

∗(𝑉�2
𝑉�1

). Assuming an ideal dilute solution (in an ideal solution, chemical potential 

may be presented in terms of the mole fraction), Eq. 2.13 takes the following form for the net 

heat of transport in a binary system [34]: 

 

𝑄∗ = 𝑅 𝑑 𝑙𝑛 𝑥2

𝑑(1
𝑇)

                                                                                                                     (2.14) 

 

Other researchers, such as Thernquist [35] and Tyrell [36], have suggested equations 

similar to P. Praizey et al. [37], who followed a similar method to Bhat and Swalin [34], but in 

order to describe the Soret coefficient they presumed J1 + J2 = 0 (a mass or molar frame of 

reference) and also J1 = J2 = 0.  

Regardless of the validity of Eq. 2.14, when the natural logarithm of the relative 

concentration of solute is plotted against 1/RT, an almost linear curve is obtained through a 

temperature range. The slope of that line has been studied as the net heat of transport [25]. 

Various researchers have successfully used Eq. 2.14 to predict the net heat of transport using the 

experimental data of similar systems [38]. 
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 The approach used for thermodiffusion in other liquid compositions is completely 

different than the method discussed above. This difference has created a debate and has led to 

confusion in the best way to model thermodiffusion in molten metal alloys. However, the net 

heat of transport defined by Eq. 2.14 may still be used as a measure of thermodiffusion in these 

systems. Other equations have also been applied to estimate the net heat of transport in additional 

systems, such as by A. D. Payton et al. [39]. Note that in the non-equilibrium thermodynamic–

based models, the net heat of transport is a property of the mixture and is a function of the 

phenomenological coefficients that have to be physically derived or calculated before the 

thermodiffusion factors can be estimated. Therefore, for consistency, it has been accepted the 

classic explanation of the net heat of transport applied in non-equilibrium thermodynamics. 

Inspired by Eq. 2.14, which allows for the prediction of the net heat of transport 

experimentally, and in an effort to improve the model to calculate the heat of transport, both Bhat 

and Swalin [34] and Thernquist [35] presented the net heat of transport derived in Eq. 2.14 as the 

sum of the electronic and ionic influences. To explain the electronic contribution, they applied 

Gerl’s formula [40], while for the thermal contribution for dilute isotope gas mixtures Jones’ 

formula [41] was used, and for dilute binary mixtures the model developed by Chapman and 

Cowling [42] was used. The formulas suggested by Jones [41] or Chapman and Cowling [42] 

were presented for non-uniform gases with application of kinetic theory and as such was not 

applicable to molten metal alloys. 

 In Gerl’s [40] expanded theory for dilute mixtures, he considers solute particles as point 

charges that are affected by moving electrons. The force exerted by the conduction electrons on a 

solute ion is given as follows [36]: 
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𝐹𝐸 = 𝐾𝑒

√2
�𝑚∗

𝑚
�

1
2 𝐸𝐹

−1
2𝐴𝑍(𝐸𝐹) × �1 + 2 �𝑑𝐴/𝐴

𝑑𝐸/𝐸
�

𝐸𝐹
� 𝛻𝑇

 
                 (2.15) 

 

where m and m* are the rest and effective masses of an electron, EF is the Fermi energy, Ke is 

obtained by using the Shimoji’s  equation [43], and AZ is the effective cross-section of electron-

ion scattering. While this equation is beneficial, calculation of AZ and the term in the square 

bracket is challenging. Estimating 𝑚∗

𝑚
 is also a complex issue, but this ratio normally varies 

between 1 and 1.5, according to V.K. Ratti and E. Evans et al. [44]. Bhat and Swalin [34] 

presented the above-mentioned parameters for gold (in a dilute mixture of silver in gold): AZ is a 

function of the derivative of the electrical resistivity of the alloy and dependent on composition. 

For many molten metal alloys, this derivative is not constant across the composition range, and 

its sign may even change. This variation in Az suggests that as concentration changes, the 

magnitude and direction of the electronic forces may change as well, as predicted in Eq. 2.15. 

 Later, Praizey and co-workers [37] used the Bhat and Swalin [34] and Thernquist [35] 

expression with the addition of the Soret coefficient in order to find a link between the Soret 

coefficient and the heat of transport Q* given by Eq. 2.14. The Soret coefficient presented by 

Praizey ( ) based on the solute concentration is related to the mass flux as follows (in fact this 

definition is valid for dilute solutions (𝜕1 = 1 − 𝜕2 ≅ 1) [37]: 

 

𝑗2 = −𝑐𝐷[𝛻𝜕2 + 𝑆𝑇
′ 𝜕2𝛻𝑇]                   (2.16) 

 

TS ′
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 At steady state, the mass fluxes disappear and 𝑆𝑇
′  (of the second component or solute) is 

calculated by using the following equation: 𝑆𝑇
′ = −𝑑 ln 𝜕2/𝑑𝑇. Praizey correlated Q* in Eq. 2.14 

with 𝑆𝑇
′  through the following expression Q* = S’T R T2. 

Praizey applied the Bhat and Swalin expression to compare experimental data with 

thermodiffusion theory as Q* in Eq. 2.14 and  can be obtained readily from experiment. Later 

Praizey and co-workers [45] adopted a different approach to estimate thermodiffusion factors 

rather than using the controversial equation of Bhat and Swalin [34] for the net heat of transport. 

In summary, the above literature review shows a lack of consensus over the modeling of 

thermodiffusion in liquid molten metal alloys and a debate over the proper presentation and 

prediction of experimental data.  

 

2.3 Natural Convection and Surface Radiation 
 

To study the external natural convection in two-dimensional enclosures, a temperature 

gradient is applied across two opposing walls, either vertically or horizontally. One of the most 

readily used configurations is one in which the bottom surface is the heat source, to induce 

Rayleigh-Benard convection. In this configuration, flow is generated owing to the boundary 

conditions at the bottom wall and the applied temperature gradient. The fluid flow and heat 

transfer in the cavity becomes more complex as a binary system is considered and/or surface 

radiation is considered as well. The presence of surface radiation on the vertical outside walls 

indicates that the boundaries are no longer insulated. There are numerous studies on natural 

convection in cavities. Here, the pertinent natural convection studies on binary systems that 

include radiation are reviewed.  

TS ′
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 The relationship of natural convection with thermal radiation from gray surfaces in a 

square cavity and heated air enclosure was studied numerically by Balaji and Venkateshan [46, 

47] and by Akiyama and Chong [48]. They conducted experimental and numerical studies in a 

square cavity with variable heat source and isothermal vertical walls. They considered high as 

well as low values of emissivity for the inner surfaces of the cavity. They successfully calculated 

the adiabatic horizontal boundary conditions with air as the working fluid. A purely experimental 

study utilizing differential interferometry was conducted by Ramesh and Venkateshan [49]. They 

studied heat transfer by natural convection and surface radiation in a differentially heated square 

cavity filled with air with highly emissive walls.    

Ridouane et al. [50] numerically studied the combination of natural convection and 

surface radiation in a square cavity with heating from the bottom wall. They explained that the 

surface radiation significantly decreases the critical Rayleigh numbers, which describe the 

transition from steady-state convection to an oscillatory convection. They also concluded that, 

depending on Ra, a transition from a steady state to a chaotic state is achievable by increasing the 

value of the emissivity. Recently, Gururaja Rao et al. [51] studied the problem of multimode heat 

transfer with three identical heat sources on a square-shaped electronic device. They looked at 

how the governing parameters would affect the local temperature distribution and the maximum 

temperature of the device. They also looked at the contribution of natural convection and surface 

radiation to heat dissipation from the device. Bahlaoui et al. [52] numerically studied the 

combined effects of natural convection and radiation in a tall rectangular cavity. They concluded 

that there exists multiple steady-state solutions in an inclined cavity and that the presence of 

radiation affects the number of solutions. They then explained that increasing the emissivity 

causes a reduction of the number of solutions for low values of the Rayleigh number. 
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 Alternatively, increase of the latter will increase the number of solutions for all the values of 

emissivity considered. Han and Baek [53] showed numerically the combining radiation and 

natural convection in a rectangular enclosure with two incomplete divider under a large 

temperature difference. They presented that the radiation significantly alters the fluid dynamic 

and temperature distribution compared with cases without surface and gas radiation, and the 

effect of the latter was detected to be more significant than that of the prior. Balaji and 

Venkateshan [46, 47], Hinojosa et al. [54], and Dehghan and Behnia [55] studied the 

combination of convection and surface radiation in partially opened cavities either uniformly or 

separately heated. They found that the radiation affects the dynamic and thermal structure of the 

fluid, decreases the natural convective heat transfer component, and causes an increase in the 

total amount of heat exchanged.  

In the above studies, it was assumed that the thermal boundary conditions were either 

steady isothermal or constant heat flux wall conditions. However, in many engineering 

applications this is not the case, and the energy inputs of the system vary with time, which causes 

unsteady natural-convection flow. Solar collectors and printed circuit boards are good examples 

of such systems that experience variable thermal boundary conditions. Furthermore, it is almost 

impossible to predict the thermal and dynamic behaviours of fluid under a time-dependent 

condition from results that are collected under constant temperature or heat flux conditions. 

 Lage and Bejan [56] numerically and theoretically explored the problem of natural 

convection in an enclosure with a pulsating heat flux. Their results showed that the buoyancy-

induced flow resonates with a specific frequency of the pulsating heat input. The resonance was 

described by the maximum fluctuations obtained in the evaluation of heat transfer resulting from 

the time-dependent temperature. Lakhal et al. [57] numerically obtained results for a square 
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 cavity heated from below with cyclic variable applied temperatures. They demonstrated that the 

flow structure and heat transfer are strongly coupled to the amplitude and the period of the 

varying temperature. Lakhal et al. [58] later expanded their work and studied the transient 

natural convection in a square cavity. The cavity was cooled from above and partially heated 

from the side with temperature changing sinusoidal as a function of time. The oscillation 

frequency of the temperature that resulted in the resonance phenomenon was obtained for both 

types of applied excitations. The resonance frequency was found to be dependent on the heating 

amplitude. They showed that the pulsating temperature would result in an enhanced heat transfer 

as compared to that of the sinusoidally varying temperature.  

Antohe and Lage [59] studied the transport of momentum and heat of a clear fluid and of 

a fully saturated porous medium. They considered an enclosure that was subjected to varying 

heat with a periodic heat flux. Their result showed that the natural convection within the 

enclosure was such that it produced several local maxima at specific values of the heating 

frequency. They determined that their results were independent of the heating amplitude for both 

the clear fluid and porous medium cases. They introduced a theoretical correlation between the 

resonance frequency and the Rayleigh and Darcy numbers that provided a precise means for 

guiding numerical simulations; one that results in a precise determination of this resonance 

frequency. Later, Antohe and Lage [60] studied the influence of the Prandtl number on the 

natural-convection flow in an enclosure with time-dependent heating applied from the side. The 

analysis of the theoretical model showed that the resonance frequency of a porous medium or 

fluid is directly proportional to Pr
1/2

. This resonance phenomenon is considered damped if the 

Prandtl number is increased or decreased from a value of unity, keeping the Rayleigh and Darcy 

numbers constant.  
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 Kwak and Hyun [61] and Kwak et al. [62] also studied this resonant phenomenon in 

natural convection. They determined that the resonant frequency could be simply computed 

using the Brunt-Vaisala frequency that is produced by the thermal stratification of a system. 

Abourida et al. [63] also explored the case of convective heat transfer for a square cavity filled 

with air that was subjected to various thermal boundary conditions on its horizontal and vertical 

walls. They showed that at high Rayleigh numbers the periodic heating could slightly enhance or 

decrease the heat loss, compared to the application of steady temperatures. They also reported 

that in a cavity with a temperature gradient applied vertically, the buoyancy in the system caused 

flow. This flow led to resonance in the presence of periodic heating, but only when the cold 

temperature is constant. Equally, the resonance phenomenon was not observed when the hot and 

cold temperatures at the opposing walls were simultaneously varied.  

They discussed two-dimensional transient natural convection in a horizontal channel at 

with heating from the bottom wall at regular intervals. In their study, the temperature was 

changed sinusoidally with time, and rectangular adiabatic blocks were distributed on the lower 

wall. Their results showed that there are different routes leading to turbulent flow. These were 

identified by gradually increasing and varying the amplitude of heating as well as the period of 

the heating. In a more recent work, Zhao et al. [64] explored, numerically and theoretically, the 

transient laminar natural convection that is induced by two separate heating elements attached on 

one vertical wall of a square cavity. One heater was used to provide the variable time-dependent 

temperature to the system, and the second element provided a means for maintaining a constant 

heating temperature. The resonance frequencies for the system were determined numerically 

using a theoretical calculation. The interaction between the two heat sources was examined to 

determine the maximum overall heat transfer rate. It was found that when the upper heater 
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 delivers a variable temperature, the local Nusselt number evaluated at the lower section is 

negligible. Conversely, when the actions of the heaters were exchanged, and the time-varying 

temperature control is used with the lower heating element, a time-varying local Nusselt number 

is induced at the location of the upper heater.  

Patterson and Imberger [65], studied a rectangular cavity with an aspect ratio 

(height/length) < 1 with adiabatic top and bottom walls and differentially heated side walls by 

using a finite difference method. They have chosen different combinations of the Rayleigh 

number (Ra), Prandtl number (Pr), and aspect ratios, to simulate different possible flow models. 

The critical Rayleigh number was defined as Rac = max (Pr2, A -12). With regards to Rac, the heat 

transport can be separated into three regimes: conduction, convection, and transition. While Ra < 

1, heat conduction is the main effect that controls the flow in the cavity, and due to the low 

velocity of the fluid the isotherms are straight lines. When Ra > Rac, the flow is dominated by 

heat convection, and thermal boundary layers develop. The isotherm lines in this case are 

affected by the convective loop over the cavity. For 1 < Ra < Rac, the flow is a combination of 

conduction and convection. However, when Ra > Pr4A-4, the regime reaches the steady state in 

an oscillating pattern. 

Kublbeck et al. [66] presented a computational method that describes the laminar free-

convection flow inside the cavity. They solved the energy and momentum equations by applying 

the alternating direction implicit method (ADI) and the cyclic reduction to the Poisson equation. 

In their study, two structures were examined in test runs of natural convection in a two-

dimensional rectangular cavity: The cavity with consistently heated and cooled sidewalls, and 

the cavity with the three walls that were adiabatic with one vertical wall that was heated non-

uniformly. Their method was shown to be effective and accurate. Ivey [67] presented an 
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 experiment to study the transient flow regime that was suggested in Patterson and Imberger 

[65]. In their experiment, the temperature oscillated with large amplitudes for a short period of 

time, and they found that the flow pattern was different compared to the earlier studies. 

Schladow et al. [68] performed a number of two and three dimensional numerical 

simulations of transient flow based on one of the experimental cases predicted by Ivey [67], 

which was a cavity heated via the side walls and possessing a high Ra of 2 × 109, A of 1, and Pr 

of 7.1. Schladow found that during the early steps of transient flow in this cavity, oscillation over 

both the whole cavity and on the boundary oscillations occurred. The oscillation within the 

cavity was produced by the horizontal pressure gradient determined by the temperature gradient, 

and the boundary oscillations by two kinds of instabilities at the thermal boundary layers. 

Along with individual numerical, analytical, or experimental studies on natural 

convection in cavities, several investigators made some comparisons between numerical and 

experimental prediction. Patterson and Armfield [69] and Jeevaraj and Patterson [70] studied 

convection caused by consecutively heating and cooling opposing vertical walls with a water or 

glycerol-water working fluid. They showed that cavity-scale oscillations were caused by the 

interactions between the two opposite vertical boundary layers. Patterson and Imberger [65] 

confirmed for the first time that the classification of the flow regime developed in stages before 

reaching a steady state. 

There are many successful research studied that focus on time-dependent convective flow 

behavior in a bottom-heated cavity. In bottom heating, the flow is very sensitive to the thermal 

boundary conditions, and small agitations at the boundary can extinguish the established pattern 

of the flow. Koster [71] investigated experimentally the local instabilities of a Hele–Shaw cell 

with bottom heating and top cooling. In their case, the slot in the cell was filled with silicone oil 
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 with a Pr number of 37. The material of the four vertical walls of the slot was Plexiglass, which 

possesses low thermal conductivity. They used the holographic interferometry technique in the 

slot to image the oscillatory convective flow patterns and to find the thermal boundary layer 

region where the instabilities were most likely to exist. This work showed that the thermal 

boundary layer was a major cause of oscillatory convection. Koster and Muller [72] showed that 

different boundary layers might be the reason that temperature oscillations with different 

amplitudes and frequencies appear. Hence, the instability criterion has to be applied individually 

based on each boundary layer. 

Kazmierczak and Chinoda [73] numerically studied laminar flow driven by buoyancy in a 

square cavity, with one fixed temperature vertical wall and sinusoidally varying temperature 

applied on the opposite wall. The governing equations were applied by using the control volume 

formulation. The power law scheme was used to calculate the heat and mass fluxes across the 

boundaries of each control volume. They concluded that the transient flows were periodic with 

the temperature oscillation, although the time to achieve that periodic state was highly dependent 

on the amplitude and the period of the surface oscillation. A primary recirculation loop was 

found within the cavity, and a weak secondary cell was seen at the corner of the cavity. The 

sinusoidal wall temperature only took effect across the thermal boundary layer. Even though the 

velocity and temperature distribution have a significant change near the boundaries, the average 

heat transfer along the cavity was not altered owing to the long heating period. 

The numerical work of Abourida et al. [63] considered the transient natural convection of 

an air-filled square cavity. They looked at three cases in their study: In the first case, the 

temperature of the top wall varied sinusoidally with time and the opposite wall was kept at a 

steady temperature. In the second case, temperatures of both horizontal walls were periodic in 
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 phase. The third case was similar to second except that the temperature applied between the two 

walls had a phase difference of π. All other cavity walls were assumed to be adiabatic. They used 

a finite difference procedure in the simulation and the mesh independence was verified. They 

studied the velocity distributions, contours of the temperature distribution, and the rate of heat 

transfer for all three cases. Their results showed that flow is periodic when Ra is less than 106. 

Therefore, the heat transfer can be increased or diminished due to various heating modes, 

periodic temperatures, and the Ra. 

Poujol et al. [74] worked on the transient natural convection, both numerically and 

experimentally, in a square cavity heated by a time-dependent heat flux on one vertical wall and 

constant temperature on the opposing wall. The fluid in this study was silicon oil and 

thermocouples were used to measure temperatures at the boundary and inside the cavity. The 

velocity profiles from the experimental work was visually determined and compared with the 

results from the numerical model. However, the results were not able to determine the magnitude 

of the velocity due to the low quality of the images from experiments. Higgins [75] carried out 

some preliminary studies on oscillating natural convection inside a rectangular cavity. Their 

studies showed that the flow pattern becomes unstable after only a few cycles. However, they 

found out that the comparisons between the experimental data and numerical simulations were 

unsatisfactory and require new techniques for flow visualization and data analyses. 

Mahidjiba et al. [76] discovered the onset of double-diffusive convection in a porous 

rectangular cavity. The thermal and solute boundary conditions were utilized on the top and 

bottom of the cavity once the vertical walls were considered impermeable and insulated. 

Galerkin finite element technique was applied to solve the governing equations. They explained 

that the start of convection depends on many factors, such as normalized porosity, the aspect 
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 ratio of the cavity, solute to thermal buoyancy ratio, Lewis number, and the temperature and 

concentration boundary conditions. The convection in an enclosed cavity can be in steady state, 

transition, or oscillation depending on the Rayleigh number. 

Sundaravadivelu and Kandaswamy [77] outlined double diffusive convection driven by the 

coupling temperature and species gradients in a square cavity, numerically. They solved the 

momentum, the heat, species, and continuity transport governing equations by using the 

alternating direction implicit method (ADI) and successive over relaxation (SOR) methods. The 

velocity streamline, concentration, and temperature distributions as a function of various 

Schmidt numbers (Sc) were expressed. The resulting Nusselt number shows that the heat and 

mass transfer rates are nonlinearly correlated with respect to the temperature gradient in the 

cavity. Jue and Ramaswamy [78] studied a two-dimensional cavity with thermal and solute 

differences in periodically modulated gravity. They conducted transient calculations of the fluid 

flow, heat, and mass transport. They showed two types of flow oscillations, synchronous and 

sub-harmonic reaction, which existed depending upon the frequencies of the g-jitter distortion. 

They also determined that the heat and mass transfer rates were related to the types of 

oscillations. 

 

2.4 Solidification 

Natural convection may be also present in some crystallization processes. This is the 

subject of the work presented in chapter 5.  In the solidification of binary molten alloys, all 

phenomena involved in the heat transfer within a binary alloy without solidification still occur, 

with the addition of solidification as an additional stage of the process at the end. 

The process of solidification plays a vital role in metallurgy and can determine the 
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 physical and mechanical properties of solid alloys. It is an important process in various 

industries such as welding, polymer crystallization, crystal growth, casting, energy conservation, 

metallurgy, and refrigeration. The majority of materials solidify upon a drop in temperature. As 

such they undergo a phase change from a pure liquid region to a liquid-solid two-phase region, 

which is also called the mushy region or mushy zone, to a completely solid phase. Therefore, 

solidification is comprised of three phases: The solid, mushy, and liquid phases. Flow in the 

mushy region plays a significant role in the final solidified microstructure. Specifically, diffusion 

controls the solute distribution in the liquid at a given growth rate, and therefore it determines the 

value of the characteristic super cooling. Numerous experimental and numerical investigations 

have been performed for the solidification of metal materials. Several numerical simulations 

were improved to include heat transfer, fluid flow, and solidification kinetics [79, 80]. 

Nonetheless, the knowledge about the effect of the flow on the development of the mushy region 

is limited. Due to this, the frontier area of solid growth is more complicated to research than the 

other two regions [81]. 

In the case of vertical solidification that forms from the bottom, the temperature is higher at the 

top and the liquid is densest towards the bottom. Very few computer simulations have been 

reported that are based on experimental data of vertical solidification. The reason for this is 

solely due to the lack of experimental data in existence. There is a growing need for the 

numerical simulation of this particular solidification, and for this reason bottom-cooled vertical 

solidification has been the focus of much attention both experimentally and theoretically by 

many researchers. Sazarin and Hellawell [82] studied channel formation in Pb-Sn and other 

molten metal alloys. Tewari and coworkers [83] have studied the influence of growth rate and 

mushy region length on the progress of macrosegregation in Pb-Sn molten metal alloys. They 
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 carried out vertical solidification in a high temperature furnace by raising and lowering the 

furnace at different velocities in a stationary crucible. They showed that convection occurred due 

to solute formation ahead of a growing solid-liquid interface in Pb-Sn molten metal alloys.  

Felicelli et al. [84, 85] performed mathematical simulations of convection, macro-

segregation, and freckles for the case of unidirectional solidification of Pb-Sn alloys by applying 

a volume-averaged, single-domain technique. Sazarin and Hellawell [82] implemented 

controlled laboratory experiments on Pb-Sn molten metal alloys. The details of the experimental 

procedure, data, and analysis have been explained by Basu and Singh [86, 87]. They performed 

an analysis of double-diffusive convection as well as a continuum conception based on a 

mathematical model. They suggested that the mushy zone is one of the most important areas to 

study on the mathematical modeling of convection. In their mathematical modeling, they used 

both isotropic and anisotropic permeability models. One important limitation to consider is that 

the experimental data on permeability are restricted to the center of the mushy zone.  

Kawaguchi et al. [88] investigated the growth of Cadmium-Zinc-Telluride (Cd-Zn-Te) 

crystals by using the vertical gradient freezing (VGF) technique from a non-dilute liquid metal. 

They concluded that controlling the convective flow could directly affect the zinc separation in 

the crystal growth.  Okano et al. [89-90] investigated a numerical simulation for the crystal 

growth of Indium-Antimonide (In-Sb) using the liquid encapsulated VGF method. Barvinschi 

and co-workers [90] showed a technique for the vertical solidification of molten In-Sb in a silica 

ampoule. They implemented various thermal conditions for the numerical simulations of velocity 

and temperature under normal gravity. Shemirani et al. [91] explored the simulation of the 

growing of large diameter single bulk crystals of silicon and germanium admixture from its melt 
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 using the Bridgman method. They controlled both radial and axial applied temperatures to 

obtain a homogeneous and uniform distribution of silicon in the solvent region.  

Vynnycky and Kimura [92] simulated the solidification and phase change in the presence 

of convection by using both numerical and analytical techniques.  Mechighel et al. [93] carried 

out a 2-D numerical simulation to study the velocity, temperature, and concentration distribution 

in the dissolution process of silicon into a germanium melt by utilizing the vertical Bridgman 

method. They showed that gravity has a strong effect on the shape of the interfaces and showed 

the transport becomes convection dominated when gravity is present. Celentano et al. [94] 

performed a comparative assessment of the finite volume and finite element methods in 

problems involving natural convection. They used a thermally combined system of the 

incompressible Navier-Stokes equations and evaluated the thermally induced fluid flow pattern, 

the modified temperature field, and the heat transfer conditions. Rady and Mohanty [95] 

implemented an enthalpy-porosity fixed-grid technique to study the melting and solidification of 

pure metals in a rectangular enclosure. They determined that during solidification, recirculation 

cells disappear and cells near the boundary influence the local solidification rate near the top of 

the cavity. 

V.R. Voller et al. [96] proposed an enthalpy formulation based on a fixed-grid technique 

for the numerical solution of convection-diffusion. Their method was based on the representation 

of the latent heat of evolution and the flow in the mushy zone. Voller et al. [97-99] later 

expressed various ways of handling the zero solid velocities in fixed-grid enthalpy solutions of 

solidification in a thermal cavity. At the same time, they suggested a similar process to that used 

by Gartling [100]. S. Eckert et al. [101] presented directional solidification in cylindrical samples 

of Sn-15 wt. % Pb subjected to a rotating magnetic field (RMF). They compared their 
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 experimental results with numerical results of the temperature and the velocity distribution in 

liquid phase. They showed the impact of the local flow characteristics on the formation of the 

mushy region.  

Several related studies [102-105] discovered the substantial effect that formation of 

convection the liquid phase has on the kinetics of solidification and on the resulting macro- and 

microstructures. M. Wu et al. [106] used a mix solidification technique to simulate the interface 

between the liquid flow and the growing mushy zone. They referenced the effect of the melt flow 

for laminar flow patterns in the growing mushy region. They stated that the velocity and flow 

patterns close to the mushy and liquid zones play an important role in formation of the mushy 

zone. In their work, they modeled the turbulence in the mushy region by assuming that the 

turbulent kinetic energy linearly decreases with the mushy zone permeability. They verified the 

current mixture solidification model theoretically and experimentally [107-111]. They applied 

the same model to describe the growth of the solid phase thickness of a continuous-cast steel slab 

and compared their prediction with an experiment on the breakout shell.  

A. L. Maples et al. [112] investigated alloy solidification that forms horizontally to the 

middle of a cavity. Their model followed the growth of the solid-liquid interaction next to the 

cold area. They showed that during solidification, the liquid density changes across the two-

phase zone. Their results showed inverse segregation at a cooled surface, macrosegregation 

resulting from solidification with the initial transient, and macrosegregation while the width of 

the two-phase area was larger than the half width of the cavity.  

P.A. Nikrityuk et al. [113] numerically calculated the effect of an external magnetic field 

on the solidification processes of two component materials. They studied a cylindrical cell with 

adiabatic walls with heat applied on the top and cooling applied from the bottom. They 
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 concluded that the magnetic field induces a convex shape of the mushy zone with its maximum 

located on the z-axis. Experimental and theoretical study on the influence of external magnetic 

fields on the solidification process of binary metal alloys have shown that the motion of the 

liquid metal depends on the type of magnetic field applied to the molten metal alloy [114-117]. 

F. Mechighel et al. [118] performed a numerical simulation to analyze the temperature and 

concentration behaviour in the separation process of silicon into molten germanium. They used a 

simplified arrangement similar to the materials arrangement used in the vertical Bridgman 

growth technique. Their work showed that the transport of silicon into the melt increases with 

time and with a flat stable interface. 

Tanai L. Marin [119] presented a finite element technique for the solidification of a free 

surface liquid phase using a 2 mm diameter liquid aluminum droplet. He used the level set 

technique and phase re-injection for mass conservation, and imposed movement on the free 

surface of the liquid droplet. He showed that his proposed model could be applied to systems 

with high densities, high viscosity ratios, and for materials with high latent heats of melting. 

Pasandideh-Fard et al. [120, 121] experimentally and computationally studied the solidification 

of tin droplets and the heat transfer between water droplets and a hot surface. They used an axial 

symmetry element model and the volume of fluid methods (VOF) together with the enthalpy 

formulation for calculating the heat transfer of pure materials.  

J. C. Heinrich et al. [122] studied the effect of thermo-solutal convection in the 

development of flows in a vertical solidification. They used three numerical simulations: the 

plane-front model, an extension of the plane-front model where they included a time independent 

dendritic region of a specified liquid volume fraction, and a model where the dendritic area is 

free to develop based on local equilibrium conditions. Their simulation predicted the correct 
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 subjective behaviours and followed the experimental conclusions with good accuracy. Coriell et 

al. [123] examined the coupled convective and morphological instabilities of a binary alloy in a 

vertical solidification process under the plane-front assumption. Their results for prediction of 

the physical properties of dilute Pb-Sn alloys showed a convective instability of solidification 

velocities of less than 40 𝜇𝑚/𝑠. McFadden et al. [124] suggested a nonlinear approach using a 

momentum equation and heat and mass transfers to model a vertical solidification process. They 

assumed that the interfaces between the solid and the mushy regions and between the mushy 

region and the liquid were planar with a constant rate of the solidification process, a concept that 

originally was suggested by Nandapurkar et al. [125].  

Ivaldo L. Ferreira et al. [126] proposed a 2-D extension of a one-dimensional model that 

was used initially for the analysis of macrosegregation of multicomponent molten metal alloys. 

They compared the performance of an explicit/implicit method with that of a completely implicit 

formulation for coupling the thermal-solutal fields. Their simulation results for two-dimensional 

solidification problems had good agreement with the vertical and two-dimensional experimental 

data. Schneider and Beckermann [127] proposed a continuum formulation of the transport 

equations for calculation of temperature, macrosegregation, and fluid flow patterns of 

multicomponent molten metal alloys during solidification. Krane and Incropera [128] applied a 

binary molten metal alloy solidification model to a ternary alloy to study the solidification 

process and to simulate the transport phenomena during casting. They utilized binary eutectic 

troughs, intermetallic compounds, and ternary eutectic and peritectic alloys. Boeira et al. [129] 

performed a macrosegregation model to explain the formation of micropores during the transient 

solidification of aluminum alloys. They compared numerical macrosegregation patterns and 

porous volumetric fractions with published experimental results. Voller et al. [130] studied the 
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 application of a numerical scheme for coupling temperature and concentration fields in a 

general solidification model.  

D. V. Alexandrov and D. L. Aseev [131, 132] showed analytically the influence of a 

temperature-varying diffusion coefficient on the unidirectional solidification of a molten binary 

alloy with a quasi-equilibrium mushy zone. They presented the concentration fields in the liquid, 

solid, and mushy phases. They also determined the rate of solidification and mushy zone 

thickness as a function of all thermophysical parameters. Alexandrov [133] used an exact 

analytical scheme to study the solidification of a binary melt possessing a mushy region.  

P. A. Nikrityuk et al. [134] numerically studied the fluid flow in a binary alloy of (Pb-Wt. 

85 % Sn) during directional solidification. They performed the study in the presence of 

convection induced by a rotating magnetic field. They concluded that there are specific fluid 

flow phases. They reported that the secondary flow velocity surpasses the velocity of the 

solidification front, thus leading to a convex-shaped mushy zone. 

S. Van Vaerenbergh et al. [135] applied linear stability analysis to study the influence of 

a temperature-dependent solute diffusion coefficient on the morphological stability during 

solidification of a binary alloy. Their simulation showed for an Sn-Ag alloy, the diffusion 

coefficient linearly depends on temperature. They further showed that the temperature 

dependence of the diffusion coefficient causes great variation in the wavelength at the beginning 

of instability.  

A. K. Singh, et al. [136] investigated the role of convection during solidification using a 

mathematical model. They simulated the influence of different mushy zone models on 

convection and macrosegregation numerically and compared the results with experimental 

values. They showed the role of material properties on double diffusive convection by 
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 performing a comparative study of solidification of aqueous ammonium chloride, Fe-C, and Pb-

Sn binary system. S. D. Ridder et al. [137] used a coupled theoretical and experimental study of 

convective heat and fluid flow in liquid molten metals and their segregation in an axisymmetric 

cavity. They found that flow ahead of the liquidus isotherm to the interdendritic fluid flow is 

responsible for macrosegregation in the mushy zone. 

The surface radiation, and natural convection haven’t been considered previously and 

here their effects have been overlooked. In addition, the need for a more accurate calculation of 

thermodiffusion factor for solidification simulation has been outlined through out the literature 

review. Therefore, the research work presented her focuses on addressing the effect of surface 

radiation to ambient and natural convection as well as the effect of thermodiffusion on 

solidification of binary molten metals. 
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 CHAPTER THREE 

 

Theoretical Approach for the Estimation of the Thermodiffusion Factor 

 

3.1 Introduction 
 
          This chapter presents an overview of the theory of the relevant mathematical models and 

proposes an expression for the estimation of the thermodiffusion factor in binary molten metal 

alloys. Specifically, the expression for calculating the thermodiffusion factor for binary molten 

metal mixtures was derived in detail. The derivation was based on Eslamian and Saghir’s model 

[17] and uses Maier’s approach [138] and the transition state theory to account for the chemical 

potential effects. 

The performance of the proposed expressions on some binary molten alloys was 

examined and results were satisfactory. Therefore, it was followed a similar approach and 

developed an expression for the thermodiffusion factors for liquid metal alloys. The new formula 

was derived with this method accurately predicts the experimental data with greater accuracy 

than other existing methods.  

 

3.2 Model Development and Derivation 

  In this work, thermodiffusion in liquid metal alloys was considered as a phenomenon 

consisting of two parts: ion-ion contacts known as the extrinsic or ionic contribution, and 

electron-ion interactions known as the intrinsic or electronic contribution. It was noted that Eq. 

2.1, which was derived using the principles of linear non-equilibrium thermodynamics, only 

accounts for the bulk contacts between molecules in a liquid mixture in which only temperature 
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 and concentration gradients are present. The net heat of transport in Eq. 2.1  is therefore 

defined for such a system. Therefore, this equation does not appropriately describe liquid molten 

metal alloys. Due to this limitation, it is sensible to define a new net heat of transport,  to 

include the presence of an induced electric field in a liquid metal mixture. This term accounts for 

the amount of heat required to be absorbed or released by the system in order to keep the local 

temperature constant. This new term results in the following modified phenomenological 

equation for the diffusive molar flux of component i in a liquid metal alloy [34]: 

 

𝐽𝑖 = ∑ 𝐿𝑖𝑘
′ �(𝑄𝑘

∗ + 𝑞𝑘
∗ ) 𝛻𝑇

𝑇
+ ∑ 𝜕𝜇𝑘

𝜕𝑥𝑗
𝛻𝜕𝑗

𝑛−1
𝑗=1 �𝑛

𝑘=1                𝑖 = 1, 2 … 𝑛                (3.1) 

 

where  are the modified phenomenological coefficients. In a steady-state condition where the 

mass fluxes in the mixture vanish, the terms in the square brackets equal zero and Eq. 3.1 

reduces to that of simple liquid mixture [34]. The resultant equations combined with Eq. 3.1 and 

the Gibbs-Duhem equation at constant pressure and temperature (∑ 𝜕𝑖𝑑𝜇𝑖 = 0) , lead to the 

following expression for the thermodiffusion factor of component 1 in a liquid metal alloy [17]: 

 

𝛼 = 𝑄1
∗−𝑄2

∗

𝑥1(𝜕𝜇1
𝜕𝑥1

)
+ 𝑞1

∗−𝑞2
∗

𝑥1(𝜕𝜇1
𝜕𝑥1

)
                                 (3.2) 

   

As the next step towards developing an expression for the estimation of the thermodiffusion 

factor, the net heat of transport was modeled by Eslamian et al. using Eq. 3.2 [17].  

*
kQ

*
kq

ikL′
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 3.2.1. Ion-Ion Net Heat of Transport 

  
  In thermodiffusion, the structural components of the mixture such as molecules or atoms 

need some energy to move away from their neighbours and jump to the next existing spot. The 

necessary energy for this transition can be considered as equal to the net heat of transport 𝑄𝑘
∗ . 

Flow of a viscous fluid and mass transfer in thermodiffusion may be considered similar but not 

identical. In both phenomena, there is an activation energy required to overcome the cohesive 

energy between particles and put them in motion. Hence, it is rational to consider the net heat of 

transfer of each component to be equal to the activation energy of viscous flow of the same 

component in the mixture [30]. However, the activation energy of viscous flow of a pure 

component is usually considered instead of the net heat of transport for the component in the 

mixture, since the activation energy of viscous flow for a component in a mixture is not defined 

[31]. Several researchers have mentioned the development of several parts of this issue; 

however, de Groot [6], Prigogine [140], Eyring [141], and Drickamer [28] have had the most 

substantial contributions to the formal development of the theory. Modeling using these 

assumptions has been the most popular modeling approach in thermodiffusion for numerous 

liquid mixtures, even though the inherent simplifications in non-equilibrium thermodynamic 

theory are not fully justified for this application [29]. Recently, instead of the activation energy 

of viscous flow, Madariaga et al. [141] directly associated the thermodiffusion coefficient with 

the mixture viscosity and found reasonable agreement with the experimental data.  

  A liquid metal alloy, although composed of near-spherical atoms, is still considered a 

complex mixture, owing to the presence of conduction electrons. The complexity of a mixture is 

determined by its behaviour during mixing and how the mixture properties compare to the 

properties of the individual components. Viscosity is one such property. In associating mixtures, 
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 a relation was found between the irregular (nonlinear) behaviour of mixture viscosity for a 

component and a sign change in the thermodiffusion factor [30]. In components where the 

mixture viscosity varies linearly with composition, no sign change for the thermodiffusion factor 

was observed, whereas in nonlinear systems, a crossover in migration of composition occurred.  

  In liquid molten metal alloys, there is no general trend describing the changes in shear 

viscosity with composition. Viscosities in simple liquid alloys, for instance Pb-Sn and Pb-Bi, 

differ almost linearly with concentration. However, in multiple mixtures, such as Hg-Na and Hg-

K that have large negative excess enthalpies of mixing, the variation in viscosity with 

composition is not linear. Furthermore, in some alloys, such as Ga-Bi, the variation in viscosity 

changes significantly near to a critical point in the mixture composition [35]. It is predictable that 

a relationship exists between the sign of the thermodiffusion factor due to ion-ion impacts and 

variation in the viscosity of liquid metal alloys, similar to the relationship in associating 

mixtures.  

3.2.2 Electronic Net Heat of Transport 

The electronic net heat of transport per mole of component i is correlated to the force 

acting on a solute ion by conduction electrons through the following equation [31]: 

 

𝑞𝑖
∗ = 𝐹𝐸

𝑖 𝑁 𝑇
𝛻𝑇

                       (3.3) 

 

where N is Avogadro’s number. As mentioned previously, several investigators, such as Omini 

[33] and Gerl [40], have suggested expressions to describe this force. However, these 

expressions are empirical in nature and require the determination of several factors before they 

can be used. In a series of studies on thermodiffusion and electron movement, using statistical 
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 mechanics, Jones and co-workers obtained an expression for the role of electronic or intrinsic 

forces on the overall thermodiffusion in liquid metal alloys. Wherever a temperature gradient is 

applied through a mixture, they determined the following equation for the net force that is acting 

on one ion of type i by the conduction electrons in the composition [38]: 

 

𝐹𝐸
∗𝑖 = −|𝑒|(𝑧𝑆𝑖 − 𝑧𝑖𝑆)𝛻𝑇                     (3.4) 

 

where |𝑒| is the absolute value of an electron charge, z is the mean valence of the ions in the 

mixture, zi is the valence of ion i, and Si is the thermoelectric power of ions of type i. A linear 

mixing rule is the simplest approximation to attain the total thermoelectric power [38]:  

 

𝑆 = ∑ 𝜕𝑖𝑠𝑖                          (3.5) 

           

In Eq. 3.4, the magnitude of all parameters may be promptly calculated. Nevertheless, the 

thermoelectric power of some liquid metal alloys and their resistivity may vary linearly with 

changes in the composition, and, therefore, Eq. 3.5 may not be suitable for all metal mixtures.  

The thermoelectric power of a pure liquid metal might be obtained by employing the following 

equation [142]: 

 

𝑆𝑖 = − 𝜋2𝑘𝐵
2 𝑇

3|𝑒|𝐸𝑓
𝜉𝑖                          (3.6) 
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 where 𝜉 is a dimensionless factor and is only mildly weakly dependent on temperature. Values 

of 𝜉 are derived from [142], which were inferred from their thermoelectric power (EF) [143]. The 

Fermi energies [144] and  values used in the current study are provided in Table 3-1.  

 

 
Table 3 - 1: Fermi energy and thermoelectric power parameter of selected molten metals. 

Metal EF (eV)    
Tin (Sn) 10.2 0.4 
Bismuth (Bi) 9.90 0.55 
Cadmium (Cd) 7.47 -0.2 
Zinc (Zn) 9.47 -0.3 
Lead (Pb) 9.47 2.1 
Gallium (Ga) 10.4 0.55 
Sodium (Na) 3.24 2.8 
Potassium (K) 2.12 3.5 

 

 

Combining Eqs. 3.3 and 3.4 produce the following expression for the molar electronic net 

heat of transport of component 1 with respect to component 2:  

 

𝑞1
∗ − 𝑞2

∗ = −|𝑒|(𝑧𝑆1 − 𝑧1𝑆)𝑇        (3.7) 

 

3.3 Proposed Formula 
 

Eslamian et al. [17] expressed a formula for the thermodiffusion factor of the first 

component in a liquid metal alloy. They used the activation energy of viscous flow in the pure 

state instead of the net heat of transport of each component owing to the ion-ion contacts, i.e.,  

𝑄𝑖
∗ = 𝐸𝑖

𝑣𝑖𝑠. Using Eq. 3.7 to provide the net heat of transport due to the electronic forces, Eq. 3.2 

ξ

ξ
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 was transformed into the next expression and was used to evaluate the thermodiffusion factor in 

several liquid metal alloys [17]: 

 

𝛼 = 𝐸1
𝑣𝑖𝑠−𝐸2

𝑣𝑖𝑠

𝑥1(𝜕𝜇1
𝜕𝑥1

)
+ −|𝑒|(𝑧𝑆1−𝑧1𝑆)𝑇𝑁

𝑥1(𝜕𝜇1
𝜕𝑥1

)
                      (3.8) 

 

Maier et al. [138] also derived a theoretical model for calculation of thermodiffusion 

factors for binary molten metals by describing the heat of transfer by using of the latent heat of 

fusion, which can be found for many materials in thermodynamic databases. With the 

thermodynamics of irreversible processes and the theory of Onsager, the flux of component i in a 

composition of n components can be described based on at constant pressure and in the absence 

of external forces in the barycentric coordination [138]: 

 

𝐽𝑖 = ∑ 𝐿𝑖𝑘 �− ∑ 𝜕(𝜇𝑘−𝜇𝑛)
𝜕𝐶𝑗

𝛻𝐶𝑗 − (𝑄𝑘
∗𝑛−1

𝑗=1 − ℎ𝑘 + ℎ𝑛) 𝛻𝑇
𝑇

�𝑛−1
𝑘=1                                       (3.9) 

 

Here, 𝐿𝑖𝑘 are the phenomenological constants, 𝐶𝑗 is the mass fraction of component j, ℎ𝑘 is the 

partial specific enthalpy of component k, and 𝜇𝑘  the partial specific chemical potential of 

component k. 𝑄𝑘
∗  is defined as the heat of transfer, which is the heat transported through a 

specified reference plane at a constant temperature per unit of mass of compound k. For two 

components, with the help of the Gibbs-Duhem equation 𝐶1𝑑𝜇1 + 𝐶2𝑑𝜇2 = 0 and 𝐶1 + 𝐶2 = 1 

at constant T and P, Eq. 3.9 becomes [145]: 
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 𝐽1 = −𝐽2 = 𝐿11 �−𝐶2
−1 𝜕𝜇1

𝜕𝐶1
𝛻𝐶1 − (𝑄1

∗ − ℎ1 + ℎ2) 𝛻𝑇
𝑇

�                                          (3.10) 

They measured a microscopic section of the fluid, which was made up of one half of component 

1 and one half of component 2 by mass. The average specific internal energy was then 𝜕 =

1
2

(𝜕1 + 𝜕2), and the average specific volume 𝜐𝑚𝑠𝑝𝑒𝑐 = 1
2

(𝜐1 + 𝜐2) with 𝜕𝑘 and 𝜐𝑘 as the partial 

specific internal energy and the partial specific volume of component k, respectively. When the 

atoms of component 1 in this volume were transferred to the next equilibrium location, an 

amount of energy 𝑄1
∗𝑑𝐶1, a result of 𝑄∗, will be transported by the diffusion flow. Since it was 

assumed that temperature and pressure were constant, a quantity of heat dq had to be added and a 

total work of 𝑃𝜐1𝑑𝐶1  had to be completed. Once a mass fraction 𝑑𝐶1  of component 1 was 

transported to the next equilibrium location, the same amount of component 2 by mass was 

transported from this location to the old equilibrium location of component 1. Thus there is extra 

work 𝑃𝜐2𝑑𝐶2 done. As a result, the change of the internal energy can then be expressed as [138]: 

 

𝑑𝜕 = 1
2

(−𝜕1𝑑𝑐1 + 𝜕2𝑑𝑐2) = − 1
2

𝑄1
∗𝑑𝐶1 + 𝑑𝑞 + 1

2
(𝑝𝜐1𝑑𝐶1 − 𝑃𝜐2𝑑𝐶2)            (3.11) 

 

At this point, u, 𝑄∗, P, 𝜐 and dq are the partial specific internal energy, the specific heat of 

transfer, the pressure, the partial specific volume, and the heat attracted of the position of the 

fluid, respectively. With h=u+pv, the heat dq added in this section of the fluid is as follows 

[138]:  

 

 𝑑𝑞 = 1
2

[(𝑄1
∗ − ℎ1)𝑑𝐶1 + ℎ2𝑑𝐶2]                                                                                   (3.12) 
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 Hence, the authors balance the second term of Eq. 3.10 by a coefficient of 1
2
 and get finally 

 

𝐽1 = −𝐽2 = 𝐿11 �−𝑐2
−1 𝜕𝜇1

𝜕𝐶1
𝛻𝐶1 − 1

2
(𝑄1

∗ − ℎ1 + ℎ2) 𝛻𝑇
𝑇

�                                           (3.13) 

 

to obtain the thermodiffusion factor. It was stated that the coefficient of ∇𝐶1 and the coefficient 

of ∇𝑇 of Eq. 3.12 equal to −𝜌𝐷12  and 𝜌𝐷12
𝑇 𝐶1𝐶2, respectively. 𝐷12  and 𝐷12

𝑇  are the molecular 

diffusion coefficient and the thermodiffusion of component 1 in component 2, respectively  

[145]: 

 

𝛼 = 𝐷12
𝑇 𝑇

𝐷12
= 1

2
𝑄1

∗−ℎ1+ℎ2

𝐶1
𝜕𝜇1
𝜕𝐶1

                                                                                                       (3.14) 

 

To discover a physical description of the heat of transfer, the model of Garai has been 

used for the physical equivalent of the latent heat of fusion. This would mean that the latent heat 

of fusion is the energy required to weaken the viscous drag, and it would also be governed by the 

molar volume of the fluid, 𝑉𝑚𝑜𝑙 [146]: 

 

𝐿𝑓 = 𝑉𝑚𝑜𝑙𝜂𝑣𝑡ℎ𝑒𝑟𝑚
(𝑛+1)2𝑑

                                                                                                                   (3.15) 

 

where 𝐿𝑓, 𝑉𝑚𝑜𝑙, 𝜕𝑡ℎ𝑒𝑟𝑚, 𝑑, 𝜂 and 𝑛 are the molar latent heat of fusion, the molar volume of the 

melt, the thermal velocity of the atoms, the atomic distance, the viscosity, and the number of 

coupled atoms, respectively. While the authors considered a microscopic portion of the fluid 
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 where component 2 is replaced with component 1 by a diffusional flow as explained above, 

they did examine an average molar volume of this area: 

 

𝑉𝑚𝑚𝑜𝑙 = 1
2

(𝑉1 + 𝑉2)                                                                                                             (3.16) 

The latent heat of fusion of component 1 was then increased by the fraction of the average molar 

volume to the molar volume of component 1. For that reason, the additional energy transferred 

with component 1, which is 𝑄1
∗ , is the difference between of the latent heat of fusion of 

component 1 in the average molar volume of the composition and the latent heat of fusion of the 

pure component 1 [138]: 

 

𝑄1
∗ = 𝐿𝑓

𝑚𝑙
�

1
2(𝑉1+𝑉2)

𝑉1
− 1�                                                                                                         (3.17) 

 

Here, 𝑚𝑙  is the molar mass of component 1. The latent heat of fusion was found by the 

difference of the entropy of the liquid and the entropy of the solid at the melting point multiplied 

by the melting temperature. Generally, transport phenomena have to be explained at a different 

temperature than the melting temperature, so the authors used the difference of the entropy of the 

liquid and the entropy of the solid at a new temperature multiplied by that temperature. They 

then used the FactSage database for computation of the entropy of the liquid and solid state, 

where the thermodynamic data is extracted by extrapolated polygons. It is conceivable that the 

temperature of the transport process is higher than the melting temperature of one of the pure 

components. This situation would mean that the entropy of the solid state of this component at 

the process temperature could be estimated by the extrapolated entropy function derived from the 
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 database, as the solid state of this component physically does not exist. Therefore, the heat of 

transfer develops as [138]: 

 

𝑄1
∗ = ∆𝑆𝑙

𝑙𝑠(𝑇)𝑇 𝑉𝑚𝑚𝑜𝑙−𝑉𝑚𝑜𝑙𝑙
𝑉𝑚𝑜𝑙𝑙

                                                                                                  (3.18) 

 

Here 𝑆𝑙
𝑙𝑠(𝑇) is the partial specific entropy variation between solid and liquid state of component 

1 at temperature T. They then obtained the derivative of the chemical potential of component 1 

with reference to 𝐶1 for dilute compositions in units of mass with C1+C2=1 and mass fraction 𝐶𝑖 

as below [138]: 

 

𝜕𝜇1
𝜕𝐶1

=
𝜕� 𝑅

𝑚1
𝑇𝑙𝑛� 𝐶1𝜌1

𝐶1𝜌1+𝐶2𝜌2
��

𝜕𝐶1
= 𝑅𝑇𝑉2𝑚1

𝐶1(𝐶1𝑉1𝑚2+𝑉2𝑚1−𝑉2𝑚1𝐶1)
                                                 (3.19) 

 

where 𝜌𝑖 is the density of component i and R is the gas constant. The ultimate equation of the 

thermodiffusion factor is then produced as follows [138]: 

 

𝛼 = 1
2

×
(∆𝑆𝑙𝑠(𝑇)𝑇𝑉𝑚𝑚𝑜𝑙−𝑉𝑚𝑜𝑙𝑙

𝑉𝑚𝑜𝑙𝑙
−ℎ1+ℎ2)(𝐶1𝑉1𝑚2+𝑉2𝑚1−𝑉2𝑚1𝐶1)

𝑅𝑇𝑉2𝑚1
                                         (3.20) 

 

Based on the earlier discussion, it was formulated a practical expression for the thermal diffusion 

factor of the first component in a liquid metal alloy by introducing the new chemical potential 

given by Eq. 3.19 into Eq. 3.8:  
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 𝛼 = 𝐸1
𝑣𝑖𝑠−𝐸2

𝑣𝑖𝑠

� 𝑅𝑇𝑉2𝑚1
𝐶1(𝐶1𝑉1𝑚2+𝑉2𝑚1−𝑉2𝑚1𝐶1)�

+ −|𝑒|(𝑧𝑆1−𝑧1𝑆)𝑇𝑁

� 𝑅𝑇𝑉2𝑚1
𝐶1(𝐶1𝑉1𝑚2+𝑉2𝑚1−𝑉2𝑚1𝐶1)�

                                        (3.21) 

 

Eq. 3.21 has two terms on the right hand side that may have the same or opposite signs. 

This equation has been derived in the framework of non-equilibrium thermodynamics. The ion-

ion thermal and electronic forces may act on the ion of type i in the same or opposite directions 

depending on metal alloy characteristics. For the purpose of comparison, the results of the 

proposed expression were compared with those of the expression derived by Eslamian et al. [17], 

as well as some experimental data [45, 46]. This comparison has shown that the proposed 

thermodiffusion factor agrees well with the experimental results (see section 3.5).  

In order to acquire the ion-ion contribution in Eq. 3.21, the activation energy of the 

viscous flow of metals in the pure state was obtained by using the liquid metal viscosity and 

density or molar volume data at different temperatures (shown in Table 3-2). 

 

Table 3 - 2: Activation energy of viscous flow of some molten metals at different temperatures. 

Metal Temp. (°C)  (J/mole) 
Tin (Sn) 295 560 
Bismuth (Bi) 295 7863 
Cadmium (Cd)  375 6737 
Zinc (Zn) 500 22702 
Lead (Pb) 450 8156 
Gallium (Ga) 295 3915 
Sodium (Na) 200 5648 
Potassium (K) 200 5058 

 

 

The viscosity data of some metals were acquired from the following sources: tin from 

[147], mercury from [148], lead from [149], bismuth and zinc from [150], gallium from [151], 

vis
iE
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 cobalt from [152], viscosity and density of cadmium from [153], and viscosity of the rest of the 

metals were taken from the CRC handbook of chemistry and physics [154]. The measured molar 

volume or density data of pure metals were extracted from [155-158]. While it is preferable that 

the viscosity data is available close to the composition mean temperature, It is not always 

possible due to either to the absence of experimental data or because one of the components in 

the pure state is not in the liquid phase at the composition temperature. In these cases, the 

activation energies of the viscous flows were derived at a temperature somewhat higher than the 

component melting points. This issue introduces additional uncertainties while applying Eq. 3.21 

for calculating the thermodiffusion factor. 

Note that for ion-ion contact, i.e., the first term on the right hand side of Eq. 3.21, further 

expressions that have been suggested for the evaluation of the thermodiffusion factor in liquid 

molten metals may be applied. Regardless, some of these expressions are not obviously 

prescribed for metal alloys. Here, for the purpose of comparative study, our proposed model, the 

Winter-Drickamer [28], Haase [27], Kempers [159], Shukla-Firoozabadi [160], and Eslamian 

[17] formulations were tested against the experimental data (Eq. 3.21). The shortened versions of 

the Haase and Kempers formulas (neglecting the kinetic influence and also the enthalpies at the 

initial state) and the Shukla-Firoozabadi expression (for a constant matching parameter equal to 

4) are written as follows: 

 

Winter-Drickamer               𝛼 = 𝑀2𝑉�1+𝑀1𝑉�2

2𝑀�𝑥1(𝜕𝜇1
𝜕𝑥1

)
�𝐸1

𝑣𝑖𝑠

𝑉�1
− 𝐸2

𝑣𝑖𝑠

𝑉�2
�                                                    (3.22) 

Haase                        𝛼 = 𝑀1𝐻�2−𝑀2𝐻�1

(𝑀1𝑥1+𝑀2𝑥2)𝑥1(𝜕𝜇1
𝜕𝑥1

)
                                        (3.23) 
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 Kempers                       𝛼 = 𝑉�1𝐻�2−𝑉�2𝐻�1

(𝑉�1𝑥1+𝑉�2𝑥2)𝑥1(𝜕𝜇1
𝜕𝑥1

)
                           (3.24) 

Shukla-Firoozabadi           𝛼 = 𝑉�1𝑉�2

𝑉�𝑥1(𝜕𝜇1
𝜕𝑥1

)
� 𝑈�1

4𝑉�1
− 𝑈�2

4𝑉�2
�                             (3.25) 

Note that Haase and Kempers consider the equilibrium properties of the composition and 

are most appropriate for liquid molten metals close to the critical points as mentioned by 

Kempers [159].  

 

Equation of State (EOS) 
 

A comprehensive equation of state is not available for liquid molten metal alloys. This is 

due to the complex thermodynamics of such a composition. However, a perturbed hard-sphere 

equation of state (EOS) might be used for density estimation of most liquid molten metal alloys. 

The combination of this EOS with some correlations offers a set of equations that may be used to 

evaluate the molar properties of liquid molten metal alloys required to estimate the performance 

of Eqs. (3.22) to (3.25).   

 

Fundamental Equations 
 

Here an EOS is described that may be used for the evaluation of density in single or 

multicomponent liquid molten metal alloys. In a perturbed hard-sphere EOS, such computations 

usually make use of the hard-sphere fluid as a reference system, and the impact of attractions and 

the smoothness of revulsions are studied as perturbations in statistical-mechanical theories of 

fluids. However, for the smoother core potentials, like metals in liquid phases, the reference part 

is shaped by a set of freely jointed tangent hard-spheres [161]. Thus, the perturbed hard-sphere 

EOS for pure fluids was drafted as follows [162]:  
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𝑃
𝜌𝐾𝑇

= 1 + 𝑏𝜌𝑔(𝑑+) − 𝑎𝜌
𝐾𝑇

                                                                                                     (3.26) 

  

where P is the pressure, ρ is the molar density, d is the hard-sphere diameter, 𝑔(𝑑+) is the pair 

radial distribution function of hard-spheres at contact and kT is the thermal energy per one 

molecule. The following analytical formulation may be applied for 𝑔(𝑑+)  [163]: 

 

 𝑔(𝑑+) = 1−𝜁/2
(1−𝜁)3                                                                                                             (3.27)  

 

Here 𝜁 is the packing fraction described as 𝜁 = 0.25𝑏𝜌. Parameter a in Eq. (3.24) is a measure of 

the strength of the attractive forces between spheres, and b is the van der Waals co-volume that 

may be measured in terms of the appropriate reducing constants [164]: 

 

 𝑎(𝑇) = 2𝜋
3

𝜎3𝜀𝐹𝑎(𝐾𝑇
3

)                                            (3.28) 

𝑏(𝑇) = 2𝜋
3

𝜎3𝜀𝐹𝑏(𝐾𝑇
3

)                                                                                                         (3.29)  

 

where ε is the depth of minimum on potential energy curve, σ is the distance of zero potential, Fa 

and Fb are universal functions of the decreased temperature, kT/ε, and can be empirically 

expressed as follows [163]:   

 

𝐹𝑎 �𝐾𝑇
𝜀

� = 𝑎1𝑒𝜕𝑝 �−𝑎2
𝐾𝑇
𝜀

� + 𝑎3𝑒𝜕𝑝 �−𝑎4(𝐾𝑇
𝜀

)3/2�                                                  (3.30) 
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𝐹𝑏 �𝐾𝑇
𝜀

� = 𝑏1𝑒𝜕𝑝 �−𝑏2
𝐾𝑇
𝜀

� + 𝑏3𝑒𝜕𝑝 �−𝑏4(𝐾𝑇
𝜀

)3/2�                                                   (3.31) 

 

The coefficients ai and bi have been regulated by fitting the EOS predictions with density 

experimental data and were found in [165]. 

To expand the proposed model to liquid molten metal alloys, the equation for pure metals can be 

written as follows [166]: 

 

 
𝑃

𝜌𝐾𝑇
= 1 + 𝜌 ∑ 𝜕𝑖𝜕𝑗𝑏𝑖𝑗𝑔𝑖𝑗�𝑑𝑖𝑗

+ � − 𝜌
𝐾𝑇

∑ 𝜕𝑖𝜕𝑗𝑎𝑖𝑗
𝑛
𝑖𝑗

𝑛
𝑖𝑗        (3.32) 

 

where xi and xj are the mole fractions of component i and j, respectively, n is the number of 

components in the composition, and gij(dij
+) is the pair radial distribution function of hard-sphere 

composition, which takes the pattern of the Boublik-Mansoori-Carnahan-Starling (BMCS) 

equation [166]: 

 

𝑔𝑖𝑗�𝜂, 𝜉𝑖𝑗� = 1
1−𝜂

+ 3
2

𝜉𝑖𝑗

(1−𝜂)2 + 1
2

𝜉𝑖𝑗
2

(1−𝜂)3                                          (3.33) 

 

where 

𝜂 = 𝜌
4

∑ 𝜕𝑖𝑏𝑖
𝑛
𝑖                        (3.34) 

 

𝜉𝑖𝑗 = (𝑏𝑖𝑏𝑗

𝑏𝑖𝑗
)1/3 𝜌

4
∑ 𝜕𝑘𝑏𝑘

2/3𝑛
𝑘                      (3.35) 
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The 𝑏𝑖𝑗(𝑇) in Eq. (3.35) has been considered as follows: 

 

𝑏𝑖𝑗(𝑇) = 2𝜋
3

𝑎𝑖𝑗
3 (𝑇) = 1

8
(𝑏𝑖 + 𝑏𝑗)                                                     (3.36) 

 

𝑎𝑖𝑗(𝑇), which defines the attractive forces between components i and j, has the following form: 

 

𝑎𝑖𝑗(𝑇) = 2𝜋
3

𝜎𝑖𝑗
3 𝜀𝑖𝑗𝐹𝑖𝑗(𝐾𝑇

𝜀𝑖𝑗
)                                                                                                      (3.37) 

 

where  

𝐹𝑖𝑗 �𝐾𝑇
𝜀𝑖𝑗

� = �𝐹𝑎(𝐾𝑇
𝜀𝑖

)𝐹𝑏(𝐾𝑇
𝜀𝑗

)                                 (3.38) 

 

For binary liquid molten metal alloys, the geometric mean for potential well depth, viz.      

𝜀𝑖𝑗 = �𝜀𝑖𝜀𝑗 and arithmetic mean for the potential minimum location, viz. 𝜎𝑖𝑗 = (𝜎𝑖 + 𝜎𝑗)/2  

may be applied. Using the above-mentioned method, it was obtained the density of selected 

molten metal alloys at provided concentrations and temperatures. The density data are used in 

the next section to calculate the partial molar volumes of the components in the alloys. 
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  Partial Molar Properties 
 

Using the EOS illustrated above, partial molar volumes, 𝑉�𝑖, i = 1, 2 may be determined in 

terms of the slope of the curve  plotted as a function of xi along the isotherm-isobar (𝜕𝑉𝑚
𝜕𝑥𝑖

)𝑃,𝑇  

[167]:  

 

𝑉�𝑖 = 𝑉𝑚 − 𝜕𝑖(𝜕𝑉𝑚
𝜕𝑥𝑖

)𝑃,𝑇                                                                                                       (3.38-a) 

𝑉�𝑗 = 𝑉𝑚 − (1 − 𝜕𝑖)(𝜕𝑉𝑚
𝜕𝑥𝑖

)𝑃,𝑇                                                                                              (3.38-b) 

 

where 𝑉𝑚  is the composition molar volume and is the reciprocal of the composition density 

achieved in the previous part. It should be noted that the perturbed hard-sphere EOS can be 

applied only to define the liquid densities. As a result, for theoretical calculation of partial molar 

enthalpies 𝐻�𝑖  the molecular interaction volume model (MIVM) was used, which is a two-

parameter model and is capable of predicting some component activities in liquid molten metal 

alloys and solid solutions [168, 169]. In agreement with the MIVM, one can get the partial molar 

mixing enthalpy of component 𝑖 in a multicomponent mixture ∆𝐻�𝑖
𝑚  from the below equation 

[170]: 

 

∆𝐻�𝑖
𝑚

𝑅𝑇
= − 1

2
�

𝑍𝑖 ∑ 𝑥𝑗𝐵𝑗𝑖 𝑙𝑛 𝐵𝑗𝑖
𝑛
𝑗

∑ 𝑥𝑙𝐵𝑙𝑖
𝑛
𝑙

+ ∑ 𝑍𝑗𝑥𝑗𝐵𝑖𝑗

∑ 𝑥𝑙𝐵𝑙𝑖
𝑛
𝑙

�𝑙𝑛 𝐵𝑖𝑗 −
∑ 𝑥𝑡𝐵𝑡𝑗 𝑙𝑛 𝐵𝑡𝑗

𝑛
𝑡

∑ 𝑥𝑙𝐵𝑙𝑖
𝑛
𝑙

�𝑛
𝑗 �              (3.39) 
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 where Zi and Zj are the adjacent molecules or the first coordination numbers and Bij and Bji  are 

the pair-potential energy interaction parameters estimated by fitting for the infinite dilution 

mixing enthalpies of the binary liquid molten metal alloys [171]. 

There is another thermodynamic property, 𝜕𝜇𝑖/𝜕𝜕𝑖, in the formulation presented here for the 

estimation of the thermodiffusion factor. This other property is known from reliable estimation 

models of statistical mechanics. The equations for the activities 𝑎𝑖
′ of liquid compositions are 

required for the calculation of this new term [171]: 

 

 𝜇𝑖 − 𝜇𝑖
0 = 𝑅𝑇 𝑙𝑛 𝑎𝑖

′ = 𝑅𝑇 𝑙𝑛(𝛾𝑖𝜕𝑖)                                                                                   (3.40) 

 

To estimate the magnitude of 𝜕𝜇𝑖/𝜕𝜕𝑖 , the expression of the activity coefficient, γi in 

MIVM theory was applied, which is suitable to all binary molten metal alloys used here except 

the Na-K alloy [171]: 

 

𝑙𝑛 𝛾𝑖 =

1 + 𝑙𝑛 𝑉𝑚𝑖
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𝑗
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∑ 𝑥𝑗𝑉𝑚𝑗𝐵𝑗𝑘

𝑛
𝑗

− 1
2

�
𝑍𝑖 ∑ 𝑥𝑗𝐵𝑗𝑖 𝑙𝑛 𝐵𝑗𝑖

𝑛
𝑗

∑ 𝑥𝑙𝐵𝑙𝑖
𝑛
𝑙

+ ∑ 𝑍𝑗𝑥𝑗𝐵𝑖𝑗

∑ 𝑥𝑙𝐵𝑙𝑖
𝑛
𝑙

�𝑙𝑛 𝐵𝑖𝑗 −𝑛
𝑗

𝑛
𝑘

∑ 𝑥𝑡𝐵𝑡𝑗 𝑙𝑛 𝐵𝑡𝑗
𝑛
𝑡

∑ 𝑥𝑙𝐵𝑙𝑖
𝑛
𝑙

��    

(3.41) 

where Vmi and Vmj are the molar volumes of i and j components in their pure state, respectively, 

and were attained from the temperature-dependent interactions proposed in [170]. Table 3-3 lists 

the predicted partial molar volumes, enthalpies, and 𝜕𝜇𝑖/𝜕𝜕𝑖  for selected liquid molten metal 

alloys. For the systems containing alkali metal alloys or mercury, the essential parameters in the 
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 above equations were not available. Therefore, the activity of Na in liquid Na-K alloy was 

attained by using the work of Shpilrain et al. [171]. 

 
Table 3 - 3: Estimated partial molar volume 𝑉�𝑖, enthalpies 𝐻�𝑖, and activity parameter 𝜕𝜇1

𝜕𝜕1
� of 

component at given mole fraction of the first component (𝜕𝑖) and temperature for selected composition. 

Mixture Tave (°C) x1 𝑉�1 (cm3/mole) 𝑉�2 (cm3/mole) 𝐻�1 (J/mole)  𝐻�1(J/mole) 𝜕𝜇1/𝜕𝜕1 
(J/mole) 

Sn-Bi 295 0.50 21.5 19.5 99.02 99.01 11433 
Sn-Cd 295 0.50 13.3 17.5 1168.30 1658.40 8068 
Sn-Zn 375 0.50 10.1 18.1 1487.60 3831.30 10949 
Sn-Pb 295 0.50 21.0 19.0 772.47 851.89 4944 
Sn-Pb 450 0.50 23.4 21.4 983.27 1084.40 6314 
Sn-Ga 295 0.50 12.2 17.0 622.88 719.49 8847 
Bi-Pb 295 0.50 23.3 24.3 -718.26 -749.26 17460 
Bi-Sn 500 0.023 28.1 26.4 514.53 0.2852 46013 

 
 

 

3.4 Model Validation 
 

Mathematical models are considered validated if their prediction agrees with reliable 

experimental data. There are many issues that influence the accuracy of experimental data and in 

turn the validity of numerical models. Gravity is one of the parameters that may affect the 

accuracy of thermodiffusion data. Gravity can trigger convective flows, particularly in mixtures 

such as molten metal alloys.  

 Thermodiffusion coefficient factors in selected mixtures estimated by our proposed 

equation are shown in Table 3-5. The experimental values and predictions of Eslamian et al. [17] 

are given in Table 3-5 as well.  Our proposed formula, Eq. 3.21 predicted the experimental data 

more accurately than that of Eslamian et al. [17]. The relative error between the experimental 

data and the calculated values for the thermodiffusion factor were calculated from a theoretical 

model expression defined as follows: 
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𝐸𝑟𝑟𝑜𝑟 = 𝛼𝑇ℎ𝑒𝑜𝑟𝑦−𝛼𝐸𝑥𝑝.

𝛼𝐸𝑥𝑝.
× 100                    (3.42) 

 

Both Eq. 3.21 and the equation of Eslamian et al. fail to predict the sign of the 

thermodiffusion factor in the Sn-Ga mixture.  Nevertheless, Eq. 3.21 shows an overall better 

prediction power. Note that the Maier’s expression, Eq. 3.20, does not account for the electronic 

forces, and it is therefore incomplete when used for metal-containing mixtures. In addition, 

Figure 3-1 depicts the predictive trend of variation of the thermodiffusion factor versus mole 

fraction for various molten metal mixtures at given temperature obtained by the proposed model 

and also by the Haase [27], Kempers [159], Shukla and Firoozabadi [160], Winter and 

Drickamer [28], and Eslamian et al. [17] models. It must be noted that for each mixture there is 

only one experimental data point for a given concentration. 

 Figure 3-2 shows the thermodiffusion coefficient of the first component of Sn-Bi, Sn-Pb, 

Bi-Pb, Sn-Ga, and Na-K mixtures versus temperature. To calculate the thermodiffusion 

coefficient from the thermodiffusion factor, the molecular diffusion coefficient Dm should be 

obtained a priori.  As an approximation, the Einstein-Stokes relation was employed to estimate 

the molecular diffusion coefficient of spherical molecules in a liquid of given viscosity [17].  

 

𝐷𝑚 = 𝐾𝐵𝑇
6𝜋𝜂𝑟

                                                                                                                            (3.42) 
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 where r is the hydrodynamic radius of molecules, which are assumed to be spherical. In this 

work, for the purpose of comparison, it has added this effect to the Maier model and compared 

the results with the experimental data. The results are listed in Table 3-6.  

 

3.5 Result and Discussion 

 In this research work, it was proposed a model to predict the thermal diffusion factor of a 

series of binary molten metal mixtures. The model was developed based on the thermal diffusion 

coefficients of each constituent of a binary molten metal mixture, which were obtained by 

utilizing the Einstein-Stokes relation. The proposed model is based on the assumption that there 

are three forces acting on ions [29]. These forces are due to a thermal gradient, an induced 

concentration gradient, and an induced electric field. Further, it was assumed that these forces 

are balanced in the steady state.   

The proposed model is within the framework of linear non-equilibrium thermodynamics 

and considers the thermodiffusion factor in terms of the net heats of transport of the electronic 

and ion-ion thermal interactions. Table 3-4 showed that the proposed model predicts 

experimentally measured thermal diffusion factors more accurately than do other prominent 

models. Note that, the data provided on table 3-4 has large deviation as compared to 

experimental data and it is due to complexity of the material behaviour in molten state. Thus, 

some values have been estimated and its reflection s the large deviation that is tabulated in table 

3-4Table 3-5 shows the results of Maier’s model with and without the electron-ion force. As can 

be seen, the electron-ion force negatively affects the accuracy of Maier’s model. Figure 3-1 also 

reiterates this result visually and shows the comparison of the proposed model to experimental 

and other numerical models. Figure 3-2 displays the results of the calculation of the 
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 thermodiffusion coefficients of different binary metal mixtures vs. temperature. The 

thermodiffusion coefficients vary due to different melting temperatures, variations in molecular 

dynamics, differences in atomic radii, and varying dynamic viscosities.  

Table 3 - 4: Comparison of calculated thermodiffusion factor against the experimental data. 

 
Mix Tave(K) xi Exp. Haase Kempers Firoozabadi Drickamer Eslamian Proposed 

Model 
Sn-Bi 568 0.5 1 -0.01 0.02 0 -5.18 -3.96 1.41  
Sn-Cd 568 0.5 -3.5 1.41 0.26 -0.06 1.4 -2.63 -3.98  
Sn-Zn 648 0.5 -41 7.09 1.52 -0.38 -19.18 -30.85 -40.99  
Sn-Pb 568 0.5 -19 -1.46 0.65 -0.16 -13.13 -11.43 -17.53  
Sn-Pb 723 0.5 -8.3 -1.46 0.61 -0.15 -7.78 -6.85 -9.46  
Sn-Ga 568 0.5 -1.8 1.01 -0.28 0.07 7.89 3.74 0.99 
Bi-Pb 568 0.5 -11.3 -0.04 0 0 0.05 -0.72 -2.6  
 

 
Table 3 - 5: Experimental and calculated using the Maier model (from Eq. 3.20) and modified model with 

Electron-Ion forces against the experimental data. 

Alloy C1 (wt %) T Mean (K) αT (exp) αT (calculated) 

αT (modified) with 
electron-electron 

forces 
Bi-Sn 4.0 773 0.758±0.066 0.785(3.6) 0.8548  

Ag-Sn 0.04 773 -0.175±0.049 -0.162 (-7.4) -0.191 

Co-Sn 0.04 773 -1.86±0.040 -1.712(-7.9) -1.686  

Au-Sn 0.07 823 0.837±0.012 0.934(11.6) 0.705  
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(g) 
Figure 3- 1: Effect of concentration on thermodiffusion factors: Comparison of the prediction of different 
models. Note that the experimental data is only available for an equimolar mixture. (a) Sn-Bi at 568 K, 
(b) Sn-Cd at 568 K, (c) Sn-Zn at 568 K, (d) Sn-Pb at 568 K, (e) Sn-Pb at 723 K, (f) Bi-Pb at 568 K and 

(g) Sn-Ga at 568 K. 
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Figure 3- 2: Thermodiffusion coefficient of binary molten metals at various temperatures and 𝜕1 = 0.5 by 
using Stokes-Einstein equation for each component and the proposed model for: Sn-Pb, Sn-Bi, Bi-Pb, Sn-

Ga, and Na-k. 

 

3.6 Summary 

 In this chapter, various mathematical models for the determination of thermodiffusion 

factor were presented. A detailed explanation of the proposed mathematical expression was also 

given.  The proposed model was derived based on the models of Eslamian [37] and Maier [138]. 

Furthermore, a comparison of the proposed model with experimental data and with models from 

other studies was conducted. It was demonstrated that the proposed model resulted in a more 

accurate prediction of thermodiffusion factors than other models when compared to experimental 

data, as reflected by Table 3-4.   
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 CHAPTER FOUR 

 

The Role of Convection and Radiation Coupled with Thermodiffusion Effect 
in Binary Molten Metals 

 

4.1 Introduction 

This chapter presents the finite element (FE) simulations and the results of the modeling 

of a binary molten metal in a vertical rectangular cell encapsulated by a quartz container. The 

effect of external natural convection and surface radiation to the ambient is studied and 

compared to the case without convection and radiation for both situations of heating from the 

bottom and top of the cell. This chapter also presents the results of the study of thermosolutal 

convection in an enclosure filled with a molten Sn-Bi alloy, which was solved by using the 

transport equations modified to incorporate the thermodiffusion factor, as explained in chapter 3. 

 In general, the thermal boundary conditions were supposed to be either steady and 

isothermal or at a constant heat flux. In the present work, it was assumed steady boundary 

conditions on the top and bottom walls and unsteady boundary conditions on the sidewalls.  On 

the sidewalls, the ambient temperature was assumed constant, and the presence of radiation and 

natural convection from the outer walls resulted in the unsteady boundary condition.   

 

4.2 Solution Technique 
 

Significant effort has been focused toward the improvement of approximate solutions by 

applying numerical methods. One of these numerical methods, which was first developed for 
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 stress analysis, is the finite element method. These days, finite element technique is commonly 

used in fluid mechanics, heat transfer, and many other areas. Finite element method is a powerful 

technique for finding the numerical solution to differential and integral equations that occur in 

several fields of engineering and applied science. 

The basis of finite element technique comes from the classical variation method and the 

weighted residual method. The finite element technique behaves as a geometrically complex 

domain with an assembly of simple geometric sub-domains, known as finite elements. Therefore, 

the estimated function for each small element is developed so that any continuous function can 

be signified by a linear arrangement of algebraic polynomials. The interpolation functions are 

described in terms of the values of the field variable at particular points, known as nodes, on the 

boundary or inside the element, that absolutely explain the performance of the field variable 

within the element. When the nodal values are determined, the interpolation functions describe 

the field variable within the assembly of the elements.  

Finite element technique was used to assess and investigate the concentration, velocity, 

and temperature distributions within the quartz enclosure. For convergence checking between 

two successive time steps (iteration), the next equations need to be satisfied: ‖∆𝑢𝑖‖
‖𝑢‖ ≤ 𝜀𝑢, ∆𝜕𝑖 =

𝜕𝑖 − 𝜕𝑖−1 , and 
‖𝑅𝑖‖
‖𝑅0‖

≤ 𝜀𝐹  are applied where 𝜕𝑖  represents the temperature, velocities, and 

concentration along the z and r axes for each node and R0 is a reference vector. R0 is generally 

used as 𝑅(𝜕𝑖), which is the residual force vector. 𝜀𝑢 is the convergence tolerance according to 

the relative error and 𝜀𝐹is the residual convergence tolerance for each variable at each iteration. 

Subsequently, both ∆𝜕𝑖 and 𝑅 (𝜕𝑖) tend to be zero near the solution, so the problem is presumed 

converged when the system satisfies the above condition within a factor of 10-4 for both the 

solution vector and the residual force vector. For our work, the maximum number of nonlinear 
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 iterations for fluid problem was fixed to 450. The norm ║║is a root mean square norm summed 

to total the equations for the model [172]. 

To explain convective heat transfer problems with a mathematical formulation, the 

complete nonlinear Navier-Stokes equations for laminar, incompressible Newtonian flows in the 

steady-state condition together with the energy and mass equations were solved numerically 

using the finite element (FE) technique [172].  

 

4.3 Governing Equations and Boundary Conditions 

            The continuity, concentration, momentum, and energy balance equations were solved in 

order to study the flow, concentration, and heat transfer characteristics of the problem. The 

governing equations were rendered dimensionless by using the following non-dimensional 

variables [30]:     

𝑈 = 𝑢
𝑢0

     𝑉 = 𝑣
𝑣0

      𝑋 = 𝑥
𝐿
      𝑌 = 𝑦

𝐿
      𝑃 = 𝑃𝐿

𝜂𝑢0
        𝜃 = 𝑇−𝑇𝑐

∆𝑇
         𝐶 = 𝑐−𝑐0

∆𝑐
       ∆𝑇 = 𝑇𝐻 − 𝑇𝑐 

𝜕0 = �𝑔𝛽𝑇∆𝑇𝐿                                                                                                                      (4.1) 

 

where U and V are dimensionless velocities, P is the dimensionless hydrodynamic pressure, θ is 

non-dimensional temperature, C is the non-dimensional concentration of a mixture component, g 

is the gravitational acceleration, u0  is a reference velocity, ∆T is the initial temperature 

difference, and L is a characteristic length.  

Dimensional analysis is another useful tool of modern fluid mechanics. It is the 

mathematics of dimensions of quantities [173]. This method was used to reduce the number and 
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 complexity of experimental variables, which affect a given physical phenomenon, by using a 

kind of compacting technique. It was used to make all of the relevant governing equations, such 

as Navier-Stokes, to become non-dimensional, a property that further enhances the speed of the 

computation processes. All of the non-dimensionalization processes are explained step-by-step in 

Appendix-A. 

 
 
Continuity equation 
 
𝜕𝑢
𝜕𝑥

+ 𝜕𝑣
𝜕𝑦

= 0                  (Dimensional)       
 

𝜕𝑈
𝜕𝑋

+ 𝜕𝑉
𝜕𝑌

= 0
                                   (Non-Dimensional)     (4.2) 

 
Concentration equation 
 

𝜌𝑓 �𝜕 𝜕𝐶
𝜕𝑥

+ 𝜕 𝜕𝐶
𝜕𝑦

� = 𝜌𝑓 . 𝐷𝑚 �𝜕2𝐶
𝜕𝑥2 + 𝜕2𝐶

𝜕𝑦2� − 𝜌𝑓 . 𝐷𝑇 �𝜕2𝑇
𝜕𝑥2 + 𝜕2𝑇

𝜕𝑦2�  (Dimensional) 

 𝑅𝑒 �𝑈 𝜕𝐶
𝜕𝑋

+ 𝑉 𝜕𝐶
𝜕𝑌

� = 1
𝑆𝑐

��𝜕2𝐶
𝜕𝑋2 + 𝜕2𝐶

𝜕𝑌2� + 𝛼𝑇 �𝜕2𝜃
𝜕𝑋2 + 𝜕2𝜃

𝜕𝑌2��
  (Non-Dimensional)             (4.3)                                                                       

 

 
Momentum equation 
 

X-direction 

 �𝜕 𝜕𝑢
𝜕𝑥

+  𝜕 𝜕𝑢
𝜕𝑦

� =  −  𝜕𝑝
𝜕𝑥

+  𝜇 �𝜕²𝑢
𝜕𝑥²

+ 𝜕²𝑢
𝜕𝑦²

�                      (Dimensional) 

 

 
𝑅𝑒 �𝑈 𝜕𝑈

𝜕𝑋
+  𝑉 𝜕𝑈

𝜕𝑌
� =   𝜕𝑃

𝜕𝑋
+ �𝜕²𝑈

𝜕𝑋²
+ 𝜕²𝑈

𝜕𝑌²
�
                 ( Non-Dimensional)  (4.4)  

Y-direction 

𝜌𝑓 �𝜕 𝜕𝑣
𝜕𝑥

+  𝜕 𝜕𝑣
𝜕𝑦

� =  −  𝜕𝑝
𝜕𝑦

+  𝜇 �𝜕²𝑣
𝜕𝑥²

+ 𝜕²𝑣
𝜕𝑦²

� − 𝜌𝑓 . 𝑔[𝛽𝑇(𝑇 − 𝑇0) − 𝛽𝐶(𝐶 − 𝐶0)]                                     
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                                                                                                                           (Dimensional) 

 𝑅𝑒 �𝑈 𝜕𝑉
𝜕𝑋

+  𝑉 𝜕𝑉
𝜕𝑌

� =   𝜕𝑃
𝜕𝑋

+ �𝜕²𝑉
𝜕𝑋²

+ 𝜕²𝑉
𝜕𝑌²

� − 𝑅𝑒[𝜃 − 𝑁𝐶]
  (Non-Dimensional)    (4.5)   

 
Energy equation 
 

(𝜌𝐶𝑝)𝑓 � 𝜕 𝜕𝑇
𝜕𝑥

 +  𝜕 𝜕𝑇
𝜕𝑦� =  𝑘𝑓 �𝜕2𝑇

𝜕𝑥2 + 𝜕2𝑇
𝜕𝑦2�    (Dimensional)

 

 

 
𝑅𝑒. 𝑃𝑟 �𝑈 𝜕𝜃

𝜕𝑋
+ 𝑉 𝜕𝜃

𝜕𝑌
� = �𝜕2𝜃

𝜕𝑋2 + 𝜕2𝜃
𝜕𝑌2�

       (Non-Dimensional)               (4.6) 

Surface radiation equation 

 

qr = εσ (T4
amb – T4)                                                                                   

(Dimensional)
                                                             

 

𝑄𝑟 = 𝜀𝑖 �(1 + 𝜃
𝜃0

)4 − ∑ 𝐹𝑖𝑗𝐺𝑗𝑗 �                                               
(Non-Dimensional)        (4.7) 

 

Where, in the above equations, Sc = µ/ρD is the Schmidt number, αT = TDT/D is the 

thermodiffusion factor, Re = (ρo.uo.L)/µ is the Reynolds number, and Pr = ѵ/α is the Prandtl 

number. The aim of this work is to study the distribution of temperature and concentration due to 

the presence of thermodiffusion using the proposed thermodiffusion factor as one of the 

variables within a cavity filled with a Sn-Bi molten metal binary mixture and in the presence of 

surface radiation to ambient and external natural convection. Equations (4.2) to (4.7) were solved 

numerically using the finite element technique to achieve this goal. 
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 4.4 Numerical Modeling of Natural Convection 
 

 Two numerical simulations were carried out on the natural convection of a binary molten 

metal alloy of Sn-Bi mixture enclosed in a cavity incorporating thermodiffusion and heat loss by 

surface radiation to ambient. The flow was assumed to be laminar and incompressible. In this 

simulation, a constant heat source was applied to model the temperature difference at the 

opposing boundaries. Two configurations were studied: top heating and bottom heating, both in a 

rectangular cavity encapsulated by quartz walls. Heat losses by natural convection and surface 

radiation from the vertical walls to the ambient were taken into consideration. Material properties 

for the model are given in Table 4-1. 

 

Table 4 - 1: The physical properties of Sn-Bi mixture at 295℃ [25] and the references therein. 

Physical Properties Symbols Sn-Bi 

Initial Concentration for Sn Ci 0.05 

Dynamic Viscosity η  16×10-3 g.cm-1.s-1 

Density 𝜌 8.325 g.cm-3 

Hot Temp TH 307°C 

Cold Temp TC 283°C  

Conductivity K 0.381 J.s-1.cm-1.k-1 

Specific Heat Capacity Cp 0.1745 J.g-1.k-1 

Prandtl Number Pr 7.33×10-3 

Solutal Expansion Βc 48.02 ×10-4 
Thermal volume expansion βT 1.01×10-4(K-1) 

Kinematic Viscosity 𝜐 1.922×10- cm2.s-1 

Thermal Diffusivity 𝛼 0.2622 cm2.s-1 

Characteristic Velocity uo 0.2622cm.s-1 

Reynolds Number Re 136 

Soret Coefficient ST 0.248(K-1) 

Schmidt Number Sc 101.566 

Thermodiffusion Factor 𝛼𝑇 0.141 
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 4.5 Model Geometry and Boundary Conditions 
 

Figure 4-1 shows the geometry of the rectangular cavity filled with the binary molten 

metal. The cell is 10 mm in the vertical direction with two quartz plates of 1 mm thick, one at the 

bottom and one on the top. The width of the model cell is 3 mm in the horizontal direction with 

two quartz plates of 1 mm thick on each side. The thermal boundary conditions here dictate heat 

losses to the surrounding through radiation and external natural convection from the vertical 

walls. Two cell configurations were considered, one with top heating and one with bottom 

heating. A constant heat source was applied to the top surface in the first simulation, and the hot 

and cold surfaces were reversed in the second simulation. Furthermore, the velocity and the mass 

flux (Ji) at all external walls of the cavity were assumed zero, given that this is a boundary-

driven flow problem.  

 

 

 

 
 
 

        
 

                                                                                 

 

 

 

 

Figure 4 - 1: Computational cell geometry and boundary conditions 
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 4.6 Mesh Sensitivity Analysis 
 

 In general, the final results of the numerical simulations can be sensitive to the mesh size. 

A series of simulations with identical boundary conditions were performed to study the mesh 

sensitivity and to determine the optimal mesh size. The model originally was constructed with 

300 elements and after series of refinements, the model with 4556 elements and 2356 node was 

rendered insensitive to mesh size. In addition, the mesh at the boundary was further refined to 

achieve a greater accuracy of temperature and velocity variation at the boundaries. As the first 

step, a model with a coarse mesh was used to simulate the fluid behaviour. In order to check the 

mesh independency, the mesh was refined.  The process of refining was stopped, as the 

simulation results from the previous simulation to the current simulation did not change by more 

than a few percent. This procedure ensured that the numerical results were not sensitive to the 

mesh size and the results were consistent. 

 

4.7  Results and Discussion 
 

The transport equations combined with the Soret effect were solved in a rectangular 

quartz cell containing a molten Sn-Bi mixture. Dimensionless solutions for the flow with 

different Raleigh numbers for the top and bottom heating cases with thermodiffusion, surface 

radiation, and external natural convection effect are shown in Figures 4-2 to 4-5. The main 

purpose of this study was to investigate the effect of thermodiffusion, surface radiation, and 

external natural convection on heat transfer in a molten Sn-Bi mixture.  

4.7.1 Case 1: Top Heating Condition 
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 Figure 4-2 shows temperature and concentration distribution along the rectangular 

cavity when heating from the top surface. Consequently, the bottom surface was considered to be 

the cold surface. Simulation results revealed that the system is in a purely diffusive regime.   

Thermodiffusion effects showed separation of the solute in the molten metal alloy. Heat losses to 

the environment proved not to have any major effect on the separation process. 

 Figure 4-2 (a) shows the contour plot of the temperature distribution. In Figure 4-2 (b), 

the horizontal axis is the distance along the vertical direction and the vertical axis is the 

temperature distribution.  The temperature decreases linearly from the top surface to the bottom 

surface.  As the graph indicates, the temperature gradient is constant along the vertical walls 

since it is a purely diffusive regime. Figure 4-2 (c) depicts the contour plot of the concentration 

of Sn and Figure 4-2 (d) depicts the distribution of the Sn concentration. In this simulation, the 

initial concentration of Sn was set at 0.05. In the top heating case, thermodiffusion causes the Sn 

component to migrate toward the cold bottom surface and so the Bi migrates to the top heated 

plate. Thus, a linear separation occurs. The thermodiffusion factor is positive for Sn, and a 

positive thermodiffusion factor describes the migration of Sn particles from the hot zone to the 

cold zone [30]. The pattern is displayed in Figure 4-2 showing the Sn concentration increases by 

nearly 4% at the cold zone and decreases by the same amount near the hot zone. However, the 

concentration changes linearly as a function of the height of the cavity. For temperature, the 

concentration distribution is linear with a constant gradient [173].  These results for the variation 

of the temperature in a binary mixture resemble those of a single component fluid in the top 

heating configuration. Radiation and natural convection also did not affect the temperature and 

concentration profiles. 
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  Figure 4-3 shows the effects of natural convection from the outer surfaces of the 

sidewalls and radiation to the ambient on the temperature and concentration distributions. As 

these graphs indicate, in the range of temperatures considered here, the effect of natural 

convection and radiation are negligible. 
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Figure 4 - 2: Temperature and concentration distribution with top heating condition; (a) Lines of constant 
temperature;  (b) Temperature distribution along the cavity height; (c) Lines of constant concentration; (d) 

Concentration variation along the cavity height. 
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(a) 
 

 
 

(b) 
Figure 4 - 3: Comparison of (a) temperature distribution, and (b) Concentration distribution by applying 
surface radiation and external natural convection on vertical walls to the ambient in Sn-Bi filled square 

cavity with thermodiffusion effect at Ra=1000. 

 

4.7.2 Case 2: Bottom Heating Condition 
 

In the case of bottom heating (Rayleigh-Benard configuration), it was studied the effects 

of the Rayleigh number at Ra = 1000, 2000, …, 10000 on the flow structure. In this case, since 
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 the buoyancy force is present, once the flow becomes unstable convective heat transfer becomes 

one of the major modes of heat and mass transfer in the cell.  As the Ra number increases, the 

destabilizing buoyancy force acting upward increases and outweighs the viscous forces and 

thermodiffusion and thereby the flow becomes disturbed and unstable. This is due to the fluid 

particles rising upward from the heated bottom surface as the result of the temperature gradient 

[30]. The circulatory fluid motion in the cell manifests itself as a convective flow. In turn, this 

convective flow causes the temperature and concentration gradient to deviate from linearity. 

Figure 4-4 (a) and Figure 4-4 (b) depict the temperature and concentration distributions, 

respectively, and Figure 4-5 shows the effect of the Ra number on the concentration distribution. 

 Figure 4-4 (a) shows the temperature distribution for 10 different Rayleigh numbers. It 

can be seen that at a Ra number of 1000, the distribution is almost linear, and as Ra increases 

(2000 and higher), the nonlinearity becomes more noticeable. The isotherms show that 

temperature rises from left to right. This is due to the fact the flow is in a counter clockwise 

direction, and the high temperature fluid molecules move upward closer to the right wall and low 

temperature fluid molecules move downward closer to the left wall. Here, thermodiffusion, in 

addition to buoyancy, forces the Sn atoms/ions upward. In contrast, the gravity applies a 

downward force on the Sn atoms, and the resultant total force generates a counter clockwise 

flow. As Figure 4-4 (a) indicates, the temperature variation increases with an increase in the Ra 

number giving rise to a more agitated counter clockwise flow.  

 Figure 4-4 (b) shows the concentration distribution of Sn as the Ra number increases. It 

clearly demonstrates that the concentration distribution closely follows the temperature 

distribution. In this case, Sn atoms migrate from the bottom to the top due to their positive 

thermodiffusion factor, and the concentration of Sn atoms at the top of the cell increases 

https://en.wikipedia.org/wiki/Convective_heat_transfer
https://en.wikipedia.org/wiki/Heat_transfer
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 compared to the bottom. However, the non-linearity of the Sn distribution is due to the 

convective regime, as mixing reduces the separation process. Figure 4-5 graphically shows the 

concentration distribution. This figure clearly demonstrates that as the Ra number increases, the 

concentration distribution asymptotically reaches a uniform distribution at the centre of the 

cavity. From a purely diffusive regime to a convective regime, the concentration distribution of 

Sn changes from a linear to a nonlinear distribution. The strong mixing at the centre of the cavity 

creates a constant Sn concentration with a large solute gradient near the hot and cold walls. Such 

a configuration is not suitable for solidification processes and should be avoided. 

For the Reynolds number of 136 that is characteristic of laminar flow, our results showed 

that the effect of external natural convection and radiation are negligible and the temperature and 

concentration distributions do not vary significantly compared to the insulated wall conditions. 

Also, in the case of bottom heating, when the Ra number is large, internal natural convection is 

dominant, convective flows are strong, and thermodiffusion becomes less important as the 

mixing of the species prevails. 
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Figure 4 - 4: Temperature and concentration distribution in the cell in bottom heating; (a) Constant 
temperature lines in the cavity; (b) Constant concentration lines in the cavity. 
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Figure 4 - 5: Variation of concentration at different Rayleigh numbers in bottom heating. 

 

4.8 Summary 
 
 The focus of this chapter was to study the influence of natural convection and radiation in 

the presence and absence of thermodiffusion on binary molten metals alloys. The finite element 

method was used to simulate the temperature, velocity, and concentration distributions of a 

binary molten alloy of Sn-Bi in a quartz cavity. Here two specific cases were studied: One in 

which the cooling occurs on bottom surface and the other in which the cooling occurs on the top 

surface. External natural convection and surface radiation to the ambient were found to have 

insignificant effects on the distributions of concentration, temperature, and velocity.  
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 CHAPTER FIVE 

 

Influence of Thermodiffusion on the Solidification of Binary Molten Alloys 
Utilizing the Finite Element Method 

 

5.1 Introduction 
 
 

This chapter explains the simulation of the solidification process of a series of binary 

molten metals. At first, finite element (FE) model was constructed using axisymmetric elements 

to represent a three-dimensional cylindrical cavity. The FE model was validated first against 

published work by simulating the results widely accepted in the research community. Once the 

model was validated, it was used to simulate the solidification process for tin-bismuth (Sn-Bi), 

tin-cadmium (Sn-Cd), tin-zinc (Sn-Zn), tin-lead (Sn-Pb), tin-gallium (Sn-Ga), and bismuth-lead 

(Bi-Pb) binary molten metal alloys to study the temperature, velocity, and concentration 

distributions in the presence and absence of the newly proposed thermodiffusion factor.  

The outline of this chapter is as follows: first, the tin-bismuth (Sn-Bi) alloy is modeled 

and the importance of this binary alloy is briefly explained. Then, the natural convection in 

molten metals, the effect of thermodiffusion, governing equations, numerical models, the 

boundary conditions, and results for Sn-Bi is presented. Finally, using the same axisymmetric 

finite element (FE) model, solidification processes for the remaining five alloys were studied and 

the results are explained and discussed.  
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 5.2 Tin-Bismuth (Sn-Bi) Alloy 
 

Amongst various alloys, Sn-Pb is most extensively used for electronic packaging. 

Nevertheless, because Pb causes environmental pollution, Pb-free solders such as Sn-Bi, Sn-Ag, 

and Sn-Zn alloys have been considered to substitute for Sn-Pb solders. Sn-Bi, Sn-Ag, and Sn-Zn 

eutectic and near eutectic alloys were previously used in some industrial applications for their 

particular advantages such as lower process temperatures, compatibility with specific substrates, 

or higher reliability under particular conditions. Particularly, Sn-Bi solder is a low melting point 

lead-free solder designed for use in soldering processes [174-176]. The low melting point of this 

solder makes it appropriate for soldering temperature-sensitive compositions and substrates. 

Moreover, when compared to the Sn-Pb solder, the Sn-Bi solder possesses a greater strength and 

higher creep resistance, but it has a lower ductility. 

For the duration of soldering, the solder alloy melts and therefore reacts with the 

substrate to develop intermetallic compounds at the mutual interface. The growing of interfacial 

reaction products across solid-state aging in solder junctions is of specific attention to the 

electronics industry. Extremely thick reaction layers, which develop between solder and 

substrate can deteriorate the physical and mechanical properties of solder junctions, specifically 

in high-influence load environments. Therefore, it is vital to understand and control the factors 

that control the kinetics of interfacial reactions [177-180]. 

Since this section focuses on the solidification of molten metal alloys, it is necessary to 

study natural convection and thermodiffusion in binary liquid alloys in more detail.  

 

5.3 Natural Convection in Liquid Metals 
 

Convective flow in the liquid phase in the vicinity of a growing solid has been discovered 
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 to have a large effect on the arrangement and composition of the solidified layer. The shape of 

the convection in the molten metal during solidification is similar to that of the convection in a 

liquid without a phase change. There are two variables in the convective flow: the changing 

temperature and the concentration gradient. As the density of most fluids changes with 

temperature, temperature gradients in the melt regularly cause density gradients. Therefore, solute 

convective flow happens with a concentration variation that increases from solute rejection at the 

solid-liquid interface. Therefore, the system is unstable and the flow in the liquid influences the 

heat and mass that move to the solid-liquid interface. This type of flow is assumed to be the reason 

for the macro- and microsegregation that affect the mechanical properties of the resultant solid 

metal. There have been studies that show the fluid motion in the liquid has a big effect on crystal 

growth, and it can also cause considerable changes in the form and properties of the resultant 

crystals [181].  

Natural convection throughout solidification causes macrosegregation formations in 

castings and affects properties such as the size, orientation, and distribution of grain morphology, 

all of which influence the degree of variability in material properties. Improvements to 

solidification technologies rely on a better understanding of convective transport phenomena 

during phase changes and on the improvement of simulation tools. Owing to the release or 

absorption of latent heat during solidification or melting, most phase change problems are 

nonlinear. Exact solutions are only accessible for one-dimensional pure materials [182]. It is also 

challenging to carry out experiments that can simulate the exact conditions that take place in metal 

processing or crystal growth processes. As most of the liquid metal is opaque, it is almost 

impossible to measure the flow pattern within the melt and the liquid-solid phase contact via 

conventional methods such as particle image tracing techniques [1]. 
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 5.4 Effect of Thermodiffusion on Solidification 
 

Currently, nonlinear models are used for many different cases of solidification, but they do 

not consider the Soret effect and temperature-dependent diffusion. Nevertheless, as the liquid 

temperature gradient is often high, thermodiffusion (the Soret effect) must be considered as well. 

The diffusion flux controls the solute gradient in the liquid at a certain growth rate, and 

consequently it also controls the value of the essential super cooling. In numerous cases, 

thermodiffusion may have a strong dependency on composition. For dilute solutions, the 

thermodiffusion flux is related to the average concentration as below [45]: 

 

𝐽 = −𝐷𝛻𝐶 − 𝐷𝑇  (𝑐0 + 𝑐1𝐶)∆𝑇                                                                                    (5.1) 

 

where C and T are the concentration and temperature fields, D is the molecular diffusion 

coefficient, 𝐷𝑇  is the thermodiffusion coefficient, 𝑐0  and 𝑐1  are constants standing for initial 

concentrations. 

The Dufour effect, where concentration gradients affect temperature, is reciprocal to the 

Soret effect, in which temperature gradients alter concentration. Similarly to the Soret effect, the 

Dufour effect is also identified from irreversible thermodynamics. However, in binary liquid 

alloys the Dufour effect is insignificant (this effect is most important in gas mixtures) [183]. In 

general, the diffusion coefficient is not a constant with respect to temperature. This function is 

written in a linear form as follows [184]: 

 

𝐷(𝑇) = 𝐷0 + 𝜕𝐷
𝜕𝑇

(𝑇 − 𝑇𝑚)                                                                                             (5.2) 
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 where 𝐷0  is the molecular diffusion coefficient at the melting temperature 𝑇𝑚  and 𝜕𝐷
𝜕𝑇

 is the 

temperature coefficient. Further, in accordance with nonlinear transport, Eqs. 5.1 and 5.2 will be 

used to analyze solidification processes with a mushy zone. It will also consider solidification 

models that include the Soret effect and temperature-dependent diffusion by cooling from below.  

Currently, despite the comprehensive history of the study of solidification, many features 

of the physics of this phenomenon remain ambiguous. There is no other work for various cases 

that consider the Soret effect and temperature-dependent diffusion numerically for binary molten 

metal alloys. First, it was studied the solidification of Sn-Bi in a cavity, by solving the heat 

transfer, the fluid flow, and species equations using the finite element (FE) in the presence of 

thermodiffusion. To the best of our knowledge, these important details about the thermodiffusion 

effect on solidification of binary molten metals have not been studied. Thus, it was focused our 

attention on addressing the effect of thermodiffusion and material properties on the solidification 

process of binary molten metals. 

 

5.5 Governing Equations 
 

To attain accurate results, the model of the melt flow field should contain the heat transfer 

and phase change, the momentum, the continuity, and mass transport equations. The model 

included the phase change from liquid to solid, both in regards to latent heat and to variable 

physical properties. Due to the existence of an axis of symmetry in the boundary conditions, and 

to reduce the computational time without loss of accuracy and generality in the present study, an 

axisymmetric formulation was adopted. 

The governing equations of composition given in Eqs. 5.3 to 5.16 were used to model the 

mushy region (Figure 5-1). This composition combines liquid and solid and is quantified by their 
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 volume fractions fl and fs, respectively. The liquid molten metal alloy changes from a purely 

liquid to a purely solid region. Solidification appears in front of the cold area such that the solid 

phase is stationary and attaches to cold surface.  

 

 

 

Figure 5 - 1: Schematic of the two-phase nature of a solidifying mushy region [106]. 

 

In geometry, the model used was a cylindrical cavity containing the 35 % Bi and 65 % of Sn. 

Our model for the vertical solidification accounts for the solidification of the liquid phase, 

containing convection and conductive heat transfer with a mushy region phase transition. The 

continuum model was implemented for simulating the solidification of the binary molten metal 

alloys under the following assumptions: 

• All of the properties of the binary molten metal alloys can be found from the properties of 

the components of each phase. 

• The density is steady in each phase but the densities of the two phases are dissimilar. 

• The mushy region is modeled by means of an isotropic permeability method. 

• The phases are in local thermodynamic equilibrium. The phase diagram is employed. 
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 • The buoyancy force is represented by means of the Boussinesq approximation. 

• The flow of the liquid phase is laminar. 

 The heat transport is explained by the following equation [98]: 
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𝜕𝑟

� + 𝜕
𝜕𝑧

�𝑘 𝜕𝑇
𝜕𝑧

� + 𝑆𝑒             (5.3) 

 

where k, 𝜌, and 𝑐𝑝 denotes thermal conduction, density, and specific heat, respectively. The heat 

capacity in the mushy zone is not a constant; it is instead described by the following modified 

equation [90]:  

 

𝑐𝑝 = 175 − 3.2𝐻𝑒𝑎𝜕(𝑇 − 𝑇𝑚; 𝛥𝑇) + 𝐿. 𝛿                                                                      (5.4) 

 

where the last term is taken into account for the release of the latent heat of fusion L. 𝛿 being a 

Gaussian curve defined as below [90]: 

 

𝛿 =
𝑒𝑥𝑝 (−(𝑇−𝑇𝑚)2

𝛥𝑇2 )

𝛥𝑇√𝜋
                                                                                                                    (5.5) 

 

the function 𝐻𝑒𝑎𝜕(𝜕 − 𝜕𝑚; 𝛥𝜕) shown in Eq. 5.4 is a smooth Heaviside step function defined as 

[172]:  

 

𝐻𝑒𝑎𝜕(𝜕 − 𝜕𝑚; 𝛥𝜕) = 0.5 �1 + 𝑡𝑎𝑛ℎ �𝑥−𝑥𝑚
𝛥𝑥

��                                                                           (5.6) 
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 where Δ𝜕 is the transition with between 0 and 1, 𝜕𝑚 is in the middle of this interval, and 𝑇𝑚 in 

Eq. 5.5 is the melting temperature. A similar form of the Heaviside function was applied when the 

temperature dependence of the density and thermal conductivity was taken into account. 

The source terms in the energy equation (Eq. 5.3) are given by following equation [98]: 

 

𝑆𝑒 = 𝐿 𝜕
𝜕𝑡

(𝜌𝑓𝑠) − 𝜕
𝜕𝑡

(𝜌𝑓𝑠(𝑐𝑠 − 𝑐𝑙)𝑇)                                                                               (5.7) 

 

the source term of the solute equation is reliant on whether primary or secondary solidification is 

in progress. 𝑓𝑠  and 𝑓𝑙  are fractions of solid and liquid in the mixture, respectively. Using the 

Navier-Stokes equation in the FE simulation solves for the fluid flow, given by the following 

equations [136]: 

 

r-momentum equation (for radial coordinates) 
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z-momentum equation (for axial coordinates)  
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in the above equations, r is the radial coordinate on the horizontal axis and z is the axial coordinate 

on the vertical axis,  t is time, u and v are the velocity components along the r and z coordinates, 

respectively, T is temperature, 𝜌 is density, 𝜇 is viscosity, P is pressure, 𝑅𝑟 and 𝑅𝑧 are the Darcian 

resistance terms, and 𝐵𝑧 represents the body force.  
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  The Darcian resistance terms and the body force were used in our model for two reasons: 

a) To diminish the velocity at the phase-change interface such that the velocity of the liquid at the 

interface is equal to that of the solidified phase after transition, and b) to include the effects of 

buoyancy. The solidification model was borrowed directly from the model suggested by Voller 

and Prakash [102]. The above governing equations are in an unspecified format for the numerical 

solution of heat and fluid flow problems that include a transient term, a diffusive term, a 

convective term, and a sources term. In this form, the solution to the above problem is achieved by 

the description of the source terms. The 𝑅𝑟  and 𝑅𝑧  source terms were applied to adjust the 

momentum equations in the mushy region. These Darcy sources were applied for modelling the 

influence of the properties of the porosity of the mushy region on the flow field. If it is assumed 

that the Darcy law governs the flow in the mushy region [102], then 

 

 𝜕 = − �𝑘
𝜇

� 𝑔𝑟𝑎𝑑 𝑃                                                                                                             (5.10) 

 

such that k, the permeability, is a function of the porosity. When the porosity decreases, the 

permeability and the surface velocity also decrease, down to a value of zero once the mushy zone 

becomes completely solid. In a numerical model this behaviour can be explained by defining 

sources as follows: 

 

𝑅𝑟 = −𝐴𝜕       and       𝑅𝑧 = −𝐴𝑤                                                                                           (5.11) 

 

Here A increases from zero to a large value, while the local solid fraction 𝑓𝑠 increases from its 

liquid value of 0 to its solid value of 1.  
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  In the liquid region, the sources get a zero value and the momentum equations are in 

terms of real fluid velocities. In the mushy region the value of A increases when the value of the 

sources start to control the transient, convective, and diffusive terms and when the momentum 

equation estimates the Darcy law. When the local solid fraction reaches 1, the sources govern all 

other terms in the momentum equation. This consequently forces the expected surface velocities to 

have values close to zero. For a mushy region phase change, where a porous region is present, one 

can demand a derivation of an appropriate form for the function A. A well-known equation 

extracted from the Darcy law is the Carman-Koseny equation [185]: 

 

 𝐴 = −𝐶 (1−𝑓𝑙 )2

(𝑓𝑙
 3+𝜀)

                                                                                                                    (5.12) 

 

Where fl is the volume fraction of the liquid phase and A and ℰ represent arbitrary constants (A 

should be large and ℇ small to give a proper damping). The fraction of the liquid phase fl is given 

by the following equation [119]: 

 

𝑓𝑙 = �
1

𝑇−𝑇𝑚+∆𝑇
2∆𝑇
0

�
𝑇 > (𝑇𝑚 + ∆𝑇)

(𝑇𝑚 − ∆𝑇) ≤ 𝑇 ≤ (𝑇𝑚 + ∆𝑇)
𝑇 < (𝑇𝑚 − ∆𝑇)

�                                                           (5.13) 

 

 The value of C was determined by the morphology of the porous media. In the current 

study, C was presumed constant and was set to 1.6 × 103. The constant 𝜀 was fixed at 0.001, and 

it was present to prevent division by zero. Note that this 𝜀 in Eq. (5.12) is not the porosity, rather, 

it is an arbitrary number used for the numerical stability of the FE solution. It may be noted that 
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 the selected value of C is large enough to allow for considerable flow in the mushy region at low 

local solid fractions. However, the limiting value of A, i.e., − 𝐶
𝑞
, is large enough to dominate the 

fluid velocities in the solid. This will have the effect of diminishing the flow in the mushy region 

at full solidification. By using the Boussinesq approximation, the body force in the z-momentum 

equation is defined as follows [136]: 

 

𝐵𝑧 = 𝜌0𝑔𝑧�1 − 𝛽𝑇�𝑇 − 𝑇𝑟𝑒𝑓� − 𝛽𝐶(𝐶 − 𝐶𝑟𝑒𝑓)�                                                         (5.14) 

 

where 𝜌0 is the density of the liquid at the reference temperature (𝑇𝑟𝑒𝑓) and the reference solute 

concentration ( 𝐶𝑟𝑒𝑓)  and 𝛽𝑇  and 𝛽𝐶  are the thermal and the solutal expansion coefficients, 

respectively. Other equations used in the simulation were continuity conditions and the mass 

transport equation, and they are defined as follows [136]:  
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Mass transport: 
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Where C is solute concentration, 𝐷𝑚  is molecular diffusion coefficient, and 𝐷𝑇  is the 

thermodiffusion coefficient. The melt solidifies as it cools down in the cavity. This phase change 
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 releases latent heat, which the model includes. Moreover, for molten metal alloys, the phase 

change is often spread out over a temperature range. As the liquid metal solidifies, the material 

properties change significantly. Finally, the model also contains the “mushy region’’ a 

combination of solid and molten material that exists due to a somewhat vast transition temperature 

of the alloy and the solidification kinetics. 

 

5.6 Numerical Model and Boundary Condition 
 

The numerical model was implemented using the commercial software COMSOL4.3b, 

The case under study corresponds to a cylindrical cavity with 100 mm height and 25 mm radius, 

which contains a Sn-Bi mixture that solidifies by cooling from the bottom. 

Figure 5-2 shows the geometry of the cylindrical cavity filled with the binary molten 

metal. It also shows the boundary conditions that were implemented into the FE model. The 

imposed boundary conditions that were used in the FE models were as follows: the top of the 

cavity was the hot surface and the bottom was the cooled surface. The vertical walls were 

adiabatic. The radial heat transfer at the outer surface of the cylinder was taken to be zero. At all 

boundaries, the mass flux was zero. Along the line of symmetry, the gradients of velocities were 

taken to be zero. The numerical values for the properties of the Sn-Bi mixture used in the 

simulation are summarized in Table 5-1. 
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Figure 5 - 2: Schematic diagram of the model for molten alloy. 
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 Table 5 - 1: The Physical Properties of Sn-Bi Molten alloy at 235 °C [25] 
Physical Properties Symbols Sn-Bi 

Initial Concentration for Bi Ci 0.35 

Dynamic Viscosity 𝜇 15.76×10-3 g.cm-1.s-1 

Density 𝜌 7.902 g.cm-3 

Hot Temp TH 300°C 

Cold Temp TC 166°C  

Conductivity K 0.4707 J.s-1.cm-1.k-1 

Specific Heat Capacity Cp 0.19025 J.g-1.k-1 

Temperature of eutectic reaction Teutectic 139°C 

Solutal Expansion Βc 48.02 ×10-4 

Thermal volume expansion βT 1.01×10-4(K-1) 

Kinematic Viscosity 𝜐 1.994×10- 3cm2.s-1 

Thermal Diffusivity 𝛼 0.3132 cm2.s-1 

Characteristic Velocity uo 0.2622cm.s-1 

Eutectic concentration for Sn Ce 0.56 

Soret Coefficient ST 0.243(K-1) 

Melt point of pure solvent (Sn) Tm 231.9°C 

Thermodiffusion Factor 𝛼𝑇 0.141 

 

 

In the mushy region, a fluid of varying composition and density is slowly drawn through a 

network of dendrites by convection and solidification shrinkage. The solidus line, i.e., the 

temperature isotherm, shows a small deformation due to convection. In the region just above the 

mushy zone, a fully liquid metal pool undergoes a stronger convective flow. This flow is setup by 

temperature-induced density differences in an essentially homogeneous liquid. The flow direction, 
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 away from the cold wall, increases the heat loss in this area and hence extends the mushy region. 

The flow in the mushy area will be controlled by the presumed nature of the porosity-permeability 

relationship [180]. The phase diagram of the Sn-Bi system is shown in Figure 5-3. For the Sn-rich 

alloy, the density of the liquid increases with increasing solute content in the mushy zone as 

solidification proceeds from the liquidus to the solidus. The temperature T and the solute 

concentration C are related by the phase diagram. 

  

 

   

 

 

 

 

Figure 5 - 3: Sn-Bi equilibrium phase diagram [180]. 

 

 

5.7 Results and Discussion 
 
          The first step of this research was to validate the FE model. It was achieved by reproducing 

a previously solved problem, that of Singh et al. [143], and comparing the results. At first, it was 

used identical materials, boundary conditions, and governing equations as were used by Singh and 

co-workers. The results of this simulation were similar to the published results indicating our 

model performed correctly. Figure 5-4 and Figure 5-5 depict the comparison of temperatures and 

compositions of this study.  
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Figure 5 - 4: Simulated result for temperature distribution at 25% solidification of Pb-0.35Sn; (a) Our 
reproduced simulation, (b) Extracted from published research. 

 

Figure 5 - 5: Comparison of the simulated result for composition distribution at 25% solidification of Pb-
0.35Sn. 
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  Figure 5-5 shows the comparison of the current simulation and that of Singh et al. [143]. 

It is clear that except for the transition area between the liquid and mushy zone that shows a very 

small discrepancy, the simulation is identical to the published data. The small discrepancy at the 

liquid to mushy transition zone could be attributed to type of solver, or the size and number of the 

element and mesh size. Subsequently, it was used current FE models and applied materials and 

boundary conditions specific to the simulation of interest. At this point the effect of 

thermodiffusion was also included in the model. As previously explained in chapter 4, the same 

mesh sensitivity analysis was performed to ensure the results are independent to the mesh size to 

within 1% tolerance. Furthermore, the same number of iteration and convergence tolerance as 

explained in chapter 4 were applied to simulation of solidification.  

 The porous media–based formulation was used for vertical solidification; the results of 

these simulations are presented in terms of velocity, temperature distribution, fraction of liquid 

phase, and concentration. The most important results of these studies are that flow in the mushy 

region is always driven by flow in the bulk liquid and that a proper model for permeability is 

crucial if the author hope to obtain realistic simulations of solidification. Our preliminary results 

suggest that the nature of the porosity has a significant effect. Simulations were carried out with 

the Carman-Kozeny [185] permeability model. The authors show that the fluid flow developed in 

the liquid metal ahead of the liquidus isotherm under steady-state conditions. It is also shown that 

natural convection has little effect on the mushy zone fluid flow and changes in the composition. 

In bottom-cooled solidification, the temperature increases in the upward direction, and, in most 

cases, the liquid is denser towards the bottom. Hence, the thermal force opposes the upward 

motion of the liquid. It should be noted that the thermal force and concentration force oppose each 
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 other near the mushy-liquid interface, which leads to the reduction of the net flow strength and 

consequently the variation of concentration.  

 For binary systems where the thermodiffusion coefficient of solute is positive, 𝐷𝑇 > 0, and 

rejected solute in the mushy region is heavier than the solvent, the solutal force acts downward 

making both thermal and solutal forces stable. Thermosolutal convection then occurs due to liquid 

build up ahead of a growing solid-liquid interface in the Sn-Bi alloy. An alloy with a lighter solute 

has the solutal force acting in an upward direction and during bottom-cooled solidification molten 

liquid can become unstable. 

 However, by increasing the temperature gradient, the bulk fraction of the solid increases 

and consequently causes the mushy zone thickness to increase. In addition, a positive or negative 

value of 𝐷𝑇 increases or decreases the solidified fraction in mushy region, respectively [139]. In 

the case of 𝐷𝑇 < 0, the mass fluxes caused by the Soret effect and normal diffusion have the same 

direction. That is, the mass outlet from the mushy region becomes greater and increases the 

temperature. In the case of 𝐷𝑇 > 0, both fluxes act in opposite directions, and, as a consequence, 

thermodiffusion assists the growth of the solid fraction. As the solidification progresses, the flow 

field gradually shifts towards the hot wall of the cavity and weakens the flow strength due to the 

spread of the mushy region. When solidification has completed in the cavity, there is no flow 

remaining. The preceding simulation was carried out for two cases, one with and one without 

thermodiffusion, to study the variation of velocity, temperature distribution, fraction of the liquid 

phase, and concentration gradient for both cases. 

5.7.1 Results Excluding the Effect of Thermodiffusion 
 
 Figures 5-6(a) – 5-8(a) show the calculated profiles of various fields at 25 % solidification. 

This solidification was chosen due to the fact that at 25 % solidification the boundaries between 
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 the solid, mushy, and liquid zones were pronounced. These profiles are qualitatively similar to 

those with thermodiffusion. The flow was concentrated near the centre of the cavity and is in an 

upward direction. Thus, the strength of convection is practically negligible at a sufficient distance 

from the centre of the mushy region, as shown in Figure 5-6 (a). The temperature distribution is 

linear for the both solid and liquid regions, but it fluctuates in the mushy zone, as shown in Figure 

5-7 (a). Figure 5-8 (a) shows the fraction of the liquid phase and the variation of the liquid fraction 

between the cold zone and the hot zone. Figure 5-8 (a) also shows the channelling effect that takes 

place at the boundary of the mushy and liquid zones starting from the centre of the cavity to the 

sidewall. The high concentration variation in the region surrounding the channel at the top central 

portion of the cavity is also shown. 

 The average composition variation distribution at the end of solidification in the vertical 

direction is shown in Figure 5-9. The concentration variation increased with a decrease in the 

solidification growth rate and in the mushy region length. The complex nature of the composition 

variation profile was attributed to complex thermosolutal convection in the mushy region. The 

minimum concentration for Bi was 34.46 %, whereas the maximum was 38.63 %. Both the 

maximum and minimum concentrations were located over a small zone of the channel at the top 

central part of the cavity. Towards the top of the cavity, there occurred the onset of channel 

formation, which appeared to form a combination of a local remelting zone in the solid-liquid 

region and caused dendritic growth around the remelted region of higher solute concentration. 

5.7.2 Results Including the Effect of Thermodiffusion 
 
 Figures 5-6 (b) – 5-8 (b) present the velocity magnitude, the temperature distribution, and 

the fraction of the liquid phase, and Figure 5-9 shows the concentration distribution at 25 % 

average solidification. Velocity streamlines of Figure 5-6 (b) were characterized by a weak 
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 upward flow near the left boundary. The velocity range had a higher value as compared to the 

simulation without thermodiffusion. Weak convection was responsible for the low level of 

concentration variation in the vertical solidification. The effect of flow on temperature 

distribution, Figure 5-7 (b), was small considering weak nature of the flow. The strength of the 

convection was not sufficient to bend the isotherm lines, but the fluctuation was present in the 

mushy region.  Figure 5-8 (b) shows the fraction of the liquid phase in the mushy region, which 

was in the bottom half of the cylinder. The average variation of the composition in the vertical 

direction at the end of solidification is shown in Figure 5-9. Due to higher solidification forces and 

lower solidification time, the variation of composition was less in this case when compared to the 

simulation that did not include thermodiffusion, except near the top of cavity. The minimum 

concentration for Bi was 34.86 %, whereas the maximum was 37.95%. In this case, variation of 

the concentration was practically non-existent for most of the solidified alloy. 

5.7.3 Comparison of the Results 
 
 The above result clearly demonstrates the role of thermodiffusion on the evolution of the 

distribution of the composition. Weak flow caused local fluctuation in the composition pattern. 

However, large variations in concentration came through channel formation and supply of solute 

to the liquid region [143]. It should be noted that the variation in concentration was directly linked 

with the top portion of the mushy zone interacting with the liquid. The distribution and extent of 

concentration variation greatly depended on the nature of the convective flow in the mushy-liquid 

interface. For vertical solidification, the driving force for flow was small and was concentrated 

near the mushy-liquid interface [96, 143]. For bottom-cooling solidification, the dendrites aligned 

vertically, and there was a region near the dendritic tip free of branching, and thus highly 
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 permeable [143]. This permitted flow instabilities to grow. Such a highly permeable region near 

the mushy zone seemed crucial in changing of composition during vertical solidification.  

The comparison of average composition variation at the end of solidification for the two 

cases showed that the case with thermodiffusion resulted in the minimum concentration variation. 

Conversely, for the case without thermodiffusion, a higher concentration variation was obtained. 

Our simulations show that relative changes in composition, as seen in Figure 5-9, caused by the 

Soret effect for minimum ranges of concentration between two cases was 1.16 and for maximum 

ranges was -1.76. The relative change between the two cases is defined as follows:  

Relative Change= Max/min value of C (thermodiffusion) - max /min of C (without thermodiffusion)
 max / min value of C (without thermodiffusion)

×100            (5.17)                                  

 

 

Figure 5 - 6: Simulated result for streamlines at 25 % solidification of Sn-Bi; (a) without thermodiffusion 
simulation, (b) with thermodiffusion. 
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Figure 5 - 7: Simulated result for temperature distribution at 25 % solidification of Sn-Bi; (a) without 
thermodiffusion simulation, (b) with thermodiffusion 

 

Figure 5 - 8: Simulated result for liquid fraction at 25 % solidification of Sn-Bi; (a) without 
thermodiffusion simulation, (b) with thermodiffusion. 
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Figure 5 - 9: Simulated result for composition distribution at 25 % solidification of Sn-Bi; (a) without 
thermodiffusion simulation, (b) with thermodiffusion. 

 

 Figure 5-10 shows the comparison of the temperature distribution calculated at a point 50 

mm above the cooling zone for the two cases. The two distributions were identical in shape but 

have different solidification times. Thermodiffusion acted as a thermal force and promoted a faster 

cooling of the binary molten metal mixture. This naturally caused a faster solidification process. 

Since there was a redistribution of solute between the two phases during solidification, the 

temperature of the liquid varied as depicted in Figure 5-10. However, the effect of thermodiffusion 

was very small and resulted in an approximately 5 % decrease in solidification time. Figure 5-11 

shows the liquid fraction as a function of time for the two solidification simulations. 

Thermodiffusion played no role until the first layer of solid had been formed, at which time the 

model with thermodiffusion began to show faster solidification. In other words, the volume 

fraction of liquid in the model with thermodiffusion was smaller when compared to the model 

without thermodiffusion. 
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Figure 5 - 10: The time dependence temperature at the point z = 50 mm above the bottom of the cavity for 
two cases; without /with thermodiffusion. 

 

 

Figure 5 - 11: The line dependence of volume fraction of liquid phase at point z = 50mm above the 
bottom of the cavity for two cases; without /with thermodiffusion. 
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 5.8 Influence of Material Properties on Solidification Progress 
 

Material properties and equilibrium phase diagrams govern thermosolutal convection in a 

significant way. Here a critical study of the role of material properties alone on the thermosolutal 

convection is presented by simulating solidification of tin-cadmium (Sn-Cd), tin-zinc (Sn-Zn), tin-

lead (Sn-Pb), tin-gallium (Sn-Ga), and bismuth-lead (Bi-Pb) binary systems in the presence of 

thermodiffusion. In all of the binary systems considered here, the solute is lighter than the solvent 

except for Sn-Ga. Thus, the thermodiffusion coefficients for Sn-Cd, Sn-Zn, Sn-Pb and Bi-Pb 

alloys are negative (𝐷𝑇 < 0). The physical properties pertaining to these systems are listed in 

Table 5-2. In order to carry out a meaningful comparative study, the geometry of the cavity and 

boundary conditions were kept identical for all of the binary materials considered here, including 

Sn-Bi. The initial concentration for these binary molten metals was selected based on Table 3-5 (in 

chapter 3). In Table 5-2, N signifies the importance of the ratio of solutal buoyancy to thermal 

buoyancy in the mushy phase in the presence of solute rejection, and it is defined by the following 

expression [140]: 

 

𝑁 = 𝛽𝐶
𝑚𝛽𝑇

                                                                                                       (5.18) 

 

where m is the slope of the liquidus. It is important to note that the actual process is governed by 

the interaction of energy, momentum, and concentration transport.  

5.8.1 Simulation and Results 
 

Similar to the case of Sn-Bi, finite element simulations of the solidification process for Sn-

Cd, Sn-Zn, Sn-Pb, Bi-Pb, and Sn-Ga were carried out. The solidification simulations were 
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 performed for two cases, one with and one without thermodiffusion for all of the aforementioned 

binary molten alloys. Figures 5-12(a) to 5-16(a) show the simulations without thermodiffusion and 

Figures 5-12(b) to 5-16(b) show the simulations with the effect of thermodiffusion included.   

 

Table 5 - 2: The Physical properties of binary molten alloys at 235ºC [165] 

Physical Properties Symbols Sn-Cd Sn-Zn Sn-Ga Sn-Pb Bi-Pb 

Initial Concentration  Ci 0.5 0.5 0.5 0.5 0.5 

Dynamic Viscosity (g.cm-1.s-1) 𝜇 21x10-3 24x10-3 11.5x10-3 26.1x10-3 9.42x10-3 

Density (g.cm-3) 
 

7.46 6.74 6.41 10.6 10.56 

Hot Temp (K) TH 573 573 573 573 573 

Cold Temp (K) TC 439 439 439 439 439 

Conductivity (J.s-1.cm-1.k-1) K 0.823 0.92 0.543 0.2125 0.216 

Specific Heat Capacity (J.g-1.k-1) Cp 0.23 0.31 0.28 0.172 0.141 

Temperature of eutectic reaction (K) Teutectic 449 472 302.78 456 397 

Solutal Expansion 𝛽𝐶  48.02x10-6 3x10-3 8.4x10-5 0.364x10-3 2.83x10-2 

Thermal volume expansion (K-1) βT 31x10-6 30.2x10-5 9.85x10-5 1.09x10-4 21.15x10-3 

Kinematic Viscosity (cm2.s-1) 
 

2.83x10-3 4.38x10-3 1.8x10-3 2.5x10-3 0.89x10-3 

Thermal Diffusivity  (cm2.s-1) 
 

0.4793 0.438 0.301 0.116 0.144 

Characteristic Velocity (cm.s-1) uo 0.4793 0.438 0.301 0.116 0.144 

Eutectic concentration Ce 0.335 0.13 0.923 0.74 0.45 

Soret Coefficient (K-1) ST 0.7 0.722 0.174 0.0204 0.025 

Buoyancy Ratio N 1.54 9.93 0.85 3.3 1.33 

Melt point of pure solvent (K) Tm 504.9 504.9 504.9 504.9 544.4 

Thermodiffusion Factor 𝛼𝑇 -0.398 -0.4099 0.99 -0.1753 -0.26 

 

Figures 5-12 to 5-15 show transient flow at 25 % solidification for Sn-Zn, Sn-Pb, Sn-Cd 

and Bi-Pb binary molten metal. These binary molten metals have 𝛽𝐶 > 𝛽𝑇  or |𝑁| > 1 . The 

simulation showed that the flow field resulted in a higher concentration variation pattern. 

Furthermore, when thermodiffusion was included, there was an even higher variation of 

concentration in the flow pattern. As solidification progressed, the flow became very weak at the 

boundary between the mushy zone and liquid zone. Finally, there is no flow at the end of 
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 solidification. The velocity range of the cases without thermodiffusion had a higher value when 

compared to the simulations with thermodiffusion. For Sn-Zn, Sn-Pb, Sn-Cd, and Bi-Pb cases 

𝐷𝑇 < 0 (including thermodiffusion), which means that the mass fluxes caused by the Soret effect 

and normal diffusion have the same direction. Thus, the mass flux had a higher value in the mushy 

region, which in turn caused a greater temperature.  

Figure 5-16 shows the velocity distribution for the Sn-Ga FE simulation. It can be seen that 

the flow in the mushy region became very weak. The flow field was shifted towards the hot wall 

of the cavity and weakened in the mushy region. Figure 5-16 also shows that the velocity was 

higher when thermodiffusion was included. This could be attributed to the fact that DT is greater 

than 0.  
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Figure 5 - 12: Simulated result for streamlines at 25 % solidification of Sn-Zn; (a) without 

thermodiffusion simulation, (b) with thermodiffusion. 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 5 - 13: Simulated result for streamlines at 25 % solidification of Sn-Pb; (a) without 
thermodiffusion simulation, (b) with thermodiffusion. 
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Figure 5 - 14: Simulated result for streamlines at 25 % solidification of Sn-Cd; (a) without 

thermodiffusion simulation, (b) with thermodiffusion. 

 
 

 

 

 

 

 

 

 

 

 
 

Figure 5 - 15: Simulated result for streamlines at 25 % solidification of Bi-Pb; (a) without 
thermodiffusion simulation, (b) with thermodiffusion. 
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Figure 5 - 16: Simulated result for streamlines at 25 % solidification of Sn-Ga; (a) without 
thermodiffusion simulation, (b) with thermodiffusion. 

 

Figures 5-17(a) to 5-21(a) show the simulation without thermodiffusion and Figures 5-

17(b) to 5-21(b) show the simulation with the effect of thermodiffusion included. Figures 5-17 to 

5-20 depict the temperature distributions for Sn-Cd, Sn-Zn, Sn-Pb, and Bi-Pb whereas Figure 5.21 

shows that of Sn-Ga.  

In Figures 5-17 to 5-20, the temperature was higher when thermodiffusion was included. 

This was due to a higher value of mass flux in the mushy region. The temperature distribution 

across the cavity (lateral direction) was nearly constant in both the solid and liquid zones. On the 

other hand, in the mushy zone, the temperature varied from the centre of the cavity to the adiabatic 

wall. 
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Figure 5 - 17: Simulated result for temperature distribution at 25 % solidification of Sn-Zn; (a) without 
thermodiffusion simulation, (b) with thermodiffusion. 

 
 
 
 
 
 

 
 

Figure 5 - 18: Simulated result for temperature distribution at 25 % solidification of Sn-Pb; (a) without 
thermodiffusion simulation, (b) with thermodiffusion. 
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Figure 5 - 19: Simulated result for temperature distribution at 25 % solidification of Sn-Cd; (a) without 
thermodiffusion simulation, (b) with thermodiffusion. 

 

Figure 5 - 20: Simulated result for temperature distribution at 25 % solidification of Bi-Pb; (a) without 
thermodiffusion simulation, (b) with thermodiffusion. 

 

Figure 5-21 shows the temperature distribution of Sn-Ga. On average, the temperature 

decreased when the thermodiffusion effect was included, which was opposite to the earlier four 
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 cases. This was attributed to DT being greater than 0. A positive DT caused an increase in the 

solidification growth rate and a higher solid fraction. Figure 5-22 shows the progress of 

solidification for all of the binary alloy systems (Sn-Zn, Sn-Pb, Sn-Cd, Bi-Pb, and Sn-Ga) 

including thermodiffusion. The progress of solidification was similar for four of the binary molten 

metals (Sn-Zn, Sn-Pb, Sn-Cd, and Bi-Pb), but slightly differed for the Sn-Ga system.  

 

 

Figure 5 - 21: Simulated result for temperature distribution at 25 % solidification of Sn-Ga; (a) without 
thermodiffusion simulation, (b) with thermodiffusion. 
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Figure 5 - 22: Progress of solidification for binary molten metals; Sn-Zn, Sn-Pb, Sn-Cd, Bi-Pb, and Sn-
Ga. 

 

Figures 5-23 to 5-27 show the comparison of the average concentration variation along the 

height of the cavity for the cases with and without thermodiffusion included. This comparison was 

carried out for the aforementioned five binary molten metals. The average composition variation at 

the end of solidification for the five cases showed that the thermodiffusion had only a small effect 

on concentration variation. For the binary molten metals of Sn-Zn, Sn-Pb, Sn-Cd, and Bi-Pb, 

Figures 5-23 to 5-26, including thermodiffusion in the FE simulations increased the variation in 

concentrations. This was attributed to the fact that DT was less than zero. Conversely, for the case 

of Sn-Ga, Figure 5-27, the thermodiffusion decreased the variation in concentration.  
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Figure 5 - 23: Simulated result for composition distribution at 25 % solidification of Sn-Zn; (a) without 
thermodiffusion simulation, (b) with thermodiffusion. 

 

 

Figure 5 - 24: Simulated result for composition distribution at 25 % solidification of Sn-Pb; (a) without 
thermodiffusion simulation, (b) with thermodiffusion. 
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Figure 5 - 25: Simulated result for composition distribution at 25 % solidification of Sn-Cd; (a) without 
thermodiffusion simulation, (b) with thermodiffusion. 

 

 

Figure 5 - 26: Simulated result for composition distribution at 25 % solidification of Bi-Pb; (a) without 
thermodiffusion simulation, (b) with thermodiffusion. 
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Figure 5 - 27: Simulated result for composition distribution at 25 % solidification of Sn-Ga; (a) without 
thermodiffusion simulation, (b) with thermodiffusion. 

 

5.8.2 Discussion of Results 
 

The effect of the material properties on thermosolutal convection and consequently on the 

concentration variation is clearly evident from the comparative study of the aforementioned 

binary molten metals. The simulations for the solidification of Sn-Zn, Sn-Pb, Sn-Cd, and Bi-Pb 

binary molten metals were carried out. These binary molten metals have 𝛽𝐶 > 𝛽𝑇 or |𝑁| > 1. As 

such, the concentration force played a significant role in convection. The concentration force 

assisted the thermal force in causing a disturbance to the flow and making it unstable. This flow 

field resulted in a higher concentration variation pattern. Moreover, when thermodiffusion was 

included, the DT became negative, which resulted in a higher variation of concentration in the 

flow pattern.  
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 Velocity streamlines were shown by a weak upward flow near the centre of the cavity. 

The velocity range in the cases without thermodiffusion had higher values compared to the 

simulations with thermodiffusion. Positive or negative values of 𝐷𝑇 increased or decreased the 

solidified fraction in the mushy region, respectively.  

In the cases that 𝐷𝑇 > 0, thermal and solutal fluxes acted in opposite directions, and, as a 

consequence, thermodiffusion assisted the growth of the solid fraction. The flow in the mushy 

region became very weak. As solidification progressed, the flow field gradually shifted towards 

the hot wall of the cavity and weakened in strength due to the spread of the mushy region in the 

cavity. Macrosegregation gradually built up with the progress of solidification. As for the 

macrosegregation, it was seen that there was depletion of solute along the right wall and 

deposition of solute along the middle of the cavity. The downward thermal force near the mushy 

zone took the solute with it and deposited it near the middle of the cavity [102]. The dominance 

of the thermal force over the concentration force for Sn-Ga binary molten metal was observed, 

which was due to |𝑁| < 1. The fluid was well mixed in the cavity except in the mushy zone. 

Table 5-3 tabulates the percent variation in all five cases. The minimum and maximum 

variations in concentration were calculated using Eq. 5.17.  

 

Table 5 - 3: Variation of concentration for five binary molten metals for with and without thermodiffusion 
effect 

Alloy Initial 
concentration 

Without 
Thermodiffusion 
Min             Max 

With 
Thermodiffusion 
Min             max 

Min 
Variation  

Max 
Variation  

Sn-Zn 0.5 0.4845 0.7955 0.4465 0.8635 -7 % 8% 
Sn-Pb 0.5 0.4745 0.7755 0.4665 0.8435 -1% 8% 
Sn-Cd 0.5 0.4845 0.7555 0.4765 0.8135 -1% 7% 
Bi-Pb 0.5 0.4875 0.7555 0.4865 0.7635 -3% 1% 
Sn-Ga 0.5 0.4805 0.7635 0.4875 0.7455 1% -2% 
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Table 5-3 shows that the concentration variation was small in the case of Sn-Ga. The 

reason is partly due to its DT being greater than zero, and its N being smaller than one. Note that N 

is the ratio of solutal buoyancy to thermal buoyancy. Having small solutal buoyancy gives 

relatively smaller Raleigh numbers and high resistance to flow in the mushy zone [142]. On the 

other hand, in the cases of Sn-Zn, Sn-Pb, Sn-Cd, and Bi-Pb concentration variations were higher. 

The variation in concentration is directly related to the value of N: the higher the value of N, the 

higher the value of the concentration variation [139].  

Thus, it is seen that the material properties affect the thermosolutal convection and 

consequently the concentration variation in a very significant way. The role of the buoyancy ratio 

(N), both its magnitude and sign, during the evolution of the composition change was 

demonstrated through a comparative study. 

 

5.9 Summary 

 The finite element method was used to construct a 2D axisymmetric model of 3D 

cylindrical cavity.  The finite element model was validated against existing published research. 

Subsequently, appropriate boundary conditions were implemented for Sn-Bi, Sn-Cd, Sn-Zn, Sn-

Pb, Sn-Ga, and Bi-Pb binary molten metal mixtures. The finite element simulation revealed that 

for positive thermodiffusion (DT > 0 and N < 1), the presence of thermodiffusion results in a 

uniform distribution of concentrations during the solidification process. On the other hand, when 

thermodiffusion is negative (DT < 0 and N > 1), the quality of the solidified alloy is poor as 

compared to the case when DT is positive and consequently results in a more non-uniform 

concentration distribution.  
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 CHAPTER SIX 

 

Summary, Conclusion, and Future Work 

 

6.1 Summary 
 

This research work was performed primarily to study the solidification of binary molten 

metals in the presence of thermodiffusion. This work was carried out in three steps in 

chronological order.  

First, it was proposed an improved expression for the thermodiffusion factor, which was 

derived based on the models of Eslamian and Maier. The thermodiffusion factors of Sn-Bi, Sn-

Zn, Sn-Pb, Sn-Cd, Sn-Ga, and Bi-Pb were estimated using the proposed expression. The 

numerical values were compared to experimental data and many well-known research data.  It 

was shown that the proposed expression gave numerical values with greater accuracy when 

compared to other proposed expressions and when compared to experimental data. The 

numerical and experimental values are summarized in Tables 3-4 and 3-5.  

In the second step, the proposed thermodiffusion factors were implemented into the finite 

element (FE) model of Sn-Bi binary molten metal, and it was also included external natural 

convection and surface radiation to ambient. The effects of natural convection and surface 

radiation and thermodiffusion were included in FE simulation to examine their effect on velocity, 

temperature, and concentration distribution of Sn-Bi molten metal alloy in a rectangular quartz 

cavity. It was determined that the external natural convection and surface radiation to ambient 

has no significant effect and could be omitted. 

In the third step, it was focused on the main purpose of this research work, which was 
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 simulation of the process of solidification of the aforementioned binary molten metals. The 

author constructed an FE model for a cylindrical cavity and validated the model by reproducing 

an accepted published result. Next, the effect of external natural convection and surface radiation 

to ambient were determined negligible thus, the author did not include these phenomena in the 

FE simulations, and their attention was focused primarily on the effect of thermodiffusion.  It 

was determined that in solidification processes, the effect of thermodiffusion needs to be 

included as its effect is notable on the concentration distribution. 

 

6.2 Conclusion 
 

Here, finite element method was used to simulate the solidification process of six binary 

molten metals and the following were determined:  

• A model was proposed to predict the thermodiffusion factor for binary molten metal 

alloys. The proposed model was based on the assumption that there are three forces 

acting on ions: A thermal gradient, an induced concentrated gradient, and an induced 

electric field. The proposed model is within the framework of linear non-equilibrium 

thermodynamics and considers the thermodiffusion factor in terms of the net heats of 

transport of the electronic and ion-ion thermal interactions.  

• Numerical simulations were carried out using the proposed thermodiffusion factor to 

investigate the effect of surface radiation and external natural convection in a rectangular 

quartz cavity filled with Sn-Bi. Here two specific cases of bottom heating and top heating 

were studied. In both cases, the surface radiation and external natural convection had 

negligible effects on velocity, temperature, and concentration distributions.  



 

125 

 • It was concluded that bottom heating promotes the convective flow that in turn causes the 

temperatures and concentrations to become dependent on the Ra number. With an Ra 

number between 1000 and 2000, convective flows start to develop in the cell.  

• Thermodiffusion produces a separating effect in binary mixtures in the top heating case, 

whereas in the bottom heating case, thermodiffusion is only effective in low Ra number 

conditions. With large Ra numbers, natural convection is present and dominant, while 

thermodiffusion becomes a secondary effect.   

• At first, numerical simulations based on the governing equations were used to examine 

the behaviour of Sn-Bi molten metal during vertical solidification in a 2D-axisymmetric 

FE model of a cylindrical cavity. The FE model was validated and the formation of flow 

field and its effect on temperature distribution, fraction of the liquid phase, and 

concentration distribution were predicted for two cases of with and without 

thermodiffusion included.  

• Thermodiffusion modifies the mass transfer and has a slight effect on the temperature and 

velocity distributions. However, the velocities in both cases are very small and generally 

are not considered.  

• The solid phase fraction in a mushy zone as well as the height of the mushy zone in 

vertical direction increased as the result of including thermodiffusion in the simulations. 

In the case without the effect of thermodiffusion, there was a higher tendency for 

variation in average composition along the vertical direction.  

• The solidification of five additional binary molten metals in the presence and absence of 

thermodiffusion were examined. The effect of material properties on thermosolutal 

convection and consequently on the concentration variation is clearly evident from the 
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 comparative study that was carried out on the five aforementioned binary molten metals. 

The following conclusions are drawn from this work: 

 For Sn-Zn, Sn-Pb, Sn-Cd, and Bi-Pb, DT is negative, thus the molecular diffusion 

and thermal diffusion have the same direction. More specifically, the thermal force 

assists the concentration force, and the flow field is unstable.  

 In Sn-Ga and Sn-Bi binary molten metals, the thermal force opposes the 

concentration force, and the flow is more stable. Additionally, the variation of 

concentration is lower in these systems than in the other systems. 

 In the cases of Sn-Ga and Sn-Bi, the range of composition variation along the 

cavity in the presence of thermodiffusion is less than the case without 

thermodiffusion.  

 In contrast, the composition variation for Sn-Zn, Sn-Pb, Sn-Cd, and Bi-Pb in the 

presence of thermodiffusion is increased. The concentration variation increases as 

the ratio of solutal buoyancy to thermal buoyancy (N) increases. It was 

demonstrated that during the solidification of Sn-Zn, Sn-Pb, Sn-Cd, and Bi-Pb, the 

solutal force has a significant role in  thermosolutal convection.  

• There are few other factors that could potentially influence the concentration variation such 

density or melting point. Here, it was concluded that the effect of thermodiffusion is more 

pronounced in solidification, and it has provided a more realistic picture of the flow and of 

the composition patterns. Thus, it is undesirable to invoke such simplification in 

solidification by neglecting thermodiffusion.       
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 6.3 Future Work 
 

The preceding presented here has outlined the effect of thermodiffusion as well as the effect of 

natural convection and surface radiation for solidification of binary molten metals in a 

cylindrical cavity. Future work could involve: 

• Experimental evaluation of solidification of binary molten metals studied numerically. 

• Finite element simulation to evaluate the solidification process of ternary molten metals. 

• Application of current work in manufacturing of solar panels 

• The current research results could further be used in material processing industry 
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APPENDIX A 

 

Non-Dimensionalization 

 

A.1 Introduction 
 

As described in chapter 4, the dimensionless forms of the governing equations are more suitable 

for the computing purposes where and when the time is of the essence.  

Frank White [187] defined the dimensional analysis as: a method for decreasing the number and 

complexity of experimental variables that influences a given physical phenomenon, by applying 

a kind of compacting technique.” The author, also, expressed the Principle of Dimensional 

Homogeneity (PDH) as: If an equation truly states an appropriate relationship between variables 

in physical procedure, it will be dimensionally homogenous; that is, each of its additive terms 

will have the same dimensions. Dimensionless parameters have many advantages, some of them 

are: less number of variables, saving time and money by reducing the number of experiments, 

simulations and/or communications. Increasing the fundamental variables regards to typical 

values and forming dimensionless parameters offers an amount of the relative importance of the 

several terms in the equations and identifies the governing physical phenomena [187]. 

The dimensionless parameters used to change equations (3.1) to (3.14) to the dimensionless form 

are illustrated appendix (B). In the non-dimensional examination, some other parameters 

develop, such as the Reynolds number Re, the Prandtl number Pr, and Schmidt number Sc. The 

non-dimensional equations for fluid layer are: 
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 A.2 Dimensionless Form of Governing Equations 
 

The governing equations are rendered dimensionless by using the following non-dimensional 

variables : 

𝑅𝑒 = √𝐺𝑟 

𝑃𝑟 =
𝐶𝑝𝜇

𝑘
 

𝐺𝑟𝑐 =
𝑔𝛽𝑐∆𝐶𝐿3

𝜗2  

 

𝐺𝑟𝑇 =
𝑔𝛽𝑇∆𝐶𝐿3

𝜗2  

𝜕0 = �𝑔𝛽𝑇 . 𝛥𝑇. 𝐿 

𝑁 =
𝛽𝐶

𝛽𝑇
 

𝐷𝑚 =
1

𝑅𝑒. 𝑆𝑐
 

 

The detailed and step-by-step non-dimensionalization of all the governing equations is discussed 

as follow.  

The continuity equation of fluid dynamics is a mathematical form which states that mass is 

always conserved in fluid systems regardless the complexity or direction of flow.  

𝜕𝑢
𝜕𝑥

+ 𝜕𝑣
𝜕𝑦

+ 𝜕𝑤
𝜕𝑧

= 0                       (A.1)  

𝜕𝑈
𝜕𝑋

+ 𝜕𝑉
𝜕𝑌

+ 𝜕𝑊
𝜕𝑍

= 0                                                                                                             (A.2) 
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 Navier-Stokes equations can be used to represent the momentum balance equations for the flow 

in the fluid layer. The momentum balance equation in the X – direction can be expressed as 

follows: 

𝜌 �𝜕𝑢
𝜕𝑡

+ 𝜕 𝜕𝑢
𝜕𝑥

+  𝜕 𝜕𝑢
𝜕𝑦

+ 𝑤 𝜕𝑢
𝜕𝑧

� =  −  𝜕𝑝
𝜕𝑥

+  𝜇 �𝜕²𝑢
𝜕𝑥²

+ 𝜕²𝑢
𝜕𝑦²

+ 𝜕²𝑢
𝜕𝑧²

�                (A.3) 

 

Substitute the dimensional variables and then get:  

 

𝜌𝑓

⎣
⎢
⎢
⎢
⎡𝜕(𝑈. 𝜕0)

𝜕(𝑡. 𝐿
𝜕0

)
+ (𝑈. 𝜕0)

𝜕(𝑈. 𝜕0)
𝜕(𝑋. 𝐿) + (𝑉. 𝜕0)

𝜕(𝑈. 𝜕0)
𝜕(𝑌. 𝐿) + (𝑊. 𝜕0)

𝜕(𝑈. 𝜕0)
𝜕(𝑍. 𝐿)

= −  
𝜕 �𝑃. 𝜇. 𝜕0

𝐿 �
𝜕(𝑋. 𝐿) + 𝜇 �

𝜕
𝜕(𝑋. 𝐿)

.
𝜕(𝑈. 𝜕0)
𝜕(𝑋. 𝐿)

+
𝜕

𝜕(𝑌. 𝐿)
.
𝜕(𝑈. 𝜕0)
𝜕(𝑌. 𝐿)

+
𝜕

𝜕(𝑍. 𝐿)
.
𝜕(𝑈. 𝜕0)
𝜕(𝑍. 𝐿)

 �

⎦
⎥
⎥
⎥
⎤
 

                                                                                                                                                   (A.4) 

 

𝜌𝑓
𝜕0

2

𝐿
�
𝜕𝑈
𝜕𝑡

+ 𝑈
𝜕𝑈
𝜕𝑋

+ 𝑉
𝜕𝑈
𝜕𝑌

+ 𝑊
𝜕𝑈
𝜕𝑍

� = −𝜇𝜕0
𝜕𝑃
𝜕𝑋

+ 𝜇
𝜕0

𝐿2 �
𝜕2𝑈
𝜕𝑋2 +

𝜕2𝑈
𝜕𝑌2 +

𝜕2𝑈
𝜕𝑍2 � 

                                                                                                                                                   (A.5) 

Multiply by 
𝐿2

𝜇.𝑢0
 : 

and then get the non-dimension form of mentioned equation : 

 

𝑅𝑒 �𝜕𝑈
𝜕𝑡

+ 𝑈 𝜕𝑈
𝜕𝑋

+ 𝑉 𝜕𝑈
𝜕𝑌

+ 𝑊 𝜕𝑈
𝜕𝑍

� = − 𝜕𝑃
𝜕𝑋

+ �𝜕2𝑈
𝜕𝑋2 + 𝜕2𝑈

𝜕𝑌2� (A.6)                                                                                                                                        

Momentum equation in Y-Direction: 
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 In the Y – direction, and because there is a buoyancy-driven flow induced by temperature 

differences and should be considered in computation, the momentum balance equation includes 

the Boussinesq approximation. The Boussinesq approximation states that the difference of a fluid 

density is too small and can be ignored except when it multiplied by the term of gravity 

acceleration (g), and then the difference can be considered. The Boussinesq approximation can 

be expressed as:  

ρf  = ρo.g [βT(T-To) –βC (C-Co)]                                                            (A.7) 

 

From equation (A.7), it can be noted that the fluid density is a linear function of both, fluid 

temperature and concentration. The momentum balance equation in the Y – direction can be 

expressed as follows: 

𝜌𝑓 �
𝜕𝜕
𝜕𝑡

+ 𝜕
𝜕𝜕
𝜕𝜕

+  𝜕
𝜕𝜕
𝜕𝜕

+ 𝑤
𝜕𝜕
𝜕𝑧� =  −  

𝜕𝑝
𝜕𝜕

+  𝜇 �
𝜕²𝜕
𝜕𝜕²

+ 
𝜕²𝜕
𝜕𝜕²

+ 
𝜕²𝜕
𝜕𝑧²

� − 𝜌𝑓 . 𝑔[𝛽𝑇(𝑇 − 𝑇0) − 𝛽𝐶(𝐶 − 𝐶0)] 

                                                                                                                                                   (A.8) 

Substitute the dimensional variables and then get: 

 

𝜌𝑓 �
∂(V.𝜕0)

∂ �𝑡. 𝐿
𝜕0

�
+(U.𝜕0)

∂(V.𝜕0)
∂(X.L)

+ (V.𝜕0)
(∂V.𝜕0)
∂(Y.L)

+(W.𝜕0)
∂(V.𝜕0)
∂(Z.L)

� = - 
∂( 𝑃. 𝜇. 𝜕0

𝐿 )
∂(Y.L)

+ μ �
𝜕

𝜕(𝑋. 𝐿)
.
𝜕(𝑉. 𝜕0)
𝜕(𝑋. 𝐿)

+
𝜕

𝜕(𝑌. 𝐿)
.
𝜕(𝑉. 𝜕0)
𝜕(𝑌. 𝐿)

+
𝜕

𝜕(𝑍. 𝐿)
.
𝜕(𝑉. 𝜕0

𝜕(𝑌. 𝐿)
� − 𝜌𝑓 . 𝑔[𝛽𝑇(𝑇 − 𝑇0) − 𝛽𝐶(𝐶 − 𝐶0)] 

 

(A.9) 
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 𝜌𝑓 .
𝜕0

2

𝐿
�
𝜕𝑉
𝜕𝑡

+ 𝑈
𝜕𝑉
𝜕𝑋

+ 𝑉
𝜕𝑉
𝜕𝑌

+ 𝑍
𝜕𝑉
𝜕𝑍

�

= −𝜇.
𝜕0

𝐿2 .
𝜕𝑃
𝜕𝑌

+
𝜇. 𝜕0

𝐿
�
𝜕2𝑉
𝜕𝑋2 +

𝜕2𝑉
𝜕𝑌2 +

𝜕2𝑉
𝜕𝑍2� − 𝜌𝑓 . 𝑔[𝛽𝑇 . 𝛥𝑇. 𝜃 − 𝛽𝐶 . ∆𝐶. 𝐶] 

(A.10) 

multiply both sides by 𝐿2

𝜇.𝑢0
  and then get : 

𝑅𝑒 �
𝜕𝑉
𝜕𝑡

+ 𝑈
𝜕𝑉
𝜕𝑋

+ 𝑉
𝜕𝑉
𝜕𝑌

+ 𝑊
𝜕𝑉
𝜕𝑍

�

= −
𝜕𝑃
𝜕𝑌

+ �
𝜕2𝑉
𝜕𝑋2 +

𝜕2𝑉
𝜕𝑌2 +

𝜕2𝑉
𝜕𝑍2� −

𝜌. 𝑔. 𝐿2

𝜇. 𝜕0
[𝛽𝑇 . ∆𝑇𝜃 − 𝛽𝐶 . ∆𝐶. 𝐶] 

(A.11) 

 

And 

𝜌2. 𝑔. 𝐿3. 𝛽𝑇 . ∆𝑇. 𝜃
𝜇. 𝜕0. 𝜌. 𝐿

−
𝜌2. 𝑔. 𝐿3. 𝛽𝑇 . ∆𝐶. 𝐶

𝜕0. 𝜌. 𝐿
=

𝐺𝑟𝑇

𝑅𝑒
𝜃 −

𝐺𝑟𝑐

𝑅𝑒
𝐶 

(A.12) 

𝑁 =
𝐺𝑟𝑐

𝐺𝑟𝑇
 

and then : 

𝑅𝑒 �
𝜕𝑉
𝜕𝑡

+ 𝑈
𝜕𝑉
𝜕𝑋

+ 𝑉
𝜕𝑉
𝜕𝑌

+ 𝑊
𝜕𝑉
𝜕𝑍� = −

𝜕𝑃
𝜕𝑌

+ �
𝜕2𝑉
𝜕𝑋2 +

𝜕2𝑉
𝜕𝑌2 +

𝜕2𝑉
𝜕𝑍2� +

𝐺𝑟𝑇

𝑅𝑒
[𝜃 − 𝑁𝐶] 

(A.13) 

Lastly in the Z direction: 

𝜌 �𝜕𝑣
𝜕𝑡

+ 𝜕 𝜕𝑤
𝜕𝑥

+  𝜕 𝜕𝑤
𝜕𝑦

+  𝑤 𝜕𝑤
𝜕𝑧

� = −  𝜕𝑝
𝜕𝑥

+ 𝜇 �𝜕²𝑤
𝜕𝑥²

+ 𝜕²𝑤 
𝜕𝑦²

+ 𝜕²𝑤
𝜕𝑧²

�                          (A.14) 

     



 

133 

 The thermal energy conservation equation for the fluid layer becomes as follows: 

 

(𝜌𝐶𝑝)𝑓 �𝜕𝑇
𝜕𝑡

+  𝜕 𝜕𝑇
𝜕𝑥

 +  𝜕 𝜕𝑇
𝜕𝑦

+ 𝑤 𝜕𝑇
𝜕𝑧� =  𝑘𝑓 �𝜕2𝑇

𝜕𝑥2 + 𝜕2𝑇
𝜕𝑦2 + 𝜕2𝑇

𝜕𝑦2�     (A.15) 

                                                  A     

Term (A) is the rate of change of the temperature within the medium due to the convection of 

fluid into it. Once multiplied by (ρcp)f , it becomes the rate of change of thermal energy per unit 

volume of fluid, due to convection.  

Non-dimension form of energy equation: 

(𝜌. 𝐶𝑝)𝑓 �
𝜕(∆𝑇. 𝜃)

𝜕 𝑡. 𝐿
𝜕0

+ (𝑈. 𝜕0)
𝜕(∆𝑇. 𝜃)
𝜕(𝑋. 𝐿) + (𝑉. 𝜕0)

𝜕(∆𝑇. 𝜃
𝜕(𝑌. 𝐿) + (𝑊. 𝜕0)

𝜕(∆𝑇. 𝜃)
𝜕(𝑍. 𝐿)

�

= 𝐾𝑓 �
𝜕2(∆𝑇. 𝜃)
𝜕(𝑋. 𝐿)2 +

𝜕2(∆𝑇. 𝜃)
𝜕(𝑌. 𝐿)2 � 

(A.16) 

(𝜌. 𝐶𝑝)𝑓 �
∆𝑇. 𝜕0

𝐿
� �

𝜕𝜃
𝜕𝑡

+ 𝑈
𝜕𝜃
𝜕𝑋

+ 𝑉
𝜕𝜃
𝜕𝑌

+ 𝑊
𝜕𝜃
𝜕𝑍

� =
𝐾𝑓 . ∆𝑇

𝐿2 �
𝜕2𝜃
𝜕𝑋2 +

𝜕2𝜃
𝜕𝑌2 +

𝜕2𝜃
𝜕𝑍2� 

(A.17) 

multiply both sides by 𝐿2

𝐾𝑓.∆𝑇
 and then get : 

𝜌𝑓 . 𝐿. 𝜕0. 𝐶𝑝𝑓 . 𝜇
𝜇. 𝐾𝑓

�
𝜕𝜃
𝜕𝑡

+ 𝑈
𝜕𝜃
𝜕𝑋

+ 𝑉
𝜕𝜃
𝜕𝑌

+ 𝑊
𝜕𝜃
𝜕𝑍

� = �
𝜕2𝜃
𝜕𝑋2 +

𝜕2𝜃
𝜕𝑌2� 

(A.18) 

 𝑅𝑒. 𝑃𝑟 �
𝜕𝜃
𝜕𝑡

+ 𝑈
𝜕𝜃
𝜕𝑋

+ 𝑉
𝜕𝜃
𝜕𝑌

+ 𝑊
𝜕𝜃
𝜕𝑍

� = �
𝜕2𝜃
𝜕𝑋2 +

𝜕2𝜃
𝜕𝑌2 +

𝜕2𝜃
𝜕𝑍2� 

(A.19) 
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 The mass (concentration) balance equation in fluid layer can expressed as follows: 

 

Mass Equation: 

 

𝜌𝑓 �
𝜕𝐶
𝜕𝑡

+ 𝜕
𝜕𝐶
𝜕𝜕

+ 𝜕
𝜕𝐶
𝜕𝜕

+ 𝑤
𝜕𝐶
𝜕𝑧

� = 𝜌𝑓 . 𝐷𝑚 �
𝜕2𝐶
𝜕𝜕2 +

𝜕2𝐶
𝜕𝜕2 +

𝜕2𝐶
𝜕𝑧2 � − 𝜌𝑓 . 𝐷𝑇 �

𝜕2𝑇
𝜕𝜕2 +

𝜕2𝑇
𝜕𝜕2 +

𝜕2𝑇
𝜕𝑧2 � 

(A.20) 

Substitute the dimensional variables and then get: 

 

𝜌𝑓 �
∆𝐶. 𝜕0

𝜕 𝑡. 𝐿
𝜕0

+ (𝑈. 𝜕0)
∆𝐶. 𝜕𝐶
𝜕(𝑋. 𝐿) + (𝑉. 𝜕0)

∆𝐶. 𝜕𝐶
𝜕(𝑌. 𝐿) + (𝑊. 𝜕0)

∆𝐶. 𝜕𝐶
𝜕(𝑍. 𝐿)

� 

 = 𝜌. 𝐷𝑚 �
𝜕2(∆𝐶. 𝐶)
𝜕(𝑋. 𝐿)2 +

𝜕2(∆𝐶. 𝐶)
𝜕(𝑌. 𝐿)2 +

𝜕2(∆𝐶. 𝐶)
𝜕(𝑍. 𝐿)2 � − 𝜌𝐷𝑇 �

𝜕2(∆𝑇. 𝜃)
𝜕(𝑋. 𝐿)2 +

𝜕2(∆𝑇. 𝜃)
𝜕(𝑌. 𝐿)2 +

𝜕2(∆𝑇. 𝜃)
𝜕(𝑍. 𝐿)2 � 

(A.21) 

 

multiply both sides by ( 𝐿
𝜌𝑓.∆𝐶.𝑢0

) and then get : 

𝜕𝐶
𝜕𝑡

+ 𝑈
𝜕𝐶
𝜕𝑋

+ 𝑉
𝜕𝐶
𝜕𝑌

+ 𝑊
𝜕𝐶
𝜕𝑍

=
𝐷𝑚

𝜕0. 𝐿
�
𝜕2𝐶
𝜕𝑋2 +

𝜕2𝐶
𝜕𝑌2 +

𝜕2𝐶
𝜕𝑍2� −

𝐷𝑇 . ∆𝑇
𝐿. 𝜕0. ∆𝐶

�
𝜕2𝜃
𝜕𝑋2 +

𝜕2𝜃
𝜕𝑌2 +

𝜕2𝜃
𝜕𝑍2� 

(A.22) 

    𝐴 = 𝐷𝑚.𝜐
𝜕0.𝐿.𝜐 �𝜕2𝐶

𝜕𝑋2 + 𝜕2𝐶
𝜕𝑌2 + 𝜕2𝐶

𝜕𝑍2� = 1
𝑆𝑐.𝑅𝑒 �𝜕2𝐶

𝜕𝑋2 + 𝜕2𝐶
𝜕𝑌2 + 𝜕2𝐶

𝜕𝑍2� 
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   𝐵 = 𝐷𝑇.∆𝑇
𝐿.𝜕0.∆𝐶 �𝜕2𝜃

𝜕𝑋2 + 𝜕2𝜃
𝜕𝑌2 + 𝜕2𝜃

𝜕𝑍2� = 𝐷𝑚.𝑆𝑇.∆𝑇
𝐿.𝜕0.∆𝐶 �𝜕2𝜃

𝜕𝑋2 + 𝜕2𝜃
𝜕𝑌2 + 𝜕2𝜃

𝜕𝑍2� = 𝛼
𝑆𝑐 .𝑅𝑒 �𝜕2𝜃

𝜕𝑋2 +

𝜕2𝜃
𝜕𝑌2 + 𝜕2𝜃

𝜕𝑍2� 

 

 

𝜕𝐶
𝜕𝑡

+ 𝑈
𝜕𝐶
𝜕𝑋

+ 𝑉
𝜕𝐶
𝜕𝑌

+ 𝑊
𝜕𝐶
𝜕𝑍

=
1

𝑆𝑐. 𝑅𝑒
�
𝜕2𝐶
𝜕𝑋2 +

𝜕2𝐶
𝜕𝑌2 +

𝜕2𝐶
𝜕𝑍2� −

𝛼
𝑆𝑐 . 𝑅𝑒

�
𝜕2𝜃
𝜕𝑋2 +

𝜕2𝜃
𝜕𝑌2 +

𝜕2𝜃
𝜕𝑍2� 

(A.23) 
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 APPENDIX B 

 

Heaviside Function 

 

B.1 Introduction 
 
As described in chapter 5, COMSOL Metaphysics uses sets of partial differential equations to 

solve a wide range of engineering problems. COMSOL employs a set of built-in modes to 

perform numerical analysis in several areas of physics, including fluid mechanics, acoustics, 

diffusion, structural mechanics, electromagnetics, and heat transfer. Multiple physics modes can 

be joint with each other or with user created differential equations to consider complex problem 

that experience changes in multiple ways.  

 

B.2 Heaviside Function 
 
There are multiple techniques of representing a delta throughout a finite domain. Two techniques 

were discovered: the linear interpolation technique and the smooth Dirac delta function 

technique. The linear interpolation technique demonstrates the heat capacity of the material over 

phase change as a linear increase to a maximum followed by a linear decrease at an identical but 

negative slope back to the original value. Indicating the maximum heat capacity needs first 

verifying the temperature span of the phase transition. When the range is fixed, matching the 

integral of heat capacity through the final melting temperature span to the given latent heat value 

define the maximum heat capacity value. This technique has already been used in COMSOL to 

pure materials with point melting temperature adjusted from study of the heat capacities of 
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 biological materials. The Heaviside step function is a mathematical function signified H(x), or 

sometimes θ(x) or u(x)  [188], and also accepted as the “unit step function”. The term “Heaviside 

step function” and its symbol can denote either a piecewise constant function or a generalized 

function. 

 

 
 
 
 
When explained as a piecewise constant function, the Heaviside step function is known by 

 

 𝐻(𝜕) = �

0 𝜕 < 0
1
2

𝜕 = 0
1 𝜕 > 0

� 

[189]. The plot above depicts this function (left figure), and how it would develop if showed on 

an oscilloscope (right figure). 

When expressed as a generalized function, it can be stated as a function 𝜃(𝜕)   such that 

∫ 𝜃(𝜕)∅′(𝜕)𝑑𝜕 = −∅ (0)                                                                                  (B.1) 

For ∅′(𝜕) the derivative of a adequately smooth function ∅(𝜕)  that declines sufficiently rapidly 

[190]. Heaviside generalized function might be presents as HeavisideTheta, when using UnitStep 

http://mathworld.wolfram.com/PiecewiseConstantFunction.html
http://mathworld.wolfram.com/GeneralizedFunction.html
http://mathworld.wolfram.com/GeneralizedFunction.html
http://mathworld.wolfram.com/GeneralizedFunction.html
http://reference.wolfram.com/mathematica/ref/HeavisideTheta.html
http://reference.wolfram.com/mathematica/ref/UnitStep.html


 

138 

 to state the piecewise function Piecewise ��{1, 𝜕 ≥ 0}��  (which, it should be noticed, accepts 

the convention 𝐻(0) = 1 rather than the conventional definition 𝐻(0) = 1
2
). 

The shorthand note 𝐻𝑐(𝜕) ≡ 𝐻(𝜕 − 𝑐) is sometimes also applied. 

The Heaviside step function is correlated to the boxcar function by Π(𝜕) = 𝐻 �𝜕 + 1
2
� − 𝐻 (𝜕 −

1
2
) 

and can be expressed in terms of the sign function by 𝐻(𝜕) = 1
2

[1 + 𝑠𝑔𝑛(𝜕)] 

The derivative of the step function is shown by 𝑑
𝑑𝑥

𝐻(𝜕) = 𝛿(𝜕), 

Where 𝛿(𝜕)  is the delta function [191]. 

The Heaviside step function is associated to the ramp function 𝑅(𝜕)  by 𝑅(𝜕) = 𝜕 𝐻(𝜕), 

and to the derivative of  𝑅(𝜕) by 𝑑
𝑑𝑥

𝑅(𝜕) = 𝐻(𝜕). The two are also linked through 𝑅(𝜕) =

𝐻(𝜕) ∗ 𝐻(𝜕) where * indicates convolution. 

Bracewell [192] gives several identities, some of which include the following. Letting * indicates 

the convolution, 𝐻(𝜕) ∗ 𝑓(𝜕) = ∫ 𝑓(𝜕′)𝑑𝜕′𝑥
−∞  

𝐻(𝑡) ∗ 𝐻(𝑡) = ∫ 𝐻(𝜕)𝐻(𝑡 − 𝜕)𝑑𝜕∞
−∞ = 𝐻(0) ∫ 𝐻(𝑡 − 𝜕)𝑑𝜕∞

0 = 𝐻(0)𝐻(𝑡) ∫ 𝑑𝜕1
0 = 𝑡𝐻(𝑡)  

(B.2) 

in addition 𝐻(𝑎𝜕 + 𝑏) = 𝐻 �𝜕 + 𝑏
𝑎

� 𝐻(𝑎) + 𝐻 �−𝜕 − 𝑏
𝑎

� 𝐻(−𝑎) = �
𝐻 �𝜕 + 𝑏

𝑎
� 𝑎 > 0

𝐻 �−𝜕 − 𝑏
𝑎

� 𝑎 < 0
 

                                                                                                                                           (B.3) 
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 𝐻(𝜕) = 𝑙𝑖𝑚
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(B.4) 

Where 𝑒𝑟𝑓𝑐(𝜕)  is the erfc function, 𝑠𝑖(𝜕)  is the sine integral, 𝑠𝑖𝑛𝑐(𝜕) is the Sinc function, and 

Λ(𝜕)  is the one-argument triangle function. The first four of these are explained above for 

𝑡 = 0.2, 0.1, and 0.01. 

Obviously, any monotonic function with continuous unequal horizontal asymptotes is a 

Heaviside step function under suitable scaling and possible indication. The Fourier transform of 

the Heaviside step function is defined by: 

  𝐹[𝐻(𝜕)] = ∫ 𝑒−2𝜋𝑖𝑘𝑥𝐻(𝜕)𝑑(𝜕) = 1
2

�𝛿(𝜕) − 𝑖
𝜋𝑘

�∞
−∞                                         (B.5) 
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