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Abstract

Empirical Mode Decomposition and
Analysis of Non-Stationary Cardiac Signals

c©Nastaran Rahnama, 2013
Master of Applied Science in the Program of Electrical and Computer Engineering,

Ryerson University

Each year 400,000 North Americans die from sudden cardiac death (SCD). T- wave alter-
nans (TWA) refers to an alternating pattern in the T-wave portion of the surface electrocardiogram
(ECG) and has been shown as a risk stratifier for SCD. These subtle changes in the T-waves are in
the micro-volt scale and ambulatory ECG recordings usually contain biological noise. Also, data
non-stationarity owing to heart rate variability and the amplitude variability in TWA magnitude
can limit the accuracy of the detection techniques. This necessitates the need for robust detection
algorithms for processing such non-stationary data.

In this thesis, we have proposed an Empirical Mode Decomposition (EMD) based scheme
combined with the Instantaneous Frequency (IF). EMD decomposes the signal into several mono-
component signals called Intrinsic Mode Functions (IMFs). IF extracted from these IMFs provides
an accurate estimate of time varying frequency components and hence can aid during character-
ization of TWAs. In order to validate the performance of the proposed detection technique, the
feature vectors extracted from the IMFs were fed to a linear discriminant analysis (LDA) classifier.
The performance assessment was carried out using two datasets: (a) Synthetic TWAs: 72 signals
obtained from publicly accessible Physionet database and (b) TWAs from patients: 55 ambulatory
ECG signals obtained from the Toronto General Hospital. Using an unbiased leave-one-out cross
validation strategy, maximum overall classification accuracies of 86.1% and 81.8% were achieved
for TWA detection from synthetic and ambulatory ECG recordings respectively.

In addition, the usability of the proposed technique has been investigated to assess its suitability
for addressing another cardiovascular problem stroke. Atrial Fibrillation (AF) has been identified
as a risk factor to increase the chances of stroke. The most common method in studying the
complex AF electrograms is to employ dominant frequency (DF) analysis; however, due to signal
non-stationarity DF does not always provide the best estimate of the atrial activation rate. As a
result, analyzing the electrograms via EMD and IF has been investigated as the second contribution
of this work.

iii



Acknowledgments

I would like to express my gratitude to my supervisor, Professor Sri Krishnan for his wonderful
guidance, useful comments and engegement through the learning process of this master thesis.
Without his continued encouragement and support, this research would not have been possible.

I wish to express my sincere gratitude to Dr. Vijay Chauhan for providing this opportunity to
collaborate with his team at Toronto General Hospital. I would like to aknowledge Adrian Suszko
for his wonderful assistance in providing the T- Wave Alternans database.

I also would like to thank my fellow colleagues from the Signal Analysis Research (SAR)
group and Ryerson University who supported me in every aspect during the completion of my
studies.

Last but not least, I would like to acknowledge my parents, brother Nima, and my sister Roxana
for their continual support and encouragement which has given me the ability to pursue my goals
with confidence.

iv



Contents

1 Introduction, Problem Definition and Literature Review 1
1.1 Overview of Cardiovascular System . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Electrophysiology of the Heart Beat . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 Atrial Fibrillation Arrhythmia . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.3 T- Wave Alternans . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.1 Risk of Stroke and Embolic . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.2 Risk of Sudden Cardiac Death (SCD) . . . . . . . . . . . . . . . . . . . . 8
1.2.3 Need for Non-stationary Signal Analysis . . . . . . . . . . . . . . . . . . 8

1.3 Background and Literature Survey . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3.1 Signal Analysis in Atrial Fibrillation . . . . . . . . . . . . . . . . . . . . . 9
1.3.2 Signal Analysis in TWA . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.4 Contribution and Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . 14

2 Empirical Mode Decomposition (EMD) and Instantaneous Frequency 16
2.1 Signal Categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Instantaneous Frequency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.2.1 Instantaneous Frequency via Hilbert Transform . . . . . . . . . . . . . . . 21
2.3 Hilbert- Huang Transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.3.1 Intrinsic Mode Functions (IMFs) . . . . . . . . . . . . . . . . . . . . . . 22
2.3.2 EMD Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.4 Instantaneous Frequency from IMF . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5 Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.5.1 Extracted Features( Hjorth Descriptors) . . . . . . . . . . . . . . . . . . . 28
2.6 Pattern Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.6.1 Linear Discriminant Function . . . . . . . . . . . . . . . . . . . . . . . . 30
2.6.2 Fisher Linear Discriminant Analysis . . . . . . . . . . . . . . . . . . . . . 31
2.6.3 Leave- One- Out Method Cross Validation . . . . . . . . . . . . . . . . . . 32
2.6.4 Classification Accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.6.5 ROC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.7 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

v



3 T-wave Alternans Detection via Instantaneous Frequency 36
3.1 Data Pre-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.1.1 QRS Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.1.2 Baseline Correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.2 Synthetic TWA Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2.1 MIT-BIH Normal Rhythm Database . . . . . . . . . . . . . . . . . . . . . 41
3.2.2 T- wave Alternans Generator . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.3 Intrinsic Mode Functions (IMFs) . . . . . . . . . . . . . . . . . . . . . . 42
3.2.4 Instantaneous Frequency . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.5 Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.6 Classification Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.7 Comparative Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.3 Robustness of EMD in Data Non-Stationarity . . . . . . . . . . . . . . . . . . . . 52
3.3.1 TWA Amplitude variations . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3.2 Physiological Data Non-Stationarity . . . . . . . . . . . . . . . . . . . . . 55
3.3.3 Additive White Gaussian Noise . . . . . . . . . . . . . . . . . . . . . . . 56
3.3.4 Artifacts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.4 Real TWA Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.4.1 UHN Database . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.4.2 Evaluate TWA Detection using EMD Approach . . . . . . . . . . . . . . 67
3.4.3 Classification Result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.5 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4 Analysis of Intracardiac AF signals via Instantaneous Frequency 69
4.1 What is Dominant Frequency (DF) . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.2 Analysis of AF intracardiac electrogram using Dominant Frequency . . . . . . . . 71

4.2.1 Influence of Phase Change on DF . . . . . . . . . . . . . . . . . . . . . . 72
4.2.2 Influence of Amplitude Change on DF . . . . . . . . . . . . . . . . . . . . 73

4.3 Analysis of AF using EMD and IF . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.4 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5 Discussion and Future Works 80
5.1 Summary of Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.2 Summary of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

A List of Publications 93

vi



List of Figures

1.1 Relation of the cardiac action potential to the body surface electrocardiogram.
Atrial depolarization is responsible for the P wave. The QRS complex begins with
endocardial depolarization and ends with epicardial depolarization. The T wave is
created by the repolarization of all ventricular myocytes but specifically ends with
the final repolarization of the endocardial cells. - Figure adapted with permission
from The American Physiological Society: Physiological reviews( Nerbonne and
Kass [1]), c©copyright 2005. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 4- sec ECG recordings of heart under (a) Normal Condition (b) Atrial Fibrillation.
Note the absence of P wave and irregular RR intervals in AF recording. Recordings
are from PhysioNet [2] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 (a) An example of ECG signal containing a T wave alternans pattern where the
variations in the T wave happen every other beat. (b) The difference between
successive T waves are called TWA magnitude. Recording is from PhysioNet [3] . 7

1.4 Existing techniques used for TWA detection: Time Domain techniques includes:
Correlation Method (CM) and Modified Movign average (MMA); Transform Do-
main techniques include: Spectral Method (SM), Complex Demodulation (CD),
Periodicity, and Poincare mapping;Time Frequency technique includes: Non-negative
Matrix Factorization (NMF) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.5 Organization of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1 (a) 5- sec sinusoidal signal ; (b) Instantaneous frequency of the sinusoid in (a); (c)
0.5- sec linear chirp signal (d) Instantaneous frequency of the linear chirp signal in
(c) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2 Schematic of signal decomposition into set of IMFs and residue using EMD . . . . 23
2.3 A 5- sec normal rhythm ECG signal x(t) in black ; IMF distribution from scale 1 to

scale 8 in blue ; and the residue signal in red. ECG recording is from PhysioNet [3] 25
2.4 The schematic of LDA for 2 group classifier (H0 and H1) and 2-D feature space

(f1 and f2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.1 Signal Processing steps for QRS detection: (I) Raw ECG Signal; (II) Bandpass
Filter Output; (III) Differentiation of the filtered ECG; (IV) Absolute value of the
filtered derivative; (V) Result of moving window integration. Recordings are from
PhysioNet [2] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

vii



3.2 Baseline correction of an ECG segment: (a) Uncorrected ECG (blue) and the cubic
spline interpolation( red) and R-peak detection (pink)- (b) Corrected ECG after
subtraction of the spline. Annotations are done as follows: QRS end ( red) , T end(
black), QRS onset(green) Recordings are from PhysioNet [2] . . . . . . . . . . . . 40

3.3 Schematic of the TWA detection algorithm using EMD . . . . . . . . . . . . . . . 40
3.4 (a) A representative portion of a 64 beat ECG segment. The red, black, and green

dot represent QRSend,Tend, and QRSonset respectively. (b) The first 25 T- waves
in the beat- domain. The up down oscillations in amplitude are indicative of alternans. 43

3.5 IMFs comparison for ECG signal with Positive TWA, and ECG signal with Nega-
tive TWA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.6 ROC for Synthetic TWA classification using 3 features - AUC: 0.69 . . . . . . . . 47
3.7 ROC for Synthetic TWA classification using 27 features - AUC: 0.72 . . . . . . . 49
3.8 Receiver operating curves for four methods are plotted . In this analysis, ECGs

without added TWA are considered negative, while the ECGs with added TWA of
5 µV are considered positive. The area under the ROC for NMF- Adaptive SM,
Adaptive SM, SM, and EMD are 0.98, 0.91, 0.73, and 0.72 respectively. [3] . . . . 51

3.9 TWA measurement accuracy in synthetic ECGs using proposed algorithm as a
function of increasing TWA Amplitude . . . . . . . . . . . . . . . . . . . . . . . 55

3.10 Block diagram of noise addition to T- wave alternans . . . . . . . . . . . . . . . . 56
3.11 TWA measurement accuracy in synthetic ECGs using proposed algorithm as a

function of increasing SNR. Noise is additive white Gaussian. . . . . . . . . . . . 57
3.12 TWA measurement accuracy in synthetic ECGs using proposed algorithm as a

function of increasing SAR. Noise was simulated by adding muscle artifact. . . . . 59
3.13 TWA measurement accuracy in synthetic ECGs using proposed algorithm as a

function of increasing SAR. Noise was simulated by adding electrode motion arti-
fact. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.14 A sample annotated 12 lead ECG signal categorized as positive TWA from UHN
database . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.1 (a) Arbitrary signal y(t) = 2cos (200t) +sin (100t) and (b) Power Spectral Density
of signal in (a) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.2 10- sec bipolar signal recorded from the proximal tip of the catheter placed at the
annulus of the inferior vena cava- Signal is from Physionet [2] . . . . . . . . . . . 72

4.3 (a) 2- sec bipolar signal recorded from the proximal tip of the catheter placed at the
annulus of the inferior vena cava (b) zero-padded signal in (a) ; (c)Power spectral
density of the zero-padded signal with dominant frequency of 6.55 Hz. . . . . . . . 73

4.4 (a) Sinusoidal signal x(t) = sin(5t) and (b) corresponding DF of 5 Hz . . . . . . . . 74
4.5 (a) Sinusoidal signal x(t)=sin(5t) with phase change occurs at t= 1.5 sec and (b)

Change in power spectral density causes DF to deviated to 4.6 Hz . . . . . . . . . 75
4.6 (a) ,(c), (d) 2-seconds of intracardiac AF signal with varied amplitudes and their

corresponding power spectral densities with the peak showing the dominant fre-
quencies of 6.6 Hz, 6.55 Hz, 6.5 Hz at (b), (d) , (f) respectively. . . . . . . . . . . . 76

viii



4.7 EMD decomposition of the Intacardiac AF signal showing the original signal in
black; IMFs 1 to 10 in blue; and the residue in red. . . . . . . . . . . . . . . . . . 77

4.8 Column (a) IMFs 6 to 8 from top to bottom; column (b) the Instantaneous Frequen-
cies corresponding to IMFs 6 to 8 ; column (c) power spectral densities correspond-
ing to IMFs 6 to 8 ( Note that frequency axis in column c has been normalized) . . 78

4.9 Original Intra cardiac AF signal in Blue; Partial reconstructed signal from IMF6
and higher in Red . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

ix



List of Tables

1.1 AF Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

3.1 List of ECG records in MIT-BIH NSRDB and the mean Heart Rate in first 64-beats 41
3.2 Confusion matrix containing the number of correct classified TWA signals either

as Positive TWA or Negative TWA ( using 3 features only) . . . . . . . . . . . . . 47
3.3 Confusion matrix containing the number of correct classified TWA signals either

as Positive TWA or Negative TWA ( using 27 features only) - TWA Amplitude of
5 µV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.4 Comparison of TWA detection rates between existing methods with the proposed
method (EMD)- In this analysis, ECGs without added TWA are considered nega-
tive, while the ECGs with added TWA of 5 µV are considered positive [3] . . . . . 50

3.5 Confusion matrix containing the number of correct classified TWA signals either
as Positive TWA or Negative TWA ( using 27 features ) - TWA Amplitude of 1 µV 53

3.6 Confusion matrix containing the number of correct classified TWA signals either
as Positive TWA or Negative TWA ( using 27 features ) - TWA Amplitude of 2 µV 53

3.7 Confusion matrix containing the number of correct classified TWA signals either
as Positive TWA or Negative TWA ( using 27 features ) - TWA Amplitude of 3 µV 54

3.8 Confusion matrix containing the number of correct classified TWA signals either
as Positive TWA or Negative TWA ( using 27 features ) - TWA Amplitude of 4 µV 54

3.9 medical condition of the heart based on LVEF percentage. . . . . . . . . . . . . . 62
3.10 Clinical characteristics of the study population. . . . . . . . . . . . . . . . . . . . 63
3.11 Detailed Clinical characteristics of the study population. . . . . . . . . . . . . . . 65
3.12 Detailed clinical characteristics of the study population.( Cont’d) . . . . . . . . . . 66
3.13 Confusion matrix for Real- Data containing the number of correct classified TWA

signals either as Positive TWA or Negative TWA ( using 39 features) . . . . . . . 68

x



List of Abbreviations
Abbr. Full Name

AF Atrial Fibrilation
AV Atrioventricular
BIC Bayesian Information Criterion
CD Complex Demodulation
CM Correlation Method
DCM Dilated
DF Dominant Frequency
ECG Electrocardiogram
EM Electrode Motion
EMD Empirical Mode Decomposition
EEMD Ensemble Empirical Mode Decomposition
HHT Hilbert Huang Transform
HS Hilbert Spectral
ICD Implantable Cardioverter Defibrillator
ICM Ischemic
IF Instantaneous Frequency
IMF Intrinsic Mode Function
ITD Intrinsic Time-scale Decomposition
LDA Linear Discriminant Analysis
LOO Leave One Out
LVEF Left Ventricular Ejection Fraction
MA Muscle Artifact
MMA Modified Moving Average
NMF Non-negative Matrix Factorization
RID Reduced Interface Distribution
SA Sinoatrial
SAR Signal to Artifact Interface
SCD Sudden Cardiac Death
SM Spectral Method
SNR Signal to Noise Ratio
SPSS Statistical Package for the Social Science
SPWVD Smoothed Pseudo Wigner-Ville Distribution
STFT Short Time Fourier Transform
SWVD Pseudo Wigner-Ville Distribution
TF Time Frequency
TFD Time Frequency Distribution
TWA T Wave Alternans
WVD Wigner-Ville Distribution

xi



List of Symbols

Symbol Meaning
exp (x) Exponential of x
+TWA T- wave alternans positive
-TWA T- wave alternans negative

xii



Chapter 1

Introduction, Problem Definition and
Literature Review

CARDIOVASCULAR disease is defined as any diseases or injuries of the cardiovascular sys-

tem. Stroke which is the result of a blood flow problem in the brain is also considered a

form of cardiovascular disease. Since 1952, cardiovascular death rate in Canada has decreased by

75% and nearly 40% in the past decade. This is largely due to the advances in surgical procedures,

medicine therapies and prevention efforts (Statistics Canada, 2011c). However, heart disease and

stroke remain two of the three leading cause of death in Canada. In 2008, cardiovascular disease

account for 29% of all death in Canada.

1.1 Overview of Cardiovascular System

Cardiovascular or the circulatory system is the system that allows blood to travel through the body.

Cardiovascular system consists of the heart, blood vessels, and blood.

• Heart: Heart is the organ that supplies blood and oxygen to all parts of the body. This organ

produces electrical impulses that causes the heart to contract and then relax, producing what

is known as a heart beat.

• Blood vessels: Blood vessels are networks of hollow tubes that transport blood through-

out the entire body. Blood travels from the heart via arteries to smaller arterioles, then to

capillaries or sinusoids, to venules, to veins and back to the heart.
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• Blood: Blood delivers nutrients to cells and removes wastes that are produced during cellular

processes.

1.1.1 Electrophysiology of the Heart Beat

The rhythmic beating of the heart is controlled by a group of cells in the right atrium wall called

sinoatrial (SA) node [4]. Since the SA node controls the heart rate, it is called the pacemaker

of the heart. Action potentials originate in the SA node and travel across the atrium wall to the

atrioventricular (AV) node. Action potentials pass slowly through the AV node to give the atria

time to contract. They then pass rapidly along the AV bundle, which extends from the AV node

through the fibrous skeleton into the interventricular septum. The AV bundle divides into right

and left bundle branches, and action potentials descend rapidly to the apex of each ventricle along

the bundle. Action potentials are carried by the Purkinje fibres from the bundle branches to the

ventricular walls. This rapid conduction allows the ventricular muscle cells to contract in unison,

and thus providing a strong contraction.This process repeats upon the generation of the next action

potential within the SA node.

Electrocardiogram (ECG) is a diagnostic tool that measures and records the electrical activities

of the heart in details. Interpreting of these details allows diagnosis of a wide range of heart

conditions. A typical ECG recoding of a cardiac cycle (heart beat) as shown in Figure 1.1 consists

of a P wave, QRS complex and a T wave. Figure 1.1 also shows the relation of the cardiac action

potential to the body surface ECG.The relatively small P wave represents the atrial depolarization,

and the large QRS complex is associated with the ventricular depolarization. The PR interval is

the delay from SA node activation to ventricular depolarization. Although atrial repolarization is

not clearly demarcated in ECG tracing, ventricular repolarization is clearly distinguishable by the

broad T wave following the QRS complex.

2



Figure 1.1: Relation of the cardiac action potential to the body surface electrocardiogram.
Atrial depolarization is responsible for the P wave. The QRS complex begins with endocardial
depolarization and ends with epicardial depolarization. The T wave is created by the repolarization
of all ventricular myocytes but specifically ends with the final repolarization of the endocardial
cells. - Figure adapted with permission from The American Physiological Society: Physiological
reviews( Nerbonne and Kass [1]), c©copyright 2005.
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Figure 1.2: 4- sec ECG recordings of heart under (a) Normal Condition (b) Atrial Fibrillation.
Note the absence of P wave and irregular RR intervals in AF recording. Recordings are from
PhysioNet [2]

1.1.2 Atrial Fibrillation Arrhythmia

Atrial Fibrillation (AF) is the most common cardiac arrhythmia, which is a result of disorganized

electrical impulses generated from the natural pacemaker, SA node, which is located in the right

atrium of the heart. AF basically involves a chaotic movement of electrical impulses across the atria

which leads to a loss of synchrony between the atria and the ventricles. AF is usually accompanied

by symptoms related to a rapid or irregular heart rate. The RR intervals follow no repetitive pattern

and while electrical activity of P wave is seen in some leads, there are no distinct P waves. Figure

1.2 shows ECG recordings of the heart under both normal condition and also AF.
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Symptoms of AF includes palpitations, fatigue, shortness of breath, chest discomfort, and in severe

circumstances dizziness and even fainting. Beside the symptoms associated with AF there are two

other major complicating issues. First one is due to the fact that top part of the chamber is not

squeezing, thus blood clots can form and this can cause stroke. It is estimated that up to 15% of the

strokes are caused by AF (Statistics Canada, 2011c). Secondly, since during AF the Purkinje fibers

send out too many electrical signals to the ventricle and causes ventricle to beat too quickly, heart

failure can occur where heart can not pump enough blood to meet the body’s needs. Although

the cause of AF is unknown, few factors that might lead to AF are high blood pressure, abnormal

structure of the heart, and diseases that damage the valves of the heart [5].

The American College of Cardiology (ACC), American Heart Association (AHA) , and the

European Society of Cardiology (ESC) recommend in their guidelines the following AF classifi-

cation system based on simplicity and clinical relevance: [6]

Table 1.1: AF Classification

AF Category Defining Characteristics

First detected Only one diagnosed episode
Paroxysmal Recurrent episodes that self-terminate in less than 7 days
Persistant Recurrent episodes that last more than 7 days
Permanent Ongoing long-term episode

Based on the nature of the AF there are several approaches to manage this arrhythmia [7]:

• If AF is infrequent and asymptomatic, medications could be used to thinner the blood and to

slow down the rapid heart beat and let one live with AF.

• If AF is symptomatic with the arrhythmia, more effective medications are used however this

treatment only works 50-60% of the time. Besides, some of the stronger drugs could be

associated with toxicity and cause side effects.

• Radio frequency cardiac ablation may be effective in patients when medications do not work.

This procedure entails accessing veins in the legs (sometimes in neck) and pushing catheters
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up into the heart. Under x-ray or ultrasound guidance catheter goes from the top right cham-

ber to the top left chamber. Then a burst of radio frequency energy is delivered to ablate

tissue that triggers abnormal electrical signals or to block abnormal electrical pathways.

Catheter has electrodes such that physicians can map the electrodes in and out of the pul-

monary vein targeting the areas that generate the abnormal electrical signals.

Catheter ablation procedure works best in patients who have paroxysmal AF; however it is not

as effective in patients who have persistent AF. Ablation is a lengthy procedure which can take

up to 4 hours. As a result , study of the intra- cardiac electrograms are very essential in order to

identify the critical ” drivers” of AF that might be the targets for catheter ablation. In this study, AF

intra- cardiac electrograms have been analyzed in order to determine the pattern of the electrical

activation in the atrium and pulminary vein.

1.1.3 T- Wave Alternans

Shortly after the invention of ECG, in 1908 Hering noted a visible and regular alternation in the

amplitude of the T wave in dogs. This abnormal repolarization phenomenon was named T wave

alternans (TWA) and has since been defined as the beat to beat alternation in the amplitude, timing

or morphology of the T wave. Figure 1.3 (a) shows a synthetic ECG signal experiencing TWA.

The difference in amplitude between short and tall T waves is referred to as TWA magnitude as

shown in Figure 1.3(b).

As previously mentioned the ventricular repolarization corresponds to the relaxing phase of the

myocardium contraction and it is reflected as the T wave in the ECG. Recent studies have shown

repolarization alternans, also known as T wave alternans, as a risk stratifier for sudden cardiac

death [8,9]. In addition, TWA has been proposed as an indicator to detect anomalies in ventricular

repolarization and ventricular arrhythmias [10]. TWA is a heart rate dependent phenomenon that

appears on the surface ECG. In healthy subjects, experimental and clinical studies demonstrate

that TWA is not present at baseline but can be elicited at higher heart rate [11, 12]. In these cases,

TWA could be a normal physiological phenomenon. However, TWA at reduced heart rate is an

uncommon occurrence that is associated with ventricular tachyarrhythmia and Sudden Cardiac
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Figure 1.3: (a) An example of ECG signal containing a T wave alternans pattern where the vari-
ations in the T wave happen every other beat. (b) The difference between successive T waves are
called TWA magnitude. Recording is from PhysioNet [3]

Death (SCD) in humans [13]. In clinical settings, once the patient- specific heart rate threshold

for TWA is reached, subsequent elevations in heart rate increase both the stability and magnitude

of TWA in clinical studies. the use of atrial or ventricular pacing to elevate the heart rate in these

patients suggests that the influence of rate on TWA is independent of autonomic stimulus [14].

Since TWA analysis is performed on the surface ECG, it is an inexpensive and non-invasive

test. In clinical applications, TWA analysis can be done as part of an exercise stress test, but there

is interest in the research community in using conventional long-term (Holter) ECG recordings to

observe TWA in the context of activities of daily living.

1.2 Motivation

1.2.1 Risk of Stroke and Embolic

AF is a commonly encountered arrhythmia which occurs in up to 10% of individuals older than

70 years of age [15] and is associated with an increase risk for stroke and embolic events [16].

Heart rate irregularities due to AF can be monitored through Electrocardiogram (ECG). Extracel-

lular electrograms, recorded directly from the heart provide information about the electric status

of the myocardium. Intracardiac electrogram readings are normally simple; however, they could
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become very complex under pathological conditions. These complexities include amplitude varia-

tions, changes in the morphology and fractionations and irregular activation times. Thus, different

signal processing algorithms and approaches are required for studying the fractioned and complex

electrograms.

1.2.2 Risk of Sudden Cardiac Death (SCD)

Each year 400,000 North Americans die from SCD. Identifying the patients at risk of SCD remains

a challenge. T wave alternans (TWA) has been identified as one of the risk stratifiers for SCD. The

presence of large amplitude TWA often presages lethal ventricular arrhythmia. TWA signal is

typically in the microvolt range. As a result accurate detection algorithm are needed to control for

confounding noise and changing physiological conditions ( i.e signal non- stationarity).

Traditionally in clinical practises, TWA used to be measured during exercise test; however

recently it is measured during cardiac pacing and even from ambulatory Holter ECGs during ac-

tivities of daily living. Although signals recorded from Holter ECG may offer a more practical

and accurate means of risk classification, these recordings are contaminated with biological noise(

i.e. movement, and respiration). Thus, detection of these microvolt TWA signals has became a

challenge. Moreover, data non-stationarity from changing heart rate or changing TWA magnitude

can limit accurate TWA measurement.

The first cases of visible TWA were reported in the beginning of 20th century, however; it was

not until the 1980s, when non- visible (micro-volt) TWA was measured with computer assisted-

spectral analysis.

1.2.3 Need for Non-stationary Signal Analysis

Detection and classification of cardiac arrhythmias is important for diagnosis of cardiac abnor-

malities. High quality ECGs are utilized by physicians for interpretation and identification of

physiological and pathological phenomena. However, in real conditions, ECG recordings are often

corrupted by noise and artifacts and these result in signal non-stationary. Examples of artifacts are

baseline wander (due to respiration or motion of patient or the instruments); and high-frequency
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noise (caused by power line interferences). In addition, ECG recordings can become very complex

due to changes in the heart physiology. Most of these changes are the result of many nonlinearly

interacting processes; therefore any linear analysis has the potential risk of underestimating or even

missing a great amount of information content.

In other words, regular clean ECG signal can become non-stationary due to various biological and

physiological changes in the heart. Thus, efficient technique for analyzing such non-stationary sig-

nal is required in order to support clinical decision making. Many algorithms have been developed

for the recognition and classification of ECG signal. In this study EMD coupled with Instantaneous

Frequency (IF) has been used to study the surface ECG and intracardiac electrograms.

1.3 Background and Literature Survey

1.3.1 Signal Analysis in Atrial Fibrillation

In spite of extensive research, debates about the pathophysiology of AF continue today. An ideal

method for studying the atrial activation during AF is monitoring the signal in the time-domain;

since some signal irregularities such as amplitude variations and waveform fragmentation are more

traceable in the time domain [17]. However, due to signal complexities, marking the atrial activa-

tion cycles on the ECG readings either manually or automatically would be a difficult task. As a

result, frequency- domain analysis is an alternative method in studying the pathophysiology of AF

without having to measure the intervals in the time-domain.

The most common application of frequency analysis is to employ dominant frequency analysis

for the estimation of atrial activation rate. If the signal is periodic the dominant frequency will

be related to the rate of the signal. However, due to nonstationary nature of the complex sig-

nals, frequency-domain analysis does not always provide the best estimate of the atrial activation

rate [18]. In addition, studies have shown that dominant frequency of AF correlates poorly with

AF cycle length [19].

Intracardiac electrogram readings are normally simple; however, they could become very com-

plex under pathological conditions. These complexities include amplitude variations, changes in
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the morphology and fractionation and irregular activation times. Thus, there are different ap-

proaches for studying the fractionated and complex electrograms. One of the most common meth-

ods for atrial activation rate estimation is electrogram spectral analysis and extracting the dominant

frequency. This technique provides a consistent measure of atrial rate for regular signal morphol-

ogy; however it may fail when applied to the non-stationary complex electrograms.

Consequently, the frequency of the signal can be monitored instantaneously for the nonstation-

ary signals. This leads to a new approach to analyze time-varying signals called instantaneous

mean frequency [20].
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1.3.2 Signal Analysis in TWA

As already explained, T wave alternans variations are in the scale of micro volts. Thus, very

accurate signal processing techniques and algorithms are needed in order to precisely detect these

variations. A number of analytical techniques have been proposed to detect the micro volt TWA

from the ECG. [21] Theses methods can be generally categorized into: time-domain, transformed-

domain, and time-frequency domain techniques. Figure 1.4 shows existing techniques in literature

survey used for TWA detection:

TWA  Analytical 
Techniques 

Time 
Domain  

CM 

Transform 
Domain  

Poincare 
mapping 

Periodicity MMA SM CD NMF 

Time Frequency 
Domain  

Figure 1.4: Existing techniques used for TWA detection: Time Domain techniques includes:
Correlation Method (CM) and Modified Movign average (MMA); Transform Domain techniques
include: Spectral Method (SM), Complex Demodulation (CD), Periodicity, and Poincare map-
ping;Time Frequency technique includes: Non-negative Matrix Factorization (NMF)

• Time-domain techniques: Time-domain TWA detection techniques include the correlation

method (CM) and the modified moving average (MMA). As the name implies TWA detec-

tion in CM algorithm is performed by computing an alternans correlation index based on

a cross correlation technique [22, 23]. The MMA method computes a beat weighted mov-

ing average of even and odd beats, and defines the TWA as the difference between these
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weighted averages. [24]

• Transform-domain techniques: Transform-domain TWA detection techniques include the

spectral method (SM), complex demodulation (CD) , periodicity transform method, and

poincare mapping. SM proposed by Smith et al. [9] uses a periodogram to measure the

0.5 cycle per beat (cpb) TWA frequency component over the aligned T waves. CD fits a

sinusoidal signal to the 0.5 cpb frequency of the aligned T waves [25]. Periodicity transform

method decomposes time series TWA signals into sum of periodic sequences by project-

ing onto a set of “periodic subspace” [26]. Poincare mapping uses the concept of the quasi

periodic behaviour of the TWA signals to quantify and detect the alternations [27].

• Time- frequency techniques: Time-frequency techniques includes the non-negative ma-

trix factorization (NMF) which quantifies the TWA by adaptively decomposing the non-

stationary structure in the TF matrix into r components with similar spectral behaviour [28].

In signal-processing-based TWA detection, the spectral method(SM) [29–31] is the most widely

used technique implemented in commercial equipment such as the CH2000, Cambridge Heart, Inc.

Also, SM is the most commonly used method in the clinical practices to quantify the TWA signal

which has been considered as a reference for benchmarking purposes in this study (Chapter 3).

SM employs Fourier transom to obtain the spectral distribution of the T wave in the beat do-

main. Fourier transform is stationary signal representation technique, and thus SM assumes sta-

tionarity of the signal over M samples. As a result, TWA data non-stationarity will not be accu-

rately tracked over M sample frames.

In such situations, one possible solution is short-time Fourier transform (STFT) which performs

the Fourier transform on short, overlapping windows. However, according to Heisenberg’s uncer-

tainty principle, which states that an infinitely small time-width function cannot be represented

with an infinitely small bandwidth, the TF resolution of STFT is limited. The time-width and the

bandwidth product of STFT must always be greater than 0.5 [28]. Thus, the major drawback of

STFT is the short duration ECG window to capture the signal non-stationarity, which causes the

reduction of the frequency resolution of the time-frequency distribution (TFD) .
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To overcome this limitation, there is a need for a technique that is suitable for analyzing the

non-stationary and non-linear data. In this thesis, Empirical Mode Decomposition(EMD) is intro-

duced as a technique for processing non-stationary and non-linear data. Unlike Fourier transform

or wavelet-based methods that require some pre-defined basis functions to represent a signal, EMD

relies on a fully data-driven mechanism that does not need any a priori known basis. When Fourier

decomposition is applied to a signal, the basis functions are linear combinations of sine and cosine

waves, which would be the case if the signal is linear. However, as mentioned previously ECG

signals are non-stationary and non-linear. With EMD the basic functions (IMFs) are themselves

non-linear functions that can be extracted directly from the signal. These IMFs are in fact the

oscillatory modes embedded in a signal without any requirements of stationarity or linearity of the

data and thus partial reconstruction of the IMFs is a filtering technique in many denoising applica-

tions. In addition, unique properties of IMFs (discussed in section 2.3.1) allow for instantaneous

frequency (IF) and amplitude to be defined unambiguously.

Because of these unique features of EMD, EMD-based algorithms have been used in many appli-

cations of ECG enhancement. Some of these applications include “denoising and baseline wander

correction” [32, 33], “heart rate variability analysis” [34], and“R peak detection [35] .
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1.4 Contribution and Thesis Organization

This work presents application of Empirical Mode Decomposition (EMD) as a method for ana-

lyzing non-stationary and non-linear cardiovascular signals applicable to both intracardiac Atrial

Fibrillation electrograms, as well as T-wave alternans signals from surface ECG.

The thesis content which has been summarized in Figure 1.5 is organized as follows:

• Chapter 2- Empirical Mode Decomposition

This Chapter focuses on the Empirical Mode Decomposition along with the Hilbert Trans-

form as a tool to extract the instantaneous frequency (IF) to analyse and process the non-

stationary biomedical signals. This is followed by introducing the pattern classification ap-

plicable to the scope of this thesis.

• Chapter 3 - TWA Detection via EMD

In this Chapter we provide the details about the TWA databases (synthetic and real) that

are used in this study along with the steps involved in applying the methodology introduced

in chapter 2 for TWA detection. In addition, the classification results and the comparative

analysis has been performed.

• Chapter 4 - Analysis of Intracardiac AF Signals via Instantaneous Frequency

This Chapter mainly discuses the analysis of intracardiac Atrial Fibrillation (AF) electrgo-

rams via instantaneous frequency; and introduces the advantages of instantaneous frequency

over dominant frequency.

• Chapter 5 - Discussion, Conclusion and Future Work

This Chapter summarizes the contribution and also limitations of this study followed by

discussing the future directions.
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Chapter 2

Empirical Mode Decomposition (EMD) and
Instantaneous Frequency

THIS chapter presents an overview of signal categories followed by the proposed method

to analyze the non-stationary ECG signals. The proposed method is primarily utilizing

Empirical Mode Decomposition (EMD) combined with the Hilbert Transform (HT) to extract In-

stantaneous Frequency from the non-stationary signal.

2.1 Signal Categories

Signal is defined as any physical quantity that varies with time, space or other independent vari-

able(s) [36]. It is a very well known fact that in real world there exists abundant kinds of signal all

of which carry a lot of information that are of people’s interest. Thus, diverse techniques have been

developed to analyze, interpret, manipulate and process those signals. There are various types of

signals ranging from simple structures to complex ones. As a result, the first step in selecting the

adequate technique to analyze the signal is to classify the signal into different categories. There are

several major categories of signals. The most important signal categories applicable to the scope

of this study are as follows [36]:

• Deterministic or non-deterministic: Deterministic signals can be uniquely described by an

explicit mathematical expression, a table of data or a well defined rule. however; the signals

that evolve over time in an unpredictable manner are non- deterministic or random signals.
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• Stationary or non-stationary: Signals that are constant in their statistical parameters such

as mean and variance over time are stationary. On the other hand, if signals statistics are

varied with time, the signal is defined as non-stationary.

A majority of the real- world signals such as biomedical signals are non- deterministic and non-

stationary. For the rest of this thesis, real-world signals are termed non-stationary, rather than

non-deterministic and non-stationary.

Classification of signals is extremely important in the field of biomedical signal processing.

Capturing the intrinsic behaviour of the signal through feature extraction helps improving the ac-

curacy of classification very well. Various features can be extracted from a signal in both time

domain as well as frequency domain. For stationary signals, simple statistical measures are of-

ten sufficient; however for non- stationary multicomponent signals relying on statistical measures

alone collapses the “ time- variation” of the signal. As a result for non- stationary signals, features

extracted from instantaneous characteristics of the signal could potentially show a better perfor-

mance. The instantaneous frequency (IF) of a signal provides a significantly unique representation

of a signal , and thus the reasoning follows that features extracted from IF could characterize the

signal better. Certain points needs to be considered in feature extraction. Using only few param-

eters to convey the information contained in a signal is a problem of dimension reduction. In

pattern recognition, feature extraction techniques are widely employed to reduce the dimension-

ality of data and to enhance the discriminatory information. Clearly, extracting features from IF

causes time localization to be compromised. As a result, it is imperative that the features extracted

provide sufficient information as required by the specific application. There exists many criteria

like BIC (Bayesian Information Criterion) and AIC (Akaike Information Criterion) to estimate the

information lost in dimension reduction [37]. However, this thesis focuses on the classification

and not reconstruction of the signal. The aim of this thesis is using feature extractions from IF to

analyze and classify the ECG signals based on existence of the T- wave alternations.
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2.2 Instantaneous Frequency

The frequency of the periodic functions is a well defined quantity. It is the number of occurrences

of a repeating event per unit time. For a complete sinusoid signal, this frequency is constant as

shown in Figure 2.1(b) . However, most signals in real world are not completely sinusoidal (peri-

odic). Non-stationary signals are one of the most common types of the real world signals. A linear

chirp signal shown in Figure 2.1 (c) is an example of a non- stationary signal where the frequency

of the signal increases linearly with time as shown in Figure 2.1 (d). For these types of signals, the

concept of frequency is not really applicable. This has given rise to the idea of the instantaneous

frequency (IF), where the changes in the frequency can be monitored instantly over time. The in-

stantaneous frequency is an important characteristic of the signal which defines the location of the

signal ’s spectral peak as it varies with time. In other words, it may be interpreted as the frequency

of the sine wave which locally fits the signal under analysis. This concept is meaningful only

for mono component signals, where there is only one frequency or a narrow edge of frequencies

varying as a function of time. Theoretically, it is difficult to describe the IF of a multicomponent

signal, thus a breakdown into signals component is needed. Mono component signal in this study

refers to any signal that satisfies the characteristics of Intrinsic Mode Function (IMF) [38]. These

characteristics are described in section 2.3.1.

There exists few theoretical investigation of IF. Mathematically, the definition of IF for a mono

component signal must be through its quadrature defined as a 90 ◦ shift of the carrier phase func-

tion only. Thus from any mono component data represented by x(t), we have to find its envelope

a(t) and carrier cos(φ(t))

x(t) = a(t)cos(φ(t)) (2.1)

Its quadrature is then given by

xq(t) = a(t)sin(φ(t)) (2.2)
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Figure 2.1: (a) 5- sec sinusoidal signal ; (b) Instantaneous frequency of the sinusoid in (a); (c) 0.5-
sec linear chirp signal (d) Instantaneous frequency of the linear chirp signal in (c)

From above equations, IF is defined as the derivative of the phase of the signal with respect to

time [39]. Index i indicates instantaneous.

ωi(t) =
dφ(t)

dt
(2.3)

IF also can be determined by taking the first central moment (average frequency) of the bilinear

time-frequency distributions (TFDs) [39]:

ωi(t) =

∫
ωW (t, ω)dω∫
W (t, ω)dω

(2.4)

Extraction of IF has been investigated for many years from different perspectives. Fourier anal-

ysis plays an important role in frequency analysis of a signal since it decomposes the signal into
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individual frequency components and also it establishes the relative intensity of each component.

However Fourier transform fails to indicate when those frequency occurred. As a result, the con-

cept of time-frequency analysis is proposed. Most of the popular time-frequency distributions

belong to a general class called the Cohen’s class [40]. Cohen’s class characterizes the set of

all bilinear representations covariant under time and frequency translation. Out of Cohen’s class,

the Wigner-Ville distribution (WVD) is the only distribution that produces the ideal concentration

along IF for the linear frequency modulated signals [41]. Since WVD is not a linear transform,

the cross-term effect occurs when there is more than one component in the signal and thus can-

not satisfy some of the requirements for time-frequency resolutions. The effect of cross-term can

be suppressed significantly in the smoothed versions of the WVD such as Choi-Williams distribu-

tion (CWD), pseudo WVD (SWVD), smoothed pseudo WVD (SPWVD), and reduced interference

distributions (RID) [20].

Beside other efficient time-frequency representation based techniques for the IF estimation, the

short-time Fourier transform (STFT) represents a very efficient and commonly applied approach.

One disadvantage of this method is that both time and frequency resolutions are tied to one parame-

ter (i.e. window length). On the other hand, the smoothed versions of WVD operate independently

of time and frequency unlike STFT. Also, TF resolution of SPWV is less than that of WVD, but it

outperforms STFT in TF resolution [42].

A relatively recent method in extracting IF is Empirical Mode Decomposition (EMD) [43].

Many methods to extract IF face challenges in the presence of multicomponent signals. The ex-

tracted IF must have good TF resolution but must retain some physical meaning. In this regard,

EMD offers a few advantage. For instance it views a signal as fast oscillations superimposed on

slow oscillations [44]. In general there are a few important requirements on the signal which are

necessary to ensure a physically meaningful IF. The signal has to be monocomponent, zero mean

locally, and the wave will have to be symmetric with respect to the zero mean. All these conditions

are satisfied by EMD.

EMD, coupled with instantaneous frequency have been a vital technique for analysis of non-

stationary data in various biomedical applications. Some of the examples include analysis of neural
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data [45], artifact reduction in electrogastrogram [46], power line interference filtering in electro-

cardiogram [47], and analysis of heart sound signal [48].

2.2.1 Instantaneous Frequency via Hilbert Transform

An important step in the study of IF was made by Gobor [39] who proposed a method for generat-

ing a complex signal referred to as “ analytic signal “ from a real one:

z(t) = s(t) + jH[s(t)] (2.5a)

= a(t)ejφ(t) (2.5b)

where z(t) is the analytic signal, s(t) is the real signal and H[s(t)] is the Hilbert transform

(HT) of s(t) which is defined as follows:

H[s(t)] = x(t) ∗ 1

πt
(2.6)

where H is the Hilbert Transform operator, and * denotes linear convolution in the time do-

main. Signals s(t) and H[s(t)] are said to be quadrature, because in theory they are out of phase

by π/2 .

Now the spectrum of z(t) is given by:

Z(f) =

∫ +∞

−∞
z(t)e−j[2πft] (2.7a)

=

∫ +∞

−∞
a(t)ej[φ(t)−2πft] (2.7b)

According to the stationary phase principle [39], the integrals in Equations 2.7 have the largest

value at frequency fs , for which the phase is stationary:

d

dt
[φ(t)− 2πfst] = 0 (2.8)

This yields to:

fs =
1

2π

dφ(t)

dt
(2.9)
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Equation 2.9 indicates that fs is a function of time and it provides a measure of the frequency

domain signal energy concentration as a function of time. As earlier stated, IF obtained us-

ing Gobors Analytical Signal and Hilbert transform is ideal provided that the function is mono-

component.Thus any multi component signal needs to be decomposed into a set of mono compo-

nent signals. This is the essence of the Hilbert- Huang Transform (HHT) which is explained in

details.

2.3 Hilbert- Huang Transformation

Hilbert- Huang transformation (HHT) is a combination of EMD and Hilbert Spectral (HS) analysis

[43], and is designed to work well for time series data that are non- stationary and nonlinear. HHT

uses EMD to decompose a multi component signal into several mono component signals called

Intrinsic Mode Function (IMF), and then IF can be extracted from each IMF.

2.3.1 Intrinsic Mode Functions (IMFs)

IMF is a mono- component signal that contains only one oscillatory mode at any time instance.

As stated earlier, the concept of IF is applicable only to mono- component signals. Thus, to obtain

IF of a signal any complex (multicomponent) signal needs to be decomposed to some IMFs. Any

IMF should satisfy the following two criteria:

1. The numbers of local extrema and the numbers of zero crossings must be equal or differ by

at most 1.

2. At any time point, the mean value of the “ upper envelope” ( defined by local Maxima) and

the “ lower envelope” ( defined by the local minima) must be zero.

Empirical Mode Decomposition (EMD) is an algorithm that decomposes any complex signal into

several IMFs.
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2.3.2 EMD Algorithm

EMD is the first step of Hilbert-Huang Transform. EMD empirically reduces a time series to

several sub signals (IMFs), each of which is input to the same time-frequency environment via the

Hilbert transform. EMD uses the characteristics of the signal itself to adaptively decompose it into

several Intrinsic Mode Functions( IMFs).

Figure 2.2: Schematic of signal decomposition into set of IMFs and residue using EMD

EMD algorithm for a signal x(t) can be summarized as follows [49]:

1. Identifying all the extrema (maxima and minima) of the signal x(t) .

2. Generating the upper and lower envelope by a cubic spline interpolation of the extrema points

found in step1.

3. Calculating the mean function of the upper and lower envelope, m(t) .

4. Calculating the difference signal d(t) = x(t)−m(t) .

5. If d(t) is a zero mean process (i.e an IMF), then the criteria stops and d(t) is the first IMF,

named c1(t) .

6. Calculating the residue signal r(t) = x(t)− c1(t) .

7. Repeating the procedure from steps (1) to (6) to obtain IMF 2. Continuing the iterations for

n times leads to obtaining cn(t) . This procedure stops when the final residue signal r(t)

is a monotonic function.
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At the end of this procedure we have a collection of n IMFs from c1(t) to cn(t) and the residue

r(t) . Thus, the signal x(t) can be written as:

x(t) = Σn
i=1ci(t) + r(t) (2.10)

The number of decomposition levels ( IMFs and residue) is also determined by the length of the

input signal x(t) , according to the formula [49]:

N = blog2(length(x))c; (2.11)

An illustration of EMD decomposition of a normal rhythm ECG signal x(t) is shown in Figure

2.2. This decomposition resulted in 8 IMFs and a residue. It is clear that lower order IMFs carry

high frequency components of the original signal x(t) and as the order of the IMFs increases, the

corresponding frequency decreases.
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Figure 2.3: A 5- sec normal rhythm ECG signal x(t) in black ; IMF distribution from scale 1 to
scale 8 in blue ; and the residue signal in red. ECG recording is from PhysioNet [3]
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2.4 Instantaneous Frequency from IMF

Equation 2.8 indicates that fs is a function of time and it provides a measure of the frequency do-

main signal energy concentration as a function of time. HHT is designed to work well for data that

are nonstationary and nonlinear. Instantaneous Frequency obtained using Gobors Analytical Sig-

nal and Hilbert transform is ideal provided that the function is monocomponent. As a result, any

multicomponent signal needs to be decomposed into several monocomponent signal called Intrin-

sic Mode Function (IMF). Thus, once IMFs for any signal obtained using EMD, the Instantaneous

Frequency could be extracted from each IMF.

2.5 Feature Extraction

Feature extraction involves simplifying the amount of resources required to accurately describe a

large set of data. Features play an important role in any pattern recognition system. If extracted

features are distinct enough, even a simple classifier can accurately and efficiently classify the

data. Therefore, developing more powerful features and understanding the feature space is of vital

consideration in designing automatic decision making algorithms. In general, the powerful features

should have the following properties:

• Representative: Features should represent the common characteristics that exist among the

signals in the same class.

• Discriminative: Features should be discriminative of each class from the other classes.

• Localized: Features are preferred to locate the discriminant pattern in both time and fre-

quency to increase the decision making accuracy and also to locate the pattern of interest.

• Meaningful: Features could be either meaningful or abstract. Meaningful features relate to

a physical meaning or the generation process of the signal. Meaningful features are more

desirable as they can better relate to the physical changes in the signal due to the non- sta-

tionarity. In biomedical signal analysis, meaningful features may develop new quantities that

can be used for better understanding of the physical behaviour in the human body. On the

26



other hand, abstract features do not represent any definable signal characteristics. Examples

of abstract features includes statistical features such as variance or mean.

Some important characteristics of the biomedical signals are non- stationarity, periodicity, random-

ness, modulation, transient, epoch and episode. As a result the ideal features are those that could

potentially help to quantify the degree of the mentioned characteristics in the signal. The extracted

features should also help in event detection in addition to classification. Moreover for use on prac-

tical real signals, the parameters must be robust to noise. Also, they must retain some physical

reasoning to explain the obtained values. The aforementioned comments are for extracting fea-

tures from any signal in general. Many well developed techniques exist in theory and practice to

satisfy this characteristic. Some examples include: ARMA (autoregressive moving average) [50],

ARIMA (autoregressive integrated moving average) [51], spectral analysis, and time-series mod-

elling.

As discussed earlier, IF can help to characterize a signal uniquely. Many non- stationary signals

are associated with non-linear processes. An important objective in processing the non- stationary

signals is to capture the important variations in the signal using IF. If certain “properties” of the

IF translate to certain “events” in the signal, then such information could provide more knowledge

and a better intuitive understanding of the process that produced the signal. This could be of

great significance in biomedical signal processing, as it could mean better and earlier detection of

abnormality or health issues.

There are a few considerations for feature extractions from IF. The Y axis is “ frequency”.

Though it is not the actual spectrum, yet spectral analysis of IF no longer has meaning. In case

of techniques like ARMA or ARIMA the physical interpretation of the extracted parameters with

respect to the IF is not clear. Hence, it is suggestive that a combination of statistics, energy and

information based features would be appropriate for the requirements.
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2.5.1 Extracted Features( Hjorth Descriptors)

Hjorth parameter [52–55] is a set of three parameters based on time domain properties. These

parameters are called normalized slope descriptors and are activity (σx), mobility(Mx), and com-

plexity (FFx). Here subscript x indicates the signal for which these features are extracted from. In

this study these feature are extracted from IF. These features were initially conceived to describe

time-domain characteristics of electroencephalographic signals [56–58]. The advantage of these

three descriptors is their easy implementation in time domain through the successive derivation of

signal x as shown in [57].

1. Activity: Activity gives a measure of the squared standard deviation of the amplitude, it can

also be referred to as the variance or mean power:

Activity = σ2
IF (2.12)

2. Mobility: Mobility is computed as the square root of the ratio of the activity of the first

derivative of the IF to the activity of the IF:

MIF =
σIF ′

σIF
(2.13)

For a signal, its Mobility is expressed as a ratio per time unit and may be considered as an

estimate of the mean frequency. From a time- domain perspective, MIF gives a measure of

the standard deviation of the slope of IF relative to the standard deviation of the amplitude.

3. Complexity: Complexity or Form Factor of a signal is defined as the ratio of the mobility of

the first derivative of the signal to the mobility of the signal itself:

FFIF =
MIF ′

MIF

=
σIF ′′/σIF ′

σIF ′/σIF
(2.14)

where IF ′′ is the second derivative of IF. Complexity gives an estimate of the bandwidth of

the signal. Complexity of a pure sinusoid is one. Thus, it represents the difference between
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the frequency variance of the first derivative of the signal and the frequency variance of the

signal itself. In the time domain, this parameter can be interpreted as the variance of the

curvature values during one period with respect to the variance of the slope values during

that period. Complexity offers an improved representation of the variability or ”busyness”

of the IF.

Hjorth parameters can be efficiently computed in the time domain because the spectral mo-

ments can be computed from the first and second derivatives of the time series. For discrete sig-

nals, these derivatives are approximated by the first and second difference equations. For the IF we

have:

IF 1[n] = IF [n]− IF [n− 1] (2.15a)

IF 2[n] = IF [n+ 1]− 2IF [n] + IF [n− 1] (2.15b)

where
di

dti
IF (t) ≈ IF i[n]

T is
(2.16)

and Ts is the sampling period.

In this thesis, Hjorth descriptors are applied to Instantaneous Frequencies extracted from each IMF.

2.6 Pattern Classification

Classification refers to a prediction rule that assigns the signals into different classes. It consists of

a training and classification phase. Training is the procedure that trains the prediction rule based

on a set of signals called training set. Classification classifies any new signal from a testing set. In

general, classification techniques can be divided into two parts: [59]

• Supervised Learning: In supervised learning, the classification scheme is based on the

availability of set of classified ( i.e labelled) signals.

• Unsupervised Learning: In unsupervised learning, there is no explicit teacher and the sys-

tem forms cluster or “natural groupings” of the input patterns.
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Supervised learning usually is more beneficial compared to the unsupervised one in the sense

that it uses more prior knowledge about the data. On the other hand, unsupervised learning enables

us to obtain more adaptive and meaningful classes corresponding to the natural characteristics of

the data. Both sets of databases ( Synthetic and Real) used in chapter 3 of this thesis have been

labelled as either positive TWA or negative TWA and thus the supervised algorithm is used for

classification. One of the supervised algorithms is Linear Discriminant Analysis (LDA) which

will be briefly explained in the next subsection.

2.6.1 Linear Discriminant Function

The objective of Linear Discriminant Function is to separate the classes as much as possible [59].

A discriminant function that is a linear combination of the components of x can be written as:

g(x) = wtx + ω0 (2.17)

where w is the weight vector and ω0 the bias or threshold weight. For the case of two- category

classification, Eq. 2.12 implements the following decision rule: Decide ω1 if g(x) > 0 and ω2 if

g(x) < 0. Thus, x is assigned to ω1 if the inner product of wtx exceeds the threshold ω0 and to

ω2 otherwise. If g(x) = 0, x can ordinarily be assigned to either classes. The equation g(x) = 0

defines the decision surface that separates points assigned to ω1 from points assigned to ω2. When

g(x) is linear, this decision surface is a hyper plane. If x1 and x2 are both on the decision surface,

then

wt(x1 − x2) = 0 (2.18)

and this shows that w is normal to any vector lying in the hyperplane.

In general, linear discriminant function divides the feature space by a hyperplane decision

surface. The orientation of the surface is determined by the normal vector, and the location of the

surface is determined by the bias. The discriminant function g(x) is proportional to the signed

distance from x to the hyperplane, with g(x) > 0 when x is on the positive side, and g(x) < 0

when x is on the negative side.

In a two - category linearly separable problem, there is a set of n samples x1, x2, ... , xn
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some labelled ω1 and some labelled ω2. This is being done to determine the weights w in a linear

discriminant function g(x) = wtx.

A sample xi is classified correctly if wxi > 0 and xi is labelled ω1, or if wxi < 0 and xi

is labelled ω2. Therefore, from this it can be concluded that in two- category case all samples of

ω2 could be replaced by their negatives, and therefore the class label can be eliminated, in which

wyi > 0 for all of the samples. yi is the normalized sample. In order to find the solution to the set

of inequalities, a criterion function has to be minimized [59].

2.6.2 Fisher Linear Discriminant Analysis

The following is a brief summary on LDA. LDA is a method that could be used for discriminating

two classes. LDA produces a discriminant function that maps the input into the classification

space. LDA searches for the vectors in the underlying space that best discriminate among classes,

rather than those that best describe the data. [60]. Fisher discriminant analysis projects d dimension

matrix x into a less dimensional matrix y using a weight vector called W [59]:

y = W Tx (2.19)

Goal of the LDA is to seek a transformation matrix W that in some sense maximizes the following

objective:

J(W ) =
|W TSBW |
|W TSWW |

(2.20)

where SB is the “between- class scatter matrix”, and SW is the “within-class scatter matrix”. The

definitions of the scatter matrices are as follows:

SB =
∑
c

(µc − x̄)(µc − x̄)T (2.21)

SW =
∑
c

∑
i∈c

(xi − µc)(xi − µc)T (2.22)
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where c is the number of classes, x̄ is the overall mean of the data cases; and µc is the mean of the

cth class. LDA creates a linear combination of those which yields the largest mean difference of

the desired classes. In order to find the optimum W to maximize J(W ), the classifier is trained for

a subset of data and the rest of the samples are used to test the classifier. It is important to note that

the choice of training subset can influence the classification results. Thus to make the classification

result independent of the training and testing sets cross validation is used.

Figure 2.4: The schematic of LDA for 2 group classifier (H0 and H1) and 2-D feature space (f1
and f2)

2.6.3 Leave- One- Out Method Cross Validation

Cross validation is a technique for assessing how the results of a statistical analysis will generalize

to an independent data set. In cross validation, many classifications are performed by choosing

various sets of data for training and testing sets and the final classification result is performed by

averaging the results. One round of cross validation involves the following steps:

1. Partitioning the samples in the database into training set and testing set.

2. Teaching the learning machine for analysis using the training set.

3. Predicting the validation set labels based on the training set analysis.
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There are different types of cross validation methods depends on the number of times that data

is split into various training and testing sets. The extreme case of this cross validation is leave-one-

out-method which is used in this thesis. Different choices of training and testing sets can highly

influences the accuracy of the classification. This is particularly essential for small databases

where only a few signals can change the decision boundary significantly. This is especially true for

biomedical signals where there exists various reasons ( i.e. ethical limitations, practical difficulty

in data acquisition, costly in terms of money and time) which restricts the database to be small in

size. As a result, to ensure the estimate is least biased, leave - one- out cross validation technique

is used. In this method, one sample in the database is taken as a test sample, and the rest of

the samples are considered as training sets which are used for classification. Then classification

accuracy (explained in the next section) is determined based on the test sample. This procedure

is repeated for all samples in the database and the average of the classification accuracies is later

determined as the final classification accuracy. The independence between the test and training set

is maintained as each sample is excluded from the training set in turn.

2.6.4 Classification Accuracy

Accuracy is used as a statistical measure of how well a binary classification test correctly identifies

or excludes a condition. Accuracy value can be calculated according to Equation 2.23 as follows:

Accuracy =
TP + TN

TP + FP + TN + FN
(2.23)

where

• TP is the number of True Positive cases ( Positive TWA cases which are classified as Positive

TWA)

• FP is the number of False Positive cases ( Negative TWA cases which are classified as Posi-

tive TWA)

• TN is the number of True Negative cases ( Negative TWA cases which are classified as

Negative TWA)
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• FN is the number of False Negative ( Positive TWA cases which are classified as Negative

TWA)

From above definitions the sensitivity and specificity of the classification techniques are deter-

mined as follows:

Sensitivity =
TP

TP + FN
(2.24)

Specificity =
TN

TN + FP
(2.25)

Sensitivity and specificity are helpful in evaluating the performance of the technique in correctly

identifying the normal and abnormal cases. In medical diagnostics, test sensitivity is the ability of

a test to correctly identify those with the disease ( i.e. Positive TWA in this study ); whereas test

specificity is the ability of the test to correctly identify those without the disease ( i.e. Negative

TWA ). Thus, a highly specific test is unlikely to give a false positive result. In contrast, a sensitive

test rarely misses a condition, so a negative result should be reassuring.

2.6.5 ROC

In signal detection theory, a receiver operating characteristic (ROC), or simply ROC curve, is a

graphical plot of the sensitivity vs. (1 - specificity) for a binary classifier system as its discrimi-

nation threshold is varied. The ROC can also be represented equivalently by plotting the fraction

of true positives rate vs. the fraction of false positives rate, also known as a Relative Operating

Characteristic curve, because it is a comparison of two operating characteristics (TP & FP) as the

criterion changes.

ROC analysis provides tools to select possibly optimal models and to discard suboptimal ones

independently from (and prior to specifying) the cost context or the class distribution. ROC anal-

ysis is related in a direct and natural way to cost/benefit analysis of diagnostic decision making.
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One point in ROC space is better than another if it is to the northwest (TP rate is higher, FP rate is

lower, or both) of the first. The common method of comparison between different ROC curves is to

calculate the area under the ROC curve, abbreviated AUC. Since the AUC is a portion of the area

of the unit square, its value will always be between 0 and 1.0. However, because random guessing

produces the diagonal line between (0, 0) and (1, 1), which has an area of 0.5, no realistic classi-

fier should have an AUC less than 0.5 [61]. The main idea of ROC in this case is to evaluate the

robustness of the classifier specially when each group in the database has a different loss function.

Higher values of area under the ROC curve indicates a higher robustness for the classifier.

2.7 Chapter Summary

In this chapter we introduced the Empirical Mode Decomposition along with Hilbert Transform

as a method to extract instantaneous frequency from non- stationary signals. The concept of in-

stantaneous frequency was explained and was identified as a suitable quantity to analyze the non-

stationary data. Hjorth descriptors were identified as extracted features to perform the classification

of ECG signals based on existence or absence of T- wave alternans. Fisher’s Linear Discriminant

Analysis was introduced as the classifier that is used in this study, and the significance of the

LOOM was explained as a good method to perform the cross validation for biomedical signals. At

the end, some tools that will be used in the machine learning to evaluate the classification perfor-

mance were introduced.

Chapter 3 covers the application of EMD algorithm and feature extraction in the detection of the

T- wave alternans analysis.

Chapter 4 includes the analysis of Atrial Fibrillation intacardiac electrograms using Instantaneous

Frequency.
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Chapter 3

T-wave Alternans Detection via
Instantaneous Frequency

I
N this chapter we provide the details about the steps involved in the data pre- processing, the

databases, as well as signal analysis and the feature extractions. This is followed by the classifi-

cation results and comparative analysis of the proposed method with other existing TWA detection

algorithms. In addition, the noise robustness of the proposed method has been investigated. To

perform the evaluation of the proposed method, both real and synthetic TWA signals are used for

testing. Thus, we have two sets of databases: first set of signals are publicly accessed taken from

Physionet [2] and the second one is the database from UHN.

3.1 Data Pre-processing

Before alternans could be quantified, a series of preprocessing steps were implemented on the

signal. These includes: beat detection, and baseline correction.

3.1.1 QRS Detection

QRS detection was automatically done on a single lead of the entire recording using Pan-Tompkins

real- time QRS detection algorithm [62]. This process includes filtering of the signal followed by

the application of a series of detection rules.

For filtering of the raw ECG waveform, a fourth order butterworth bandpass filter with a band-

width of 5 to 15 Hz was applied to the signal.This filter attenuates the noise while capturing the
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majority of the QRS complex energy. To obtain the QRS slope data, a five-point derivative was

used. To produce an entirely positive signal, the absolute value of the derivative waveform was

taken. Moving window integration was then applied to smoothen the positive signal by removing

minor deflections. An averaging window of 80 ms, which is the width of a typical QRS, was cho-

sen to avoid merging of QRS and T wave slope information [63]. These filtering steps produced

a final waveform with isolated large amplitude peaks corresponding to the high frequency QRS

complexes and smaller peaks corresponding to the T wave.

The second stage of QRS detection includes classification of each peak in the filtered waveform

as a QRS complex or noise. This is done by applying a series of detection rules that utilizes peak

hight and peak location information from the integrated waveform, as well as slope information

from the derivative waveform. For peak height, an adaptive peak detection threshold was created

by using the mean of the maximum amplitudes of the eight most recently detected QRS peaks and

the mean of the maximum amplitude of the eight most recently detected noise peaks:

PeakThreshold = mean(noisePeaks) + 0.3125[mean(qrsPeaks)−mean(noisePeaks)]

(3.1)

At the onset of analysis, the peak threshold was initiated by filling the QRS peak buffer with

the largest peaks in the first eight consecutive one second intervals, and the noise peak buffer with

eight zero values.

The detection rule presented by Tompkins and associates [62, 64] are as follows:

1. All peaks within 200 ms of a larger peak were ignored since two QRS complexes cannot

occur within such an interval under normal most circumstances.

2. If a peak occurred < 360 ms after a previous QRS detection, the derivate waveforms at the

two peak location were compared.

3. If the maximum slope in the region of the detected peak was < 50 % of the maximum slope

of the previous QRS, then the new peak was assumed to be a T wave and classified as noise.
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4. If a peak did not satisfy the fisrt two rules and it was larger than the peak detection threshold

then it was classified as a QRS, otherwise it was classified as noise.

5. If no QRS had been detected within 1.5 times the average CL ( cycle length)and there was a

peak > 50 % of the detection threshold that occurred ≥ 360 ms after the last QRS detection,

that peak was classified as a QRS. The average CL used in this step was determined by taking

the mean of the eight prior CLs.
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Figure 3.1: Signal Processing steps for QRS detection: (I) Raw ECG Signal; (II) Bandpass Filter
Output; (III) Differentiation of the filtered ECG; (IV) Absolute value of the filtered derivative; (V)
Result of moving window integration. Recordings are from PhysioNet [2]

Once QRS detection was completed, QRS onsets locations were automatically determined by

searching for the isoelectric PR segment. To remove noise, the raw waveform was filtered using
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a fourth- order bidirectional Butterworoth bandpass filter with a pass band of 1 to 60 Hz. Starting

at the location of the QRS detection, a 20 ms moving window was incremented backward one

sample point at a time. When the moving window reached a region where the difference between

the maximum and minimum voltages were <75 µV, the QRS onset was determined to have been

found and the fiducial point was set at the middle of the window. If this criterion was not satisfied

within 150 ms prior to the QRS detection, the onset point was left at the 150 ms for subsequent

manual correction. Figure 3.1 shows the signal processing steps involved in the QRS detection.

3.1.2 Baseline Correction

Baseline wander, created by patient movement or respiration was removed to prevent potential

false positive or false negative TWA detections. There are different methods for removing baseline

artifacts. In this study the cubic spline algorithm was chosen because it has little effect on the low

frequency components of the signal and therefore should not alter the true TWA signal. [65, 66]

Baseline wander for each signal segment was corrected using cubic spline interpolation of the iso-

electric points [67]. Anchor points were automatically set 20 ms prior to each QRS onset. PR

segment anchors were also placed before the five beats at the beginning and end of the evaluation

segment. This is done to avoid distortion of the ECG ends. A baseline wander waveform was cre-

ated for each lead via cubic spline interpolation of the isoelectric anchor points. These waveforms

were then subtracted from the corresponding lead to produce the final baseline corrected ECG.

Figure 3.2 shows the steps involved in removing the baseline wander.
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Figure 3.2: Baseline correction of an ECG segment: (a) Uncorrected ECG (blue) and the cubic
spline interpolation( red) and R-peak detection (pink)- (b) Corrected ECG after subtraction of
the spline. Annotations are done as follows: QRS end ( red) , T end( black), QRS onset(green)
Recordings are from PhysioNet [2]

3.2 Synthetic TWA Analysis

To perform the evaluation of the proposed method, synthetic T wave alternans has been added to

real ambulatory ECG signals. Steps involved in the proposed methodology is shown in Figure 3.3.

Figure 3.3: Schematic of the TWA detection algorithm using EMD
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3.2.1 MIT-BIH Normal Rhythm Database

Ambulatory ECGs with physiological noise were obtained from MIT-BIH Normal Sinus Rhythm

Database (NSRDB) from Physiobank [2]. This database includes 2-channel ambulatory long-term

ECG recorded at sampling rate of 128 Hz from 18 subjects. Subjects included in the database were

found to have no significant arrhythmias. They include 5 men, aged 26 to 45; and women, aged

20 to 50. In this database, the lead information was not preserved, so the signals are marked non-

specifically as ECG1 and ECG2. However, standard practice in the laboratory where these record-

ings were made is to use two roughly orthogonal frontal-plane leads, typically MLII ( modified

lead II) and V2 [3]. Each ECG channel record is included as a separate signal. As explained in the

previous section (3.1) QRS detection is performed automatically and verified manually. Baseline

wander is corrected by subtracting a cubic spline interpolation of isoelectric points preceding the

QRS onset. The first 64- beat segment of each NSRDB ECG record with a mean heart rate less

than 100 beat/ minute is analyzed in order to ensure the absence of inherent TWA.

Signal heart rate for each recording in the database has been tabulated in Table 3.1. The signif-

icance of signal heart rates is the fact that TWA is a heart rate dependent phenomenon; and this

database provides a vast set of different ECGs.

Table 3.1: List of ECG records in MIT-BIH NSRDB and the mean Heart Rate in first 64-beats

Record HR (bpm) Record HR (bpm)
16265 95 17052 71
16272 63 18177 99
16273 98 18184 91
16420 97 19088 90
16483 98 19090 84
15639 78 19093 69
16773 70 19140 89
16786 71 19830 98
16795 65 17453 83

Signal annotation is done to mark the location of the QRSonset ( beginning of QRS), QRSend (end

of QRS), and Tend ( end of T wave) as shown in Figure. 3.4(a) . These annotations were used
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to extract the ST segments from the signal. ST segment includes QRSend to Tend portion of the

signal.These ST segments were concatenated together to form the signal to be analyzed for T wave

alternans detection as shown in Figure. 3.4(b).

3.2.2 T- wave Alternans Generator

Two groups of ECG signals are generated:

1. ”0 µV TWA” where there is no alternation in the T-waves

2. ”5 µV TWA”. A Synthetic TWA waveform with amplitude of 5µV is then added to the

physiological ECG. To achieve the alternations, amplitude of even beats was increased by

5µV and amplitude of the odd beats was decreased by 5 µV uniformly across the ST segment

as shown in Equation 3.2.

For the rest of this work, term “Positive TWA” refers to existence of the alternation and “Negative

TWA” refers to the absence of the alternans in the ST segment.

gk(α) =

{
+α k even
−α k odd

(3.2)

In order to evaluate TWA detection, the EMD based scheme was performed on the first 64-

beat segment of each signal. We pre-specified a TWA detection threshold of 5 µ V as this cut point

approximates the TWA magnitude measured by Klingenheben et al [68] in patients with heart

disease using a similar definition of TWA as this study.

3.2.3 Intrinsic Mode Functions (IMFs)

Each of the two groups of ECG signals (positive TWA and negative TWA) is decomposed into

IMF sets using EMD. This decomposition resulted in 9 IMFs. Figure 3.5 shows the IMF sets for

a signal with positive TWA as well as negative TWA. As explained previously, higher order IMFs

contain the lower frequency component of the signal. This is valid for both positive TWA signal

decomposition and the negative TWA decomposition. Last IMF ( which is known as residue)

reveals information regarding the signal trend. It can be clearly seen that IMF9 for negative TWA
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Figure 3.4: (a) A representative portion of a 64 beat ECG segment. The red, black, and green dot
represent QRSend,Tend, and QRSonset respectively. (b) The first 25 T- waves in the beat- domain.
The up down oscillations in amplitude are indicative of alternans.

is less oscillatory comparing to that of positive TWA. Because of this essential difference in IMFs,

instantaneous frequency extracted from this IMF could be significantly different too, and therefore

features extracted from the IF of these IMFs are the target for classification purposes. IF from each

IMF is calculated as the next step and TWA feature extraction is performed.
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(a) IMFs Corresponding to signal with Negative TWA
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Figure 3.5: IMFs comparison for ECG signal with Positive TWA, and ECG signal with Negative
TWA 44



3.2.4 Instantaneous Frequency

As explained in previous chapter, each IMF represents a generally simple oscillatory mode as a

counterpart to the simple harmonic function. Instead of constant amplitude and frequency in a

simple harmonic component, an IMF can have variable amplitude and frequency along the time

axis. As a result, using Hilbert Transform, each IMF can be represented by an instantaneous

amplitude as well as instantaneous frequency.

3.2.5 Feature Extraction

As discussed earlier in section 3.2.3, the signal decomposition of both positive TWA signal and

negative TWA signal resulted in 9 IMFs. Each of these IMFs carries a different components of

the signal from higher to lower frequencies. After calculating the IF from each IMF, the proposed

Hjorth descriptors( complexity, mobility, and activity) are extracted from each IF. This results in

total of 27 features. Each IMF has a unique contribution to the signal structure and consequently

there exists different combinations of features that could potentially enhance the classification

result. Different combinations of these features are fed to the LDA classifier to perform the classi-

fication. The classification results are presented in the next section.

3.2.6 Classification Results

The resulting set of features were then fed to an LDA- based classifier using the statistical analysis

package SPSSTM 20 ( Statistical Package for Social Science) [69]. The following subsection

will present the classification results as a confusion matrix, which shows how many signals were

correctly classified and how many signals were misclassified. Using various number of features as

the input to the classifier can lead to different classification results. For the synthetic TWA analysis,

two sets of classification is done:

1. Classification using Hjorth descriptors from IF of IMF9 :

complexity FFIF9 , mobilityMIF9 , activityσ2
IF9

(i.e. total of 3 features)

Extracting the underlying trend plays an important role in the analysis of biomedical sig-

nals [70]. Lowpass filtering is the oldest method [71] for extracting the underlying trends of
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signals. As already explained, higher order IMFs contain the lower frequency component of

the signal and the thus the reasoning follows that IMF9 can reveal information about the sig-

nal trend. This trend can be easily observed in Figure 3.5. Thus, in first classification there

is a link between the extracted features and the physical quantity ( T- wave alternations).

The LDA classification using 3 features has been summarized in Table 3.2. The specificity

and sensitivity of this classification are 77.8% and 63.9% respectively. Misclassification

rates were computed to be 22.2% (Negative TWA as Positive TWA) and 36.1% ( Positve

TWA as Negative TWA). An overall classification rate of 70.8% was achieved for this clas-

sification. In addition, measure of the effectiveness of the algorithm is then given by the

area under the ROC. (AUC). As shown in Figure 3.6 the AUC of the proposed algorithm is

calculated to be 0.69. For a perfect classification, an area under the curve should be 100%

and hence the area under the curve for the proposed features does show certain overlap.
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Table 3.2: Confusion matrix containing the number of correct classified TWA signals either as
Positive TWA or Negative TWA ( using 3 features only)

Predicted Group Membership
Group Negative TWA Positive TWA Total

Cross-validated Count Negative TWA 28 8 36
Positive TWA 13 23 36

% Negative TWA 77.8 22.2 100
Positive TWA 36.1 63.9 100

Figure 3.6: ROC for Synthetic TWA classification using 3 features - AUC: 0.69

47



2. Classification using Hjorth descriptors from IF of IMF1 to IMF9.

complexity FFIF1−9 , mobilityMIF1−9 , activityσ2
IF1−9

(i.e. total of 27 features)

The LDA classification using 27 features has been summarized in Table 3.3. The specificity

and sensitivity of this classification are higher than those using 3 feature classification. The

specificity and sensitivity of this classification are 91.7% and 80.6% respectively. In addition,

the false positive and false negative detection rates has been decreased.Misclassification rates

were computed to be 8.3% (Negative TWA as Positive TWA) and 19.4% ( Positive TWA as

Negative TWA). An overall classification rate of 86.1% was achieved for this classification.

In addition, measure of the effectiveness of the algorithm is then given by the area under the

ROC (AUC). As shown in Figure 3.7 the AUC of this classification is calculated to be 0.72.

Table 3.3: Confusion matrix containing the number of correct classified TWA signals either as
Positive TWA or Negative TWA ( using 27 features only) - TWA Amplitude of 5 µV

Predicted Group Membership
Group Negative TWA Positive TWA Total

Cross-validated Count Negative TWA 33 3 36
Positive TWA 7 29 36

% Negative TWA 91.7 8.3 100
Positive TWA 19.4 80.6 100

Above results are obtained using 27 features to classify the TWA cases. The LOO validation

strategy is utilized and the missing features in few cases have been replaced by the mean values of

the remaining features.
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Figure 3.7: ROC for Synthetic TWA classification using 27 features - AUC: 0.72

3.2.7 Comparative Analysis

Table 3.4 shows the classification accuracies for the comparative analysis. Followings are the

comparative analysis for the results obtained from EMD- based TWA detection technique and

those from other methods:

• EMD Vs. SM: Comparing sensitivity and specificity rates from EMD with those obtained

from SM shows that EMD outperforms SM in Positive TWA detection ( sensitivity of 80.6%

versus 47%). Furthermore, EMD provides a lower false negative detection rate compared to

that obtained from SM( 19.4% versus 53%).

• EMD Vs. Adaptive SM: Comparing sensitivity and specificity rates from EMD with those

obtained from Adaptive SM shows that EMD outperforms Adaptive SM in Positive TWA

detection ( sensitivity of 80.6% versus 67%). Furthermore, EMD provides a lower false

negative detection rate compared to that obtained from Adaptive SM( 19.4% versus 33%).

• EMD Vs. NMF -Adaptive SM: Although results show that NMF -Adaptive SM, outper-

forms in all cases compared to the results obtained from EMD; it is worth mentioning that
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EMD- based TWA scheme for TWA detection has much calculation complexity and thus

there is higher chances that this method could be utilized in the clinical settings.

In statistical analysis of clinical data false positive rate and false negative rate are referred to as“

Type I “ and “ Type II “ errors. In clinical data classification, it is essential to keep these two errors

as low as possible. In medicine a false positive test causes unnecessary worry or treatment, while

a false negative gives the patient the dangerous illusion of good health and the patient might not

get an available treatment. For the case of this study, a false positive detection gives both patient

and the physician this impression that the person is going to experience sudden cardiac death in the

near future. On the other hand, a person who is actually in need of necessary and treatment might

not receive an available treatment due to the false negative of the test result. Thus, for the medical

data classification obtaining low false positive and low false negative rates are of great importance.

Table 3.4: Comparison of TWA detection rates between existing methods with the proposed
method (EMD)- In this analysis, ECGs without added TWA are considered negative, while the
ECGs with added TWA of 5 µV are considered positive [3]

Method Class Negative TWA Positive TWA

SM
Negative TWA 97% 3%
Positive TWA 53% 47%

Adaptive SM
Negative TWA 95% 5%
Positive TWA 33% 67%

NMF- Adaptive SM
Negative TWA 95% 5%
Positive TWA 8% 92%

EMD
Negative TWA 91.7 % 8.3 %
Positive TWA 19.4% 80.6%

ROC analysis is an established method of measuring diagnostic performance in medical signals

and medical imaging studies. In order to compare the accuracy of different methods for detecting

TWA, receiver operating curves (ROC) are computed with the area under the curve indicating

relative TWA signal discrimination. (Figure 3.8)
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Figure 3.8: Receiver operating curves for four methods are plotted . In this analysis, ECGs without
added TWA are considered negative, while the ECGs with added TWA of 5 µV are considered
positive. The area under the ROC for NMF- Adaptive SM, Adaptive SM, SM, and EMD are 0.98,
0.91, 0.73, and 0.72 respectively. [3]

As stated earlier, EMD relies on a fully data-driven mechanism and unlike traditional data

analysis method (i.e. Fourier and wavelet-based) dose not require any a priori known basis. SM

assumes the data are stationary and thus it often fails when applies on non-stationary signals. On

the other hand, EMD is especially well suited for nonlinear and nonstationary signals such as

biomedical signals. Results indicate that EMD is an effective tool in detection of T-wave alternans.

This is especially highlighted in that EMD offers a higher sensitivity rate, and also lower false

negative detection rate comparing to that obtained from SM.

In Figure 3.8, although EMD results in a lower AUC of 0.72 comparing to those obtained from
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SM and Adaptive SM, it outperforms both method in positive detection of TWA and hence it offers

higher detection capability. In addition, EMD offers lower false negative rate. False negatives are

significant issues in medical testing. False negative may provide a falsely reassuring message to

patients and physician that disease is absent, when it is actually present. In this case, false report

of TWA absence can give the patient the dangerous illusion of good cardiac health and a patient

who is at the risk of SCD might not get the available treatment.

In addition, comparing to Adaptive SM and NMF- Adaptive SM, EMD offers a lower compu-

tational complexity and thus it is easy to be utilized for TWA detection in the clinical applications.

Furthermore, EMD offers a built-in denoising feature [32] and could be utilized in the signal pre-

processing steps. All these features and characteristics makes EMD to be a potentially stand-alone

algorithm.

In conclusion, EMD is ideally suited to extract informative components which are characteristic

of underlying biological or physiological process. In the next section of this thesis, the robustness

of EMD under various signal non-stationarity conditions has been investigated.

3.3 Robustness of EMD in Data Non-Stationarity

In order to verify the robustness of the proposed method, physiological data non- stationarity is

simulated in four ways, namely:

• Changing TWA amplitude

• Contamination of Additive White Gaussian Noise

• Contamination of Muscle Artifact (MA)

• Contamination of Electrode Motion (EM) Artifact

These four physiological data non- stationarities have been investigated in details in the next sec-

tions:
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3.3.1 TWA Amplitude variations

The proposed scheme was tested for various amplitudes of TWAs mainly from 1 µ V to 5 µ V.

In each analysis, the features have been extracted and are fed into LDA for classification. The

confusion tables for the classifications of TWA amplitudes from 1 µ V to 4 µ V have been shown

in Tables 3.5, 3.6, 3.7 and 3.8 respectively and for easier comparison the accuracy, specificity and

sensitifty in each case have been summarized in Figure 3.9

Table 3.5: Confusion matrix containing the number of correct classified TWA signals either as
Positive TWA or Negative TWA ( using 27 features ) - TWA Amplitude of 1 µV

Predicted Group Membership
Group Negative TWA Positive TWA Total

Cross-validated Count Negative TWA 29 7 36
Positive TWA 10 26 36

% Negative TWA 80.6 19.4 100
Positive TWA 27.8 72.2 100

Table 3.6: Confusion matrix containing the number of correct classified TWA signals either as
Positive TWA or Negative TWA ( using 27 features ) - TWA Amplitude of 2 µV

Predicted Group Membership
Group Negative TWA Positive TWA Total

Cross-validated Count Negative TWA 33 3 36
Positive TWA 5 31 36

% Negative TWA 91.7 8.3 100
Positive TWA 13.9 86.1 100
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Table 3.7: Confusion matrix containing the number of correct classified TWA signals either as
Positive TWA or Negative TWA ( using 27 features ) - TWA Amplitude of 3 µV

Predicted Group Membership
Group Negative TWA Positive TWA Total

Cross-validated Count Negative TWA 31 5 36
Positive TWA 7 29 36

% Negative TWA 81.6 13.9 100
Positive TWA 19.4 80.6 100

Table 3.8: Confusion matrix containing the number of correct classified TWA signals either as
Positive TWA or Negative TWA ( using 27 features ) - TWA Amplitude of 4 µV

Predicted Group Membership
Group Negative TWA Positive TWA Total

Cross-validated Count Negative TWA 33 6 36
Positive TWA 6 30 36

% Negative TWA 83.3 16.7 100
Positive TWA 16.7 83.3 100
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Figure 3.9: TWA measurement accuracy in synthetic ECGs using proposed algorithm as a function
of increasing TWA Amplitude

3.3.2 Physiological Data Non-Stationarity

In this section robustness of the proposed algorithm has been evaluated under various noise condi-

tions. Several noise sources of varying magnitude were simulated namely:

• Additive White Gaussian Noise (AWGN)

• Artifacts

The realistic and non- stationary ECG signal xr(n) is obtained by adding additive white Gaussian

noise ν(n) to the clean ECG xc(n) as follows:

xr(n) = xc(n) + βν(n) (3.3)

where β is a scaling parameter employed to obtain ECGs at different SNRs. The same set of sig-

nals from MIT- BIH Normal Sinus Rhythm Database (NSRDB) from Physiobank [2] each with a

duration of 64 beats is used for noise analysis. Note that mentioned database ( NSRDB) contains

ECGs with different rhythms; therefore this synthesizer provides a vast set of different ECGs. Fig-

ure 3.10 shows the block diagram of noise addition to T-wave alternans.

55



QRS Detection 
&  

Baseline 
Removal 

T- Wave 
Extraction 

ECG 

T- Wave 
Alternans 
Generator 

+ 

Muscle  
Artifact  Noise 

Electrode  
Motion  Noise Gaussian Noise  

Noisy T- Waves 

Figure 3.10: Block diagram of noise addition to T- wave alternans

3.3.3 Additive White Gaussian Noise

Random white Gaussian noise with different SNR levels was added to simulated TWA of 5µV

to simulate continuous random noise. In each case sensitivity, specificity and the accuracy of the

detection were calculated. Figure 3.11 shows the measure of sensitivity, specificity and the overall

accuracy as a function of increasing SNR.

It is evident from the results that the proposed method is well robust under noise condition with

SNR value ranges from 0-40 dB. The overall accuracy of 86.1% and sensitivity of 80.6% have been

well maintained in that range. In addition, the specificity has maintained a reasonable amount. (

reference specificity: 91.7%)
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Figure 3.11: TWA measurement accuracy in synthetic ECGs using proposed algorithm as a func-
tion of increasing SNR. Noise is additive white Gaussian.

3.3.4 Artifacts

The measurement of bioelectric events is exposed to various sources of noise. To reproduce real

conditions,synthetic noise, such as additive white Gaussian noise, is less recommended since it

does not simulate the non- stationarity conditions of a clinical environment [72]. These physio-

logical random noises are created by muscle or ECG recording electrode artifact during patient

movement. In this study, two main physiological noise realizations are used to simulate the data

non-stationarity:

• Muscle Artifact (MA) noise: which contains fairly continuous low frequency noise

• Electrode Motion (EM) noise: Electrode Motion Artifact is a normal ECG component dur-

ing exercise stress test. Although current research foresees an alternative scenario based on

long- term Holter recordings to asses TWA from non controlled patients outside of health

care centres. But even in this case, the ECG data is still acquired under severe noisy condi-

tions since the patient will be constantly moving. This artifact contains short lasting, high
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frequency components.

These two noises were obtained from the MIT-BIH Noise Stress Test Database (NSTDB) [73].

Similar to additive white Gaussian noise, these artifacts with different SAR levels were added to

simulated TWA of 5µV to simulate physiological data non- stationarity. The realistic and non-

stationary ECG signal xr(n) is obtained by adding physiological artifact a(n) to the clean ECG

xc(n) as follows:

xr(n) = xc(n) + βa(n) (3.4)

where β is the scaling parameter employed to obtain ECGs at different SARs. In each case sen-

sitivity, specificity and the accuracy of the detection were calculated. Figures 3.12 and 3.13 show

the measure of sensitivity, specificity, and the overall accuracy as a function of increasing SAR for

electrode motion artifact and muscle artifact respectively.
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Figure 3.12: TWA measurement accuracy in synthetic ECGs using proposed algorithm as a func-
tion of increasing SAR. Noise was simulated by adding muscle artifact.

It is evident from the results that the proposed method is well robust under noise condition with

ANR value ranges from 0- 40 dB. The overall accuracy of 86.1% and sensitivity of 80.6% have

been well maintained . In addition, the specificity has been decreased but the overall trend has

been maintained with a reasonable amount. ( reference specificity: 91.7%)
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Figure 3.13: TWA measurement accuracy in synthetic ECGs using proposed algorithm as a func-
tion of increasing SAR. Noise was simulated by adding electrode motion artifact.

It is evident from the results that the proposed method is well robust under noise condition with

ANR value ranges from 0- 40 dB. The overall accuracy of 86.1% and sensitivity of 80.6% have

been well maintained . In addition, the specificity has been decreased but the overall trend has

been maintained with a reasonable amount. ( reference specificity: 91.7%)

In the above simulations, the effectiveness of the EMD in TWA detection was investigated

through several synthetic experiments. Robustness of the algorithm was tested under various

sources of data non-stationarity. Results indicate that EMD is an effective tool in TWA detection.

The technique used here can be applied in practical ECG tests and long-term Holter monitoring

which is discussed in the next section.
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3.4 Real TWA Analysis

3.4.1 UHN Database

The performance assessment of the proposed detection method is carried out using ambulatory

ECG TWA signals from 55 patients. This is a unique database that was obtained from Toronto

General Hospital. Data collection of this database started in April 2009.

The study population consisted of patients with the following 2 types of cardiomyopathy:

1. ICM (ischemic) with LVEF ≤40% :

Ischemic cardiomyopathy is caused by coronary artery disease. Coronary artery disease is

caused by blocked arteries which results in poor blood flow to the heart and eventually leads

to dilation and reduction in function. These patients often have had a previous myocardial

infarction.

2. DCM (dilated) with LVEF ≤40% :

Dilated cardiomyopathy occurs in the absence of coronary artery disease and is thus often

referred to as non-ischemic dilated cardiomyopathy or idiopathic dilated cardiomyopathy. It

also involves dilation of the heart which results in a reduction in function.

Dilated forms of cardiomyopathy are characterized by ventricular chamber enlargement and

systolic dysfunction with normal left ventricular wall thickness; usually diagnosis is made

with 2-dimensional echocardiography. DCM leads to progressive heart failure and a decline

in left ventricular contractile function, ventricular and supraventricular arrhythmias, conduc-

tion system abnormalities, thromboembolism, and sudden or heart failure related death. [74]

Another group of patients consists of those with HCM (Hypertrophic) with LVEF ≥40%:

Hypertrophic cardiomyopathy is a primary disease of the myocardium (the muscle of the heart)

in which a portion of the myocardium is thickened without any obvious cause. These are patients

who were scheduled for ICD placement or electrophysiological study. It should be noted that in

clinical investigation, the cardiomyopathic etiology should be either ICM or DCM.
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Left ventricular ejection fraction (LVEF) is a measure of the contractile function of the left

ventricle and is currently considered to be the most important prognostic indicator for sudden

death. In other words LVEF is the measurement of how much blood is being pumped out of the

left ventricle of the heart (the main pumping chamber) with each contraction. Ejection fraction

is usually expressed as a percentage. A normal heart pumps a little more than half the hearts

blood volume with each beat. Table 3.9 shows the medical condition of the heart based on LVEF

percentage.

Table 3.9: medical condition of the heart based on LVEF percentage.

Left Ejection Fraction Measurement What it Means
55-70% Normal
40-55% Below Normal
≤ 40% considered to be at high risk of SCD

The LVEF may be lower when the heart muscle has become damaged due to a heart attack,

heart muscle disease (cardiomyopathy), or other causes.

All the patients in this study have implantable cardioverter defibrillator (ICD) which is an

electronic device that constantly monitors the heart rhythm. When it detects a very fast, abnormal

heart rhythm, it delivers energy to the heart muscle. This causes the heart to beat in a normal

rhythm again. The signals under study were recorded during one of the following ICD pacing

conditions:

• Atrial pacing ( for patients with single chamber ICD)

• Ventricular, or Atriovenricular pacing ( for patients with dual chamber ICD)

The mentioned clinical characteristics of the study population has been summarized in Table 3.10.
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Table 3.10: Clinical characteristics of the study population.

All patients - TWA + TWA
(n= 55) (n= 19) (n= 36)

Age, y 58 ± 12 57 ± 14 58 ± 11

Male, n(%) 46 ( 84 ) 15 ( 79 ) 32 ( 86 )

Cardiomyopathy:
Ischemic 29( 52 ) 11 ( 58 ) 18 ( 50 )
Dialated 19 ( 35) 3 ( 16 ) 16 ( 44 )

Hypertrophic 7 ( 13) 5 ( 26) 2 ( 6)

ICD:
Single Chamber 15 ( 27 ) 6 ( 32 ) 9 ( 25 )
Dual Chamber 40 ( 73 ) 13 ( 68 ) 27 ( 75 )

Out of these 55 signals, 36 signals are identified as positive TWA; and 19 signals are labelled as

negative TWA. Thus this is an unbalanced database; and the criteria of different prior probabilities

of each group has been taken into account in classification as follows:

• Prior probability of Positive TWA: 65%

• Prior probability of Negative TWA: 35%

Recordings include 12 channel ECG at sampling rate of 1024Hz. These signals consist of paced

ECG segments where the heart rates are elevated above 100 beat per minute (bpm). The precordial

leads (V1 - V6) are typically used for TWA in the clinical setting, however, limb leads (I, II, III,

aVR, aVL, aVF) are also analyzed for TWA detection. The largest TWA magnitudes are often ob-

served in precordial leads V1-V4. Figure 3.14 shows a schematic of a typical annotated real signal.

Detailed clinical characteristics of the study population has been shown in Tables 3.11 and

3.12. First column shows the signal record. Classifications of the signal based on existence of the

TWA ( +TWA) or absence of TWA ( -TWA) are listed using both SM and EMD; and those cases

with different classification results are marked as red ( Total of 10 signals)
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Figure 3.14: A sample annotated 12 lead ECG signal categorized as positive TWA from UHN
database 64



Table 3.11: Detailed Clinical characteristics of the study population.

Record - TWA + TWA Age Gender Cardiomyopathy LVEF ICD Type Pacing
( SM ) ( EMD ) (Y) (%)

S 1 1 1 73 M ICM 32 S V
S 2 0 0 51 M ICM 24 S V
S 3 1 1 45 F DCM 36 D AV
S 4 1 1 58 M ICM 38 D A/AV
S 5 1 1 52 M DCM 23 D A/AV
S 6 1 1 61 M DCM 22 S V
S 7 1 0 63 M ICM 26 S V
S 8 1 1 54 M DCM 29 D A/AV
S 9 0 0 71 M ICM 22 D A/AV

S 10 1 1 46 M ICM 35 D A/AV
S 11 1 1 71 M ICM 25 D A/AV
S 12 0 1 45 M HCM 60 D A/AV
S 13 0 0 65 M HCM 66 D A/AV
S 14 0 1 27 M HCM 70 D A/AV
S 15 1 0 60 M ICM 26 D A/AV
S 16 1 1 63 M DCM 20 D AV
S 17 1 0 57 M DCM 34 D A/AV
S 18 1 1 62 M DCM 19 S V
S 19 1 1 65 M ICM 30 D A/AV
S 20 1 1 65 M ICM 26 D A/AV
S 21 0 0 61 M ICM 20 S V
S 22 0 0 70 M ICM 34 D A/AV
S 23 1 1 47 M DCM 31 D AV
S 24 1 0 73 M ICM 20 D A/AV
S 25 1 1 50 M HCM 65 D A/AV
S 26 1 1 60 M DCM 20 D A/AV
S 27 1 1 43 M ICM 40 S V
S 28 0 0 65 M HCM 60 D A/AV
S 29 1 1 46 M DCM 40 D A/AV
S 30 1 1 31 M DCM 23 S V
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Table 3.12: Detailed clinical characteristics of the study population.( Cont’d)

Record - TWA + TWA Age Gender Cardiomyopathy LVEF ICD Type Pacing
( SM ) ( EMD ) (Y) (%)

S 31 0 0 29 M HCM 75 D A/AV
S 32 1 1 75 M ICM 20 D A/AV
S 33 1 1 61 M ICM 29 D A/AV
S 34 1 1 72 M DCM 33 S V
S 35 0 1 48 F ICM 25 D A/AV
S 36 1 1 61 M HCM 61 D A
S 37 1 1 67 F ICM 25 D A/AV
S 38 1 1 70 M ICM 37 S V
S 39 0 0 61 F DCM 28 S V
S 40 0 0 73 F DCM 24 D A/AV
S 41 0 0 43 M DCM 24 S V
S 42 1 1 68 M ICM 25 D A/AV
S 43 1 0 41 F ICM 23 D A/AV
S 44 1 0 56 M ICM 26 D A/AV
S 45 0 0 70 M ICM 20 D A/AV
S 46 0 0 63 M ICM 27 D A/AV
S 47 1 1 63 M DCM 21 S V
S 48 0 0 74 M ICM 25 D A/AV
S 49 0 0 63 M ICM 18 S V
S 50 0 0 45 M ICM 25 D A/AV
S 51 1 0 57 F DCM 28 D A/AV
S 52 1 1 54 M DCM 33 D A/AV
S 53 1 1 44 F DCM 37 D AV
S 54 0 0 67 F ICM 28 S V
S 55 1 1 71 M ICM 20 D A/AV
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3.4.2 Evaluate TWA Detection using EMD Approach

In order to evaluate TWA detection, preprocessing was performed ( as explained in section 3.1) to

remove the baseline wander. EMD algorithm ( as explained in chapter 2) was then performed on

the paced segments of each ambulatory ECG channel. All the analysis are done on the precordial

leads V1-V6.

It should be noted that due to the higher sampling frequency of the real data, there are more

samples in 64- beat segments to be processed and this leads to the decomposition of 13 IMFs for

each signal. ( as oppose to 9 IMFs for synthetic signals)

Using EMD, each signal was decomposed into 13 IMF and IF was extracted from each IMF.

Next step involved extracting the Hjorth descriptors from each IF. These features include: com-

plexity FFIF1−13 , mobilityMIF1−13 , activityσ2
IF1−13

) . As a result, total number of 39 features has

been used for classification of the TWA signals. These features were then fed into LDA classifier

for classification.

3.4.3 Classification Result

The signals in the database were labelled as positive TWA or Negative TWA based on the SM

method in our clinical collaborator institution, Toronto General Hospital. The confusion matrix

for classification of the real database is shown in Table 3.9. The specificity and sensitivity of this

classification have been calculated as 84.2% and 80.6% respectively. An overall classification rate

of 81.8% is achieved for this classification.
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Table 3.13: Confusion matrix for Real- Data containing the number of correct classified TWA
signals either as Positive TWA or Negative TWA ( using 39 features)

Predicted Group Membership
Group Negative TWA Positive TWA Total

Cross-validated Count Negative TWA 16 3 19
Positive TWA 7 29 36

% Negative TWA 84.2 15.8 100
Positive TWA 19.4 80.6 100

3.5 Chapter Summary

In this chapter, a novel method for TWA detection from ECG signals based on EMD is presented.

The technique developed is not based on simple partial summation of IMFs. Rather the IF from all

IMFs are used to enhance the detection of the instantaneous changes in the signal. An advantage

of EMD over other methods is that signals are processed in time- domain and thus it is easier to

interpret the analysis under investigation.

The effectiveness of the EMD in TWA detection was performed through several experiments on

synthetic database as well as real ambulatory ECG signals. The technique showed to be robust to

ECG data non stationarities ( TWA amplitude variations, noise and other artifacts) and in many

cases, it outperformed SM TWA detection method which is the most common technique used in

clinical settings.

As discussed, EMD is easy to implement and has low calculation complexities and the results

showed a good potential for clinical use implementation .
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Chapter 4

Analysis of Intracardiac AF signals via
Instantaneous Frequency

THIS chapter provides the details about studying the atrial activation during AF using fre-

quency analysis technique. The aim of this chapter is to evaluate the most common ap-

plication of frequency analysis to employ dominant frequency (DF) for the estimation of atrial

activation rate. In addition, some investigations has been done to identify the cases where DF

fails to characterize the instantaneous changes in the atrial activation cycle. A potential solution is

analyzing the non- stationary intracardiac electrograms in AF using Instantaneous Frequency (IF)

which has been discussed in details in this chapter.

4.1 What is Dominant Frequency (DF)

Both ECG and Intracardiac recordings like many other real-world signals are non-deterministic

and non-stationary. Intracardiac electrogram readings are normally simple; however, they could

become very complex under pathological conditions. These complexities include amplitude varia-

tions, changes in the morphology and fractionations and irregular activation times. Thus, complex

electrograms during AF has provided a difficulty in time domain analysis and as a result researches

have shifted to frequency domain analysis. Frequency domain analysis offers an alternative way

to visualize AF electrograms without having to measure the intervals in the time domain. Fourier

transform is a mathematical tool that converts a signal from time domain to the frequency domain.

The frequency domain description of a signal represents the sine waves that when added together,
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reproduces the original signal.

Fourier Transform of signal x(t) is simply:

X(f) =

∫ +∞

−∞
x(t)e−2πjftdt (4.1)

One of the most common features of the signal in the frequency domain is the dominant frequency.

Dominant Frequency is the frequency with the highest peak on the magnitude spectrum. If the

signal is periodic, it can be estimated by a single sinusoidal signal with its frequency equal to the

dominant frequency. All other decomposed sinusoids have frequencies at multiples of the dominant

frequency.

Figure 4.1(a) shows the signal y(t) = 2cos (200t) +sin (100t) ; and it’s corresponding dominant

frequencies in Figure 4.1(b). The peaks in the spectrum correspond to frequencies 50 Hz, and 100

Hz, and the dominant frequency is in fact 100 Hz which corresponds to the cosine signal that has

higher amplitude.
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Figure 4.1: (a) Arbitrary signal y(t) = 2cos (200t) +sin (100t) and (b) Power Spectral Density of
signal in (a)
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4.2 Analysis of AF intracardiac electrogram using Dominant
Frequency

Dominant frequency analysis is a powerful tool for analysis of atrial rate in AF. The main benefit

of frequency domain analysis is the fact that it can be easily applied to the complex electrograms

of AF. However, when using the dominant frequency analysis to estimate activation rate, it is

important to investigate in the strength and limitations of the technique so that results could be

properly interpreted.

Rapid heartbeat due to AF results in beat rate of 240-540 cycle/minutes which corresponds to

a dominant frequency range of 4-9Hz.

In this chapter the signals used are from Intracardiac Atrial Fibrillation Database (iafdb) from

PhysioNet [2]. This database includes collections of high-resolution recordings from eight sub-

jects in atrial fibrillation; each recording includes three surface ECG signals and five intracardiac

signals, all simultaneously recorded. Data are collected at sampling frequency of 1kHz. Intracar-

diac signals are recorded by a decapolar catheter with 2-5-2mm spacing (7mm spacing between

bipoles) which was placed in four separate regions of the heart:

• SVC: The distal tip of the catheter is close to the annulus of the superior vena cava

• IVC: The proximal tip of the catheter is close to the annulus of the inferior vena cava

• TVA: The distal tip is close to the tricuspid valve annulus

• AFW: The entire catheter rests against the atrial free wall

Figure 4.2 shows 10 seconds of bipolar electrogram recording where the activation deflections

change in morphology and amplitude. This signal is the intracardiac signal recorded from the

proximal tip of the catheter (IVC) close to the annulus of the inferior vena cava.

There are 13 beat cycles during 2 seconds as shown in Figure 4.3 (a) which gives an average

activation impulse of 153 sec, or frequency of 6.5 Hz. This has been proved by extracting the power

spectrum of the signal as shown in Figure 4.3(c). Note that the original signal in the time-domain

has been zero-padded in order to increase the frequency resolution.
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Figure 4.2: 10- sec bipolar signal recorded from the proximal tip of the catheter placed at the
annulus of the inferior vena cava- Signal is from Physionet [2]

One of the characteristics of intracardiac electrograms during AF is the signal irregularity in

time and amplitude. In the next sections, the influence of phase change and amplitude variations

on dominant frequency has been investigated.

4.2.1 Influence of Phase Change on DF

It should be remembered that dominant frequency analysis identifies the frequency of the sinusoid

that best approximates the signal. Thus, any change in the phase of the signal will result in dif-

ferent dominant frequency. Figures 4.3 and 4.4 show the effect of phase change on the dominant

frequency. In this simulation, power spectrum of the sinusoidal signal in Figure 4.4(a) confirms

the dominant frequency value of 5Hz as shown in Figure 4.4 (b). However, for the same signal, the

phase change in Figure 4.5(a) causes a deviation in dominant frequency shown in Figure 4.5(b).

Dominant frequency of the phase changed signal is 4.6 Hz, which is lower than the expected rate

of 5 Hz.

In AF electrograms, the phase component of the signal is an essential factor in morphology

of the signal in the time domain. Although the deviation of dominant frequency is minor in the

mentioned simulation (Figure 4.4 and 4.5), there are cases where 180 degree phase change will
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Figure 4.3: (a) 2- sec bipolar signal recorded from the proximal tip of the catheter placed at the
annulus of the inferior vena cava (b) zero-padded signal in (a) ; (c)Power spectral density of the
zero-padded signal with dominant frequency of 6.55 Hz.

result in doubling the dominant frequency [18].

4.2.2 Influence of Amplitude Change on DF

In order to investigate the influence of amplitude variations on dominant frequency, several elec-

trograms were simulated. The rate (and phase) kept constant in all, but variations in amplitude

were applied. This was done by distributing random numbers between zero and one throughout

the signal. The simulated recordings were 2 seconds in duration, with a sampling frequency of

1000 Hz. The simulations are illustrated in Figure 4.6 along with the power spectrum for each

case. It can be concluded that with constant phase, amplitude variations does not greatly affect

the dominant frequency of the signal. The dominant frequencies obtained are 6.6Hz, 6.55Hz, and

6.5Hz respectively.

It can be concluded that frequency analysis works in above case (amplitude variations in the
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Figure 4.4: (a) Sinusoidal signal x(t) = sin(5t) and (b) corresponding DF of 5 Hz

electrogram) since a single sinusoid of approximately 5Hz could still well approximate the signal

despite the high variation of amplitude. Thus it can be concluded that dominant frequency analysis

is robust on recordings with significant amplitude variability. [75]

This technique may provide a good estimate when applied to the regular signal morphologies;

however it may fail when applied to complex AF electrograms consisting of varying amplitude and

frequency. Other common properties of AF electrograms include: high variability of the activation

intervals, as well as complex fractionation. For these cases, signals can not be easily characterized

using a single sine wave that corresponds to the frequency of activation [76].

As a result, due to signal non- stationarity of the complex electrograms, frequency domain

analysis does not always provide the best estimate of the atrial activation rate. The frequency of

the signal can be monitored instantaneously for the non- stationary signals [77,78] which has been

discussed in the next section.
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Figure 4.5: (a) Sinusoidal signal x(t)=sin(5t) with phase change occurs at t= 1.5 sec and (b)
Change in power spectral density causes DF to deviated to 4.6 Hz

4.3 Analysis of AF using EMD and IF

Using EMD, 3- sec of the signal shown in Figure 4.2 has been decomposed into 10 IMFs, followed

by the residue as shown in Figure 4.7. It can be clearly seen that the lower order IMFs contain

higher frequency components of the signal and vice versa. To extract the instantaneous frequency

of each IMF, the Hilbert transform is applied to each of the IMFs to obtain the amplitude and the

phase of the analytical signal.

Figure 4.8 shows IMFs 6, 7 , and 8 and their corresponding IF as well as power spectral densi-

ties. Previously, the atrial activation rate of this signal was estimated by calculating the dominant

frequency which was found to be 6.55 Hz ( Figure 4.3) . Dominant frequencies of the IMF6 to

IMF8 can be extracted from the PSD plot in Figure 4.8. It can be observed that the dominant

frequency of IMF6 is very close to that of the original signal. This means that the oscillations and

thus the frequency of the original signal can be well approximated by signal reconstructions of

IMF 6 and higher IMFs as follows:

xreconstructed = Σj=10
j=6 cj + r(t) (4.2)
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Figure 4.6: (a) ,(c), (d) 2-seconds of intracardiac AF signal with varied amplitudes and their
corresponding power spectral densities with the peak showing the dominant frequencies of 6.6 Hz,
6.55 Hz, 6.5 Hz at (b), (d) , (f) respectively.

Figure 4.7 shows the original signal and the reconstructed signal by adding up IMF6 and higher.

As already explained, this partial signal reconstruction results in the same dominant frequency of

the original signal. Thus an EMD- based approach could be to identify the significant IMF(s)

and using partial reconstruction of the signal for further analysis. The partial reconstructed signal

posses less complexity as high frequency components of the signal would be vanished. This may

simplify the signal for further analysis.

In addition, dominant frequency fails to localize the high frequency sites for ablation purposes

[79]. On the other hand, Instantaneous Frequency derived from any IMF could potentially identify

area with high activation rate. Note that in the analysis of AF intracardiac electrograms there are

both temporal activation rate and spatial activation rate. In this study, activation rate refers to the

temporal activation rate.
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Figure 4.7: EMD decomposition of the Intacardiac AF signal showing the original signal in black;
IMFs 1 to 10 in blue; and the residue in red.
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Figure 4.8: Column (a) IMFs 6 to 8 from top to bottom; column (b) the Instantaneous Frequencies
corresponding to IMFs 6 to 8 ; column (c) power spectral densities corresponding to IMFs 6 to 8 (
Note that frequency axis in column c has been normalized)
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Figure 4.9: Original Intra cardiac AF signal in Blue; Partial reconstructed signal from IMF6 and
higher in Red

4.4 Chapter Summary

In this chapter an overview of analyzing AF intra cardiac signal processing using dominant fre-

quency was studies. Limitations of this method with clear examples were identified, and potential

solutions using EMD and partial signal reconstructions were presented. Since IF is a tool to ana-

lyze and monitor the signal non-stationarity, it offers a wider features in calculating the atrial cycle

length and also in identifying the high activation sites within atrium.
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Chapter 5

Discussion and Future Works

Heart is the organ that supplies blood and oxygen to all parts of the body. When this organ does

not work properly, it will cause mis-function in brain or other organs of the body. Anomalies in

ventricle repolarization will cause TWA which is a risk stratier for SCD. The presence of large am-

plitude TWA often presages lethal ventricular arrhythmia. TWA signal is typically in the microvolt

range. As a result accurate and sensitive detection algorithm are needed to control for confounding

noise and changing physiological conditions ( i.e signal non- stationarity). A number of analytical

techniques have been proposed to detect the micro volt TWA from the ECG. Between all existing

methods, SM is the most commonly used method in the clinical practices to quantify the TWA sig-

nal. In SM method Fourier representation of signal is analyzed. The major challenge to apply SM

on TWA signals is the non-stationary nature of these signals causing multiple choices for window

length in performing STFT (which is the most important part of the SM method). To overcome

this limitation, , Empirical Mode Decomposition( EMD) is introduced as a technique for process-

ing non- stationary and non-linear data. Unlike Fourier transform or wavelet-based methods that

require some pre- defined basis functions to represent a signal, EMD relies on a fully data-driven

mechanism that does not need any a priori known basis. On the other hand, this method was tested

to analyse intracardiac AF electrograms and to identify areas with high frequency activation sites

within atrium using Instantaneous Frequency.
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5.1 Summary of Results

The capability of the proposed method was tested on both synthetic and real world TWA suffer-

ing patients. The classification accuracy of the EMD based feature was 86.1% for 72 synthetic

signals obtained from publicly accessible Physionet database and for 81.8% for 55 ambulatory

ECG signals obtained from the Toronto General Hospital. For this database 84.2% and 80.6%

were achieved as sensitivity and specificity using the EMD-based method. Furthermore, the false

positive and false negative detection rates are 15.8% and 19.4% respectively giving an acceptable

false negative and false positive value due to acceptable medicine acceptable range. A comparative

analysis was performed on the same database using the precious methods and the proposed feature.

The results show that the proposed feature performs relatively well for the given database.

For the analysis of AF intracardiac electrograms, partial reconstruction of the signal via sum-

mation of IMFs were proposed as a potential solution to identity the areas with high activation rate

within atrium. In addition, instantaneous frequencies extracted from IMFs helps to monitor the

instantaneous changes in the signal and thus could be used as a tool to precisely locate and identify

the abnormal drivers. Unlike DF that fails to locate the abnormal drivers in presence of data non-

stationarity (phase change), IF can potentially capture the changes instantly.

5.2 Summary of Contributions

The proposed study achieved the set of objectives of the thesis and followings are the summary of

the contributions:

• The novel work of TWA detection using EMD- based technique was performed. Features ex-

tracted from instantaneous frequency showed to be unique and well distinct. The validation

of the method was performed on a new database from Toronto General Hospital.

• The novel work of analyzing intracardiac AF electrgorams using instantaneous frequency

was proposed in this work. The current method in analyzing intracardiac AF electrgorams

via Dominant Frequency fails in the presence of data non-stationarity. As a result, IF could

potentially be a powerful tool to analyze these non- stationarities.
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5.3 Future Work

The followings are areas which could potentially optimize TWA classification and analysis of

intracadrdiac AF electrograms :

• In TWA detections, other versions of EMD such as Ensemble Empirical Mode Decompo-

sition (EEMD) [49] and Intrinsic Time-scale Decomposition (ITD) [80] could be used to

enhance the algorithm. EMD suffers from mode mixing effect [49] which could potentially

affect the amplitude variations of T- waves.

• Using IF to localize the areas of atrium that cause abnormal pulse generations
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