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ABSTRACT

Collision Modification Factors (CMFs) are a simple method of representing the effectiveness of
road safety treatments. With the release of the Highway Safety Manual (HSM) and the recent
launching of a CMF Clearinghouse website, CMFs are likely to become more widely used for
estimating the effects of potential road safety treatments. The presence of regression to the mean
(RTM) bias has long been shown to affect the accuracy of CMFs that did not account for the
RTM in their development. The purpose of this research was to study how the RTM depends on
the number of years of data used for selecting high collision sites for treatment and on the
relative number of sites selected. From this analysis, a function based on the number of years,
percentage of high collision sites selected, and the mean and standard deviation of the site
population from which the treated sites are drawn was developed to more accurately estimate the
magnitude of the RTM effect. This function can be used to adjust CMFs that do not account for

RTM, complementing the procedure developed and used to correct CMFs included in the HSM.
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1. INTRODUCTION

Collision (or Crash) Modification Factors (CMFs) are a simple method of representing
the effectiveness of road safety treatments. As road agencies work towards making their
roadways safer for their users, CMFs are becoming more important in assisting with the decision
making for the specific design of all the various road features. These road features can
encompass anything to do with road design that can potentially affect the number of
collisions/accidents/crashes that occur on that section of highway. (“Accidents”, “crashes”, and
“collisions” are terms used interchangeable in the literature, and in this thesis.) They can include
features from cross section elements or intersection design and can range from small changes,
such as additional signage or lighting, to larger changes such as grade changes or conversion of
intersections to roundabouts. With the release of the Highway Safety Manual (HSM) in 2010
(AASHTO, 2010) and the launching of the CMF Clearinghouse website in 2009, both of which
include databases of relevant CMFs, a major focus is being placed on the use of these CMFs and
the accuracy of the predictions. The accuracy of these predictions depends largely on the
methodology by which they were developed. To ensure accurate results, the development of
these CMFs needs to take into consideration sources of error such as regression to the mean.
Regression to the mean (RTM) is the phenomenon where the number of collisions at a location
fluctuates from year to year, but ulthﬂétely returns to a long term average. This fluctuation is
caused by the random nature by which collisions occur. Before-and-after studies that do not take

this into account, would overestimate the safety effect of a treatment due to the natural reduction

in the collisions that would occur in the after period even if the treatment was not applied.



1.1. Background Information

The CMF estimates the new number of collisions to be expected after implementing the
safety treatment by multiplying the CMF by the number of collision that would have occurred
without the treatment. Collision Modification Factors (CMFs), as they are referred to in this
thesis, are also termed Accident Modification Factors (AMFs) or Crash Modification Factors
(CMFs), all of which function in exactly the same way. With a similar functionality, many
studies also refer to Crash Reduction Factors (CRFs), which represents the safety effect as a
percentage reduction in the expected number of collisions. The advantage with representing the
factor as a modification factor rather than as a reduction factor is that this allows the
modification to be clearly indicated as either an increase or decrease in the number of collisions.
(A CMF greater that 1 indicates an increase, while a CMF less than 1 indicates a decrease, and

unlike the case of crash reduction factors, the sign is always positive).

An example of a CMF listed in the Highway Safety Manual’s “Knowledge™ document,
conversion of stop controlled intersections in rural areas (with Annual Average Daily Traffic
(AADT) volumes of 7185 to 17220) to single lane roundabouts has a CMF of 0.42 (NCHRP 17-
27 Project Team, iTrans Consulting Inc., 2009) based on research by Persaud et al. (2001). Put
simply, this would imply that if an intersection has the characteristics identified by the CMF
were to be converted to a single lane roundabout, and if it is estimated to experience 10.0
collisions per year without conversion, then it would be estimated to have 10 x 0.42 = 4.2

collisions per year after the conversion.



1.1.1. Regression to the Mean

The regression to the mean phenomenon or bias is a problem that affects most before and
after studies. It is sometimes referred to as selection bias because a site is typically selected for
treatment based on having an abnormally high accident count (Hauer, 1997). Regression to the
mean is simply explained as a statistical phenomenon whereby the number of accidents at a
particular site fluctuates up or down around a long term average (Bahar, 2009). This phenomenon
can be shown by the example in Figure 1-1 where the number of accidents moves up or down
about the long term mean (Shen & Gan, 2003). From this example we can see that if the site is
treated based on one of the high points, very probably there will have been an immediate
reduction in the number of collisions in the following year regardless of whether or not a safety
treatment was implemented. Therefore, a before and after study conducted without taking into
consideration regression to the mean will produce an exaggerated safety treatment effect. Even if
a site with high accident counts is selected not because it has a high accident count but through
some other selection process, while one may assume there is no longer selection bias, such a site
may still become subject to the regression to the mean phenomenon, distorting the safety effect

estimates in a simple before-after evaluation study (Hauer, 1997).
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Figure 1-1: Regression to the Mean Example (Shen & Gan, 2003)



1.1.2. Development of CMFs

Collision Modification Factors can be developed through several different methods that
can be used to evaluate the effects of a safety treatment. The popular methods are typically
applied either through some form of a before-and-after study or a cross-sectional study (Forbes,
2003). The before-and-after study methods involve comparing the number of collisions expected
to occur without the implementation of the treatment to the number of collisions that actually
occur after implementation. The methodologies for developing the CMFs using before-and-after
methods are documented by Shen and Glen (2003) and these various methods are listed below.
The cross-sectional studies on the other hand do not require the treatment to be installed at the
observation sites, but instead compare sites that have the treatment-related feature with those that
do not have the feature being studied. The methodology for developing CMFs using cross-
sectional data is documented by Bonneson and Pratt (2008). The most common methods for

developing CMFs are:

1. The simple (or naive) before-and-after study method; The simple before-and-after
study, often referred to as the naive before-and-after study, is a simple comparison
between the number of accidents in the before period against the number of accidents
in the after period. The CMF is calculated by dividing the total number of after
crashes by the total number of before crashes for periods of equal duration. It is
therefore considered a naive method because it assumes that the number of crashes
before a treatment is a good estimate of the number expected to occur without the
treatment and does not take into account any other factors that can affect this estimate
such as changes in traffic volume and external causal factors. These external factors

could include weather conditions, economic conditions, changes in traffic policies
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and other similar changes that could cause changes in the total number of collisions.
More importantly, when this method is used, sites are treated based on having a high
accident record which introduces a large regression to the mean error where, without
any treatment, the total number of collisions would have naturally declined in the

after period (Shen & Gan, 2003).

The before-and-after study with comparison group method: The before-and-after
study with comparison group method is similar to that of the simple before-and-after
study but it goes further by attempting to compensate for the external causal factors
by using a comparison group of untreated sites. It assumes that any changes in
accident patterns that would have occurred in the comparison group would have also
occurred in the treatment sites if no treatments were implemented, The CMF from a
simple before-study is simply adjusted by multiplying it by the ratio of before to after
collisions in the comparison group. While this does account for external factors that
could affect collision patterns, it still does not account for regression to the mean

(Shen & Gan, 2003).

The before-and-after study with the Empirical Bayes (EB) method: The
Empirical Bayes method for before-and-after studies goes further by introducing the
use of a model estimate for the mean crash frequency of similar sites as well as using
the crash record of the site. The mean crash frequency of similar sites is usually
estimated from a Safety Performance Function (SPF) that is a model estimate of the
expected number of crashes at an untreated “reference” site based on the AADT, and
sometimes other characteristics of the site. By using this combined method with

mathematical techniques the effects experienced from unrelated factors and



regression to the mean are minimized in order to determine the true estimate of
crashes expected without the treatment, and ultimately, a true safety effect of the

treatment (Shen & Gan, 2003).

4. Cross-sectional study: Cross-sectional studies estimate the safety effect of a feature
by comparing crashes at sites with that feature to crashes at sites that are similar on all
counts with the exception of that particular feature. Thus, it may be inferred that the
difference in crashes would represent the reduction in collisions due to the feature and
therefore can be used to estimate a collision modification factor. While it is
recognized that before-and-after studies are better at estimating the safety effects of a
treatment, cross-sectional studies are sometimes employed when it is not possible to
do a before-and-after study. Also, it is important to note that one of the difficulties
with the cross-sectional study is finding sites that have exactly the same features with

the exception of the one feature being studied (Bonneson & Pratt, 2008).

1.1.3. Reliability of CMFs

Given the large number of studies being conducted worldwide to develop CMFs for
various safety treatments, there is a pressing need to assess the reliability of the CMFs produced
from these studies. Based on the method by which the study is conducted, one is able to
determine whether the study accounted for all the potential sources of error. For a CMF to be
considered reliable it must be both precise and accurate. Precision and accuracy are illustrated by
the bull’s eye target in Figure 1-2. As indicated, if the results from a safety treatment cluster at
the same off bull’s eye value they would be considered precise but not accurate, while if they

scatter around the target then they are considered to be neither precise nor accurate (NCHRP 17-



27 Project Team, iTrans, 2007). It is therefore necessary for the CMF to produce consistent
results on target and as predicted for the CMF to be considered reliable and therefore safe for
road agencies to use. This precision and accuracy can be measured by the standard error of the

CMF estimate, which is the methodology used for rating CMFs in the Highway Safety Manual

(HSM).

Precise but not Accurate Neither Precise nor Accurate

Figure 1-2: Hlustration of precision and accuracy (NCHRP 17-27 Project Team, iTrans, 2007)

The Crash Modification Factor Clearinghouse (http://www.cmfclearinghouse.org), which
is a web-based collection of CMFs that will be constantly updated with CMFs from new studies,
has also identified the need to rate the reliability of the CMFs. To do this, a S-star quality rating
system has been developed to indicate the quality or confidence in the results of the study that
have been determined by the review committee (University of North Carolina Highway Safety
Research Center, 2010). The rating system is based on Study Design, Sample Size, Standard
Error, Potential Bias, and Data Source of the study. Points are given for those cgitegoﬁes of either
0, 1 or 2 and based on double weight for study design and sample size. A maximum number of

14 points can be achieved, which would result in a S-star rating.
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1.2. Problem Statement

While there are now significant resources available for accessing existing CMFs, the
origins of these CMFs usually come from individual studies and assessments that are derived
using varying methodologies. Due to the limited resources of many of the road agencies or
individuals who conduct these studies, it is often not possible for them to be conducted in such a
comprehensive manner as to account for all sources of error, specifically, regression to the mean.
Regression to the mean, as noted earlier, occurs as a result of the number of collisions at a given
location fluctuating up and down each year around a long term average. This average can be
defined as the normal number of collisions at a location that can theoretically be determined
from the average of data collected over an adequate number of years. If insufficient years of data
are used to develop the CMF, it is possible that the resulting safety treatment effect determined is
simply a result of the fluctuation in the yearly number of collisions rather than a real reduction in
the number of collisions. Regression to the mean errors are also associated with selecting a small
proportion of the highest collision sites from a population for treatment, as these few abnormally
high crash sites will have much lower means in any other period. The main concern as a result of
the regression to the mean phenomenon is based on using an incorrect measure of the true mean
for the number of crashes in the before period and using that incorrect mean as the estimate of
crashes in the after period. However, many CMFs are often published based on too few years of
data, and without using the empirical Bayes method to correct for regression to the mean bias,
which produces inflated results for the CMFs. This immediately raises the issue of the reliability
of the effectiveness of the published CMFs. Road agencies want to be sure that the treatments
they decide to use will indeed yield the results expected on the basis of the CMFs, so as not to

waste money on treatments that would not work.



1.3. Objective

Qualitative methods have been developed to adjust for regression to the mean bias in
CMFs from published studies that ignore this bias; however, there is no quantitative method that
verifies those processes. It is to be expected that the fewer years of data that have been used, the
greater the regression to the mean bias would be. It is also to be expected that if smaller
proportions of the high accident sites are used, the regression to the mean bias would be greater.
The purpose of this research is to evaluate the methods for estimating the expected number of
collisions at a site without treatment, and correspondingly, for correcting for regression to the
mean. The research will also empirically explore how regression to the mean depends on the
number of years of observed data and on the proportion of high accident sites selected. This will
help to determine whether it is possible to develop a specific process to correct for regression to
the mean in published collision modification factors that are suspected of having regression to

the mean bias.

1.4. Thesis Outline

This thesis is divided into 8 main chapters as follows:

e Chapter 1 - Introduction: This chapter introduces Collision Modification Factors

(CMFs) and Regression to the Mean (RTM) and outlines the objective of the thesis.

e Chapter 2 - Literature Review: This chapter reviews material related to the
development of Collision Modification Factors, the effects of regression to the mean and

the procedures developed to account for regression to the mean.

%
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Chapter 3 - Analysis Data: This chapter identifies the datasets that were used for the
analysis, which include the real data as well as the methodology for creation of the

simulated data.

Chapter 4 — Comparison of Methods for Estimatin\g Expected Collisions: This
chapter identifies the various methods for estimating the expected number of accidents in

the presence of regression to the mean, and compares the results of each method.

Chapter 5 - Empirical Estimation of Regression to the Mean Effect: This chapter
addresses the methodology for the selected method of estimating the regression to the

mean using the datasets and gives the results of the analysis.

Chapter 6 — Collision Modification Factor Corrections for Regression to the Mean:
This chapter applies the methods used for estimating the number of expected accidents to
devise a formula for correcting collision modification factors that are suspected of having

regression to the mean bias.

Chapter 7 - Summary, Conclusions and Recommendations: This chapter summarizes
the results from the research and provides the conclusions and recommendations for the
methodology used for the estimation of regression to the mean for correction of collision

modification factors.

Chapter 8 - Further Study: This chapter summarizes the limitations of the research
completed in order to identify areas for future study to build upon the findings,

methodology and results of this research.
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2. LITERATURE REVIEW

A literature review was conducted on the existing methods for using and developing
collision modification and for correcting for regression to the mean. Online journals, text books
and project reports were reviewed for this purpose. These sources have been grouped into several

main categories and are summarized in this section.

2.1. Collision Modification Factors

Lord and Bonnenson (2006) analyzed the role and application of accident modification
factors within highway design process, specifically due to the forthcoming release of the
Highway Safety Manual and the expected increase in the use of accident modification factors. It
was identified by the authors that many road agencies still use crash reduction factors (CRFs)
instead of accident/collision modification factors (AMFs or CMFs), which is very limiting, as
this excludes the instances where there is an increase in collisions, and which is why all new
studies use AMFs or CMFs, which can reflect both increases and decreases in collisions. The

relationship between the CRF and AMF or CMF is given in Equation 2-1.
AMF=1-CRF Equation 2-1

The authors then explained how these AMFs could not only be used for countermeasures to treat
existing road segments, but also how they can be used to evaluate various design alternatives
where the existing collision history does not yet exist. This is accomplished through the use of
safety performance functions that would give an expected number of collisions such that the

design alternatives can be compared. Furthermore, it is also possible to combine the AMFs from
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several design alternatives in order to evaluate more complex alternatives (Lord & Bonneson,

2006).

Belluz and Forbes (2003) in a paper on the Synthesis of Safety for Traffic Operations
assessed the various methods of measuring road safety, which iﬁclude Motor Vehicle Crashes
(MVCs), Safety Performance Functions (SPFs) and Collision Modification Factors (CMFs). The
Synthesis of Safety for Traffic Operations included CMFs for transportation practitioners in
Canada to use, as theses were identified as being an important tool. It was noted that due to the
small number of studies done in Canada, there is an information gap which makes it difficult for
practitioners in Canada to practice Evidence Based Road Safety (EBRS) which is the preferred
method for road safety treatment. However, in the absence of this, it was stated by the authors
that reliable CMFs developed in other jurisdictions can be used as long as they are applied
carefully. In concluding, the authors recommended that a uniform process be used for reporting
safety effects and suggested that, with training and additional research, it would be possible to

overcome this information gap (Belluz & Forbes, 2003).
2.2. Effect of Regression to the Mean

Hauer (1998) analyzes how bias by selection often results in an over-estimation of
effectiveness. It is explained that the effectiveness of a countermeasure is often derived from the
comparison of accidents before and after implementation of the treatment. Using a numerical
example, it is demonstrated that there is a reduction in accidents in the afier period simply due
regression to the mean. The author explains that using a Poisson probability distribution an
estimate for the regression to the mean is determined to allow for elimination of this bias (Hauer,

1980).

12



Elvik (2004) discusses the extent of bias in the selection of sites for road safety treatment
in Norway. It is noted that the site selection process in Norway is a complex one that takes into
account many factors in addition to the accident record. For the sites that were treated it was
found that the percentage of those sites that had a higher than normal accident rate was the same
as the percentage of those sites that had a lower than normal accident rate. This suggests that
there exists very little bias in the selection of sites for treatment in Norway. This would
ultimately remove any regression to the mean errors for the before-and-after studies that would
result from selecting sites purely based on bad accident records. However, the whole purpose of
treating sites is to improve safety by reducing the total number of collisions. One would question
the relevance of treating so many sites that have lower than normal accident rates simply for the
purpose of attaining greater statistical accuracy where bias is considered to be a bad thing. With
the development of the Empirical Bayes (EB) approach, which can be used to correct for
regression to the mean, the guestion arises as to whether we should avoid bias in site selection or
simply ensure that we can account for it accurately. The author then concludes by noting that
Norway could make their selection for road safety treatment more effective by selecting fewer
safer than normal sites. However, based on the data available, the paper was unable to quantify

the extent to which it can be made more effective (Elvik, 2004).

Maher and Mountain (2009) address the sensitivity of estimates of regression to the
mean. It is noted that methods of accauﬁting for regression to the mean (RTM) require some type
of assumption regarding the distribution of the true mean. The EB method assumes a gamma
distribution, as this works well for the mathematics of the Bayes Theorem. However, the authors
noted that with the advances in computational techniques for Bayes Theorem, using Markov

Chain Monte Carlo methods, it is possible to use other distributions. It was concluded that it is
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possible to get good RTM estimates using various distributions. While the RTM estimates varied
by up to 20% based on the different distributions it was noted that this variation becomes
significantly smaller with better predictive models that are used in the EB method. Based on the
results of the analysis, no firm conclusion could be reached as to which distribution is best for
the EB method nor as to if there is evidence to show that any of them would always be better
than the traditionally used gamma distribution. The authors suggested that the distributions work
better on a case by case basis, and different trials should be done to determine the best fit. It is
important to note that this research supports using the EB method as being the preferred method

for estimation of RTM regardless of the distribution used (Maher & Mountain, 2009).

2.3. Methods to Account for Regression to the Mean in Before-After Studies

Abbess et al. (1981) estimate the effectiveness of remedial treatment with special
reference to the regression to the mean effect. In this paper it is explained that the Bayesian
approach can be used to analyze blackspot data for collisions and to determine the effectiveness
of the treatment. This was identified as necessary, given that other methods of determining the
effectiveness of the treatment often ignore the main source of the problem and the methodology
for the Bayesian approach automatically accounts for over-estimation of the treatment effect due
to regression to the mean. At the time the paper was published, the author noted that methods
and data were not yet available to assess the importance of regression to the mean. Graphs and
data are presented to show the presence of regression to the mean with the collision data and to
demonstrate a good fit to the accident mean of the gamma distribution whose parameters can
then be estimated. As such, the paper identifies a formula to estimate the regression to the mean.

In conclusion, the authors stated that Bayesian methods can successfully be used to analyze
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accident blackspots by properly estimating the expected number of accidents in the presence of

regression to the mean (Abbess, Jarrett, & Wright, 1981).

Hauer (1986) addresses the estimation of the expected number of accidents. It is noted
that when a certain number of accidents are recorded in a given period, it does not necessarily
mean that this will be the average number of accidents in the following period. Therefore, safety
estimated based solely on the 2 periods will be inaccurate. To account for this phenomenon,
better estimates of the expected number of accidents are required. Using actual accident counts,
the author shows how this count gives a very poor estimate of the average number of counts per
location, given that the numerical differences between the observed counts and the actual mean
are significant. It is then shown how the estimation of the expected number of accidents can be
improved using the Bayesian approach. A simplified form of the equation given to estimate the

expected number of accidents is represented by Equation 2-2.

E{x}E{x}-x)

T=x+ Var{x}

Equation 2-2

Where T is the expected number of accidents at a site, based on xx, the observed number of
accidents, E{x} the overall mean for similar sites, and Var{x}, the variance of observed
accidents across these similar sites. Using this method, the author showed that the estimated
expected number of collisions was close to the number observed in a second period for sites with
high crashes in the first period. Based on this, and other factors discussed by the author, it is
concluded that this approach would give a good estimate of the number of collisions expected

without treatment in a before-after study (Hauer, 1986).
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Wright, Abbess & Jarrett (1988) in their paper on estimating the regression to the mean
effect associated with road accident blackspot treatment, suggest that using a simple before-after
comparison of accidents at blackspots as a method for identifying treatment effects is not a
practical one as the data are distorted by the regression to the mean effect. In the paper, the
various methods for correcting for regression to the mean are assessed to determine the validity
of the assumptions. It is further argued that the gamma distribution used in the EB method does
not seem to be affected by the varying assumptions for distributions of different collision types.
In conclusion, it is suggested that to improve the results of the assessments it is important to
develop a good definition for the population of similar sites to ensure very similar characteristics
in the sites such that the mean collision over time is stable. It was suggested by the authors that
the accuracy of these estimates will be further improved by accumulating data over a longer

period of time (Wright, Abbess, & Jarrett, 1988).

Hauer et al. (2002) estimate éafety using the Empirical Bayes method. It is argued that
the Empirical Bayes method increases the precision of a safety estimate when only 2 or 3 years
of collision history are available and corrects for regression to the mean bias. It is noted that even
though the Empirical Bayes method has been widely recognized for some time, papers are still
being published based on naive before-after studies that do not account for regression to the
mean. In conclusion, the authors stress that though the EB method may seem a complex process,
it really is not so it can be easily incorporated into all before-and-after studies (Hauer, Harwood,

& Council, 2002).

Persaud and Lyon (2007) document the lessons learned from two decades of experience
using the Empirical Bayes before-and-after studies. It is suggested that this method, if properly

applied, can produce results that accurately portray the effects of safety treatments which are
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significantly different and less biased than those completed through other types of studies. The
whole purpose of the EB methodology was to account for the effects of regression to the mean
bias that occurs when high short term accident counts trigger safety treatment for sites that will
experience a reduction in accidents as the counts return to the true long term average of the site
in the following years. It was noted by the authors, however, that there still exists much
scepticism as to the need for the EB methodology if sufficient years of pre-treatment data are
used to determine the true mean of a site before treatment. It was argued that while it is possible
to determine the true mean through this method it is difficult to estimate how many years will be
required to conclude that there is no regression to the mean in the estimate. Previous analysis had
shown that even with 5 years of before data for 2-lane rural highways, it was still not possible to
eliminate the regression to the mean bias. The paper then provides examples for calculating the
number of accidents per year using the before and after comparison group method verses the
Empirical Bayes method to show the large difference in the results. While it is demonstrated that
the EB method can produce more accurate results the authors noted that it is important not to use
it blindly in that there are problems that can affect the validity of the EB method if they are not
accounted for. The first issue identified was the differential effects for different crash types given
that treatments affect different crash types differently; to assess the overall effect it is necessary
to determine the effect for each crash type and severity, and to weigh these effects accordingly.
The second issue identified is the speéiﬁcation of the reference group necessary to calibrate
safety performance functions for each of the before and after periods so as to properly account
for regression to the mean and external conditions that change over time. The third issue relates
to changes in traffic volumes not being accounted for properly. While it is argued that traffic

volumes only increase by 2-4% per year and can therefore be ignored, it was shown that if the
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changes in traffic volumes are not accounted for, certain situations may actual show an apparent
larger accident reduction than the true reduction. The paper concludes that current evidence
shows that the EB method will produce better results that are more valid than traditional before-
and-after studies if they are completed correctly. As such, it was argued, it is worth the effort to
do the additional data collection and analysis rather than conducting a simple before-and-after
study that would produce questionable results. The importance of properly apply the EB method
by taking into consideration all the factors that could invalidate the results was noted. It is
suggested by the authors, that as a further step, it should be determined whether improving the
results from EB studies can be accomplished by additional research in the development and
calibration of the safety performance functions to produce more sophisticated models that would
better predict the number of expected collisions which is an integral part of the EB method.
Further, the full Bayes approach is proposed for more complex safety performance functions that
cannot be easily handled with the generalized linear modeling traditionally used. (Persaud &

Lyon, 2007).

2.4. Correcting CMFs to Account for Regression to the Mean

Bahar (2009) authored a research circular on the methodologies for the development and
inclusion of accident modification factors in the Highway Safety Manual (HSM). This paper
identifies the very methodology used for the inclusion of Accident modification Factors (AMFs)
(same as CMFs) in the Highway Safety Manual. As part of this, the various methods for
developing AMFs are described in detail to explain how regression to the mean can affect the
estimates provided by simple before-and-after studies. It is noted that there are methods such as

the Empirical Bayes method for developing AMFs. The author explains that there are many past
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studies that did not use such methods in developing the AMF for the treatment studied.
Moreover, there are cases where the EB method is not applied correctly and the AMF will still
include regression to the mean (RTM) bias. As part of the inclusion process it is proposed by
Bahar that a correction can be applied to AMFs that are suspected of having RTM bias so that
the corrected AMF can be included in the HSM. This process involves the use of correction
factors ranging from 0.05 for small RTM bias to 0.25 for large RTM bias. The formula for this

procedure is shown below in Equation 2-3 (Bahar, 2009):

) . A A
AMFbiased - AMFunbiased = —— 0 Equation 2-3

Where:

A = After Crash Frequency

B = Before Crash Frequency

A/B = AMF biased

X = RTM bias assumed by the NCHRP 17 — 27 research team

Given that X is small compared to B the equation is simplified to Equation 2-4 (Bahar, 2009):

AMFunbiased = AMFbiased x (1 + X/B) Equation 2-4

The X/B ratio ranges between 0.05 for a small RTM bias and 0.25 for a large RTM bias.
A large RTM bias of 0.25 would be assumed if a few years of data were used and a very small
proportion of the highest accident sites was selected for treatment. A small RTM of 0.05 would
be assumed if a large proportion of all the sites was treated and many years of data were included
in the development of the AMF. The document also identifies methods for adjusting AMFs for

¥

traffic volume bias.
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The HSM relies on the standard error of AMFs to estimate the reliability of the safety
effect expected to be achieved by the AMF. As such, when the AMF is adjusted to account for
regression to the mean effect, it is also necessary to calculate the adjusted standard error as well.
The author also identifies a method for adjusting the standard error is identified as well. A small
standard error would mean that the AMF is very reliable. For AMFs to be included in the HSM,
they must pass a rigorous inclusion/exclusion process. The AMFs were filtered for results that

have a maximum standard error of 0.1 (Bahar, 2009).

2.5. Summary

Researchers have identified the existence of the regression to the mean phenomenon and
established that it can significantly impact the accuracy of simple before and after studies for
determining the effect of safety treatments. Based on this knowledge, much research has been
placed in the development and improvement of methods for taking into account the effect of
regression to the mean for safety treatment studies. From the review of these papers, it has been
shown that the Empirical Bayes method has been proven to be the most effective method to date
for accounting for regression to the mean. However, it has also been identified that although the
Empirical Bayes method has been widely accepted as the preferred method to do this, studies are
still being published with results of road safety treatment studies that do not account for
regression to the mean. As such, in compiling a database of reliable Collision Modification
Factors (CMFs) for the Highway Safety Manual (HSM), researchers have developed a
qualitative method for adjusting CMFs that are suspected of having regression to the mean bias.
However, a method does not seem to exist for determining the extent of the regression to mean

error based on the number of years and proportion of sites selected for treatment in the study.
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3. ANALYSIS DATA

For the purpose of this research, collision data were required for the empirical analysis. It
was decided that real collision data would be used for the initial analysis. Once the results and

observations have been determined using the real data, the procedure would then be generalized

using simulated data.

3.1. Collision Data

The collision data for California intersections from the year 2000 to the year 2007 were
used as the test data. This encompasses all types of intersections which include signalized, stop
controlled, 3 legged and 4 legged, all with various numbers of lane approaches and turning lane
configurations. The dataset was also categorized with the following fields as identified in the

Guidebook for the California State Data Files (Council & Mohamedshah, 2007):
e Mainline AADT — Major Annual Average Daily Traffic

e Cross Street AADT — Minor Annual Average Daily Traffic

¢ Highway Group — Right independent alignment, left independent alignment,

divided, undivided, or other

e Traffic Control Type — Stop signs on cross street, main street or both; signals,

pre-timed, semi actuated or fully actuated
o Intersection Type — Tee, wye (Y), four legged, more than four legged or other
e Mainline Number of Lanes — 2, 3,4, 5,0r 6

e Cross Street Number of Lanes —2 or 4
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¢ Mainline Traffic Flow — One way or 2 way with left turns permitted or not

e Mainline Left & Right Turn Channelization — Curbed, painted, raised bars or

no channelization
e Cross Street Traffic Flow — One way or 2 way with left turns permitted or not

The data were filtered to extract a similar intersection type for the analysis. The selected
intersection type was 4 legged intersections on undivided highways that had stop control on the

minor approach with characteristics shown in Table 3-1 and Figure 3-1.

Table 3-1: Characteristics of sample data

Characteristic: Major Street Minor Street
Stop control None Stop
Number of lanes 4 2
Left tarn channelization None None
Left turn permitted Yes Yes
Direction of travel 2 Way Street 2 Way Street
Right turn channelization None None

| \
7

major roadway

l

Figure 3-1: Four legged intersection with stop control on the minor approach
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The result of this site selection produced a total of 204 sites with collisions statistics

shown in Table 3-2. The 8 year collision history for these sites is included in Appendix A.

Table 3-2: Collision Statistics for sample data

Number of sites = 204

Variable Mean Minimum Maximum
Years 8 8 8
Crashes/site-year 1.70 0 14
Major Road AADT 16,750 2,350 51,750
Minor Road AADT 990 100 9,400

3.2. Safety Performance Function for the Collision Data

The dataset for the California intersections already had Safety Performance Functions

(SPFs) developed. For the analysis, it was decided to use the collision data for all types of

collisions. As such, the relevant safety performance function for the estimated number of

collisions for 4 legged intersections with 4 lanes on the major approach, is given in the form of

Equation 3-1 (National Cooperative Highway Research Program, 2008).
E{x} = a (Major AADT)P1(Minor AADT)P?

Where:
a = 6.44E5 p1 = 0.7693 By = 0.4262

Resulting in the safety performance function identified in Equation 3-2.

E{x} = 6.44E~5 (Major AADT)*75% (Minor AADT)%42¢?
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3.3. Methodology for Data Simulation

The simulated dataset is defined by a fixed mean (i) and standard deviation (o) of a
Gamma distribution. Using the acceptance-rejection technique, the fixed variables were used to
generate values for the simulated dataset that correspond with that of the Gamma distribution.
The acceptance-rejection technique is the method for ensuring that the random numbers
generated for the defined dataset are within the parameters of the selected distribution type. It is
called the acceptance-rejection technique because the generated number is accepted if it is within
the parameters for the distribution type or rejected if it is not, in which case the process is
repeated until it is accepted. This simulated set of means would then represent a mean number of
collisions for each site in a hypothetical population. The mean for each site was then considered
to be the long term average of the number of collisions at that site. To generate the integer values
for the number of collisions for each gfear of that site, a Poisson distribution was used for the data
simulation which would be produced based on the mean number of collisions for that site. This
was done using the acceptance-rejection technique as well, to ensure each of the values
generated corresponded to that of the Poisson distribution for that site. Using a different mean for
each site, a Poisson distribution would be simulated to generate the individual occurrences of
crashes occurring for each year of that site. The method used for generating the random variates
for both the Gamma and Poisson distributions using the acceptance-rejection technique for
generating simulated data is explained in the following sections (Banks, Carson, Nelson, &

Nicol, 2005).
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Gamma Distribution Data Simulation:

Gamma Distribution Function:

,81 -ﬁax
flx) = F(B) .(B6)

Gamma Distribution Constants:

Gamma Distribution Data Simulation Process:

1 = f—
Step 1: a= b= g-In(4)
Step 2: Generate Random numbers Ry & R; and set: V= 1-}3?1
Step 3: X= pre

Step 4a: IfX > [b+ (Ba+ 1)In(V) — In(R;*R;)] then reject X and repeat Step 2
Step 4b: IfX > [b + (Ba+ 1)In(V) — In(R,*R;)] then use X

Step 5: The mean for each site is: X = X/(58)

¥

{This process is repeated for the number of sites in the population of interest to generate

the mean number of collisions for each of the sites.)
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Poisson Distribution Data Simulation:

Poisson Distribution Function:

e
nl

p(n) =

Poisson Distribution Constant:

a = X (mean number of crashes per site defined by gamma distribution)

= Poisson Distribution Data Simulation Process:

Lo Step 1: SetN=0and P=1
- Step 2: R,; = Random Number
P=P*R,

Step 3a: if P> ™ then Reject N and make N = N+1 and go back to step 2.

Step 3b: if P < e™ then Accept number of collisions as N

(This process is repeated for the number of years of collision data required for each site,

which is then repeated for the number of sites of data required.)
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3.4. Simulated Data

It was decided that the simulated data should be composed of the same number of years
as that of the real data. It was, therefore, decided to produce simulated data for 8 years of
collisions for 100 sites. The simulated dataset was defined by a fixed mean (i) of 4 collisions per
year and standard deviation () of 1.6 for the Gamma distribution which can be portrayed by the
probability density function shown in Figure 3-2. The simulated data for the 8 years of data for

100 sites is included in Appendix B.

ko Variance: g% = k@§?

Mean: u
Where:

a? 16%

Shape factor: 0 = " 8 =—=0.64

Scale factor: k = % k = 2 =625

Prohability Density
000 010 020 0.30

¥ T I T T . T
0 2 4 6 8 10

*
Number of Collisions per Year

Figure 3-2: Probability Distribution Function for Gamma Distribution of simulated dataset
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4. COMPARISON OF METHODS FOR ESTIMATING EXPECTED COLLISIONS

These expected numbers of collisions are calculated to determine the true average
number of collisions at the target locations, rather than using the observed number of collisions,
which as noted, could be randomly high or low. The following comparison of the results from
the different methods will demonstrate these differences and provide some insights into which

method is best.

4.1. Methods for Estimating Expected Number of Collisions

From the literature review, it has been established that there are several methods that can
be used to estimate the expected number of collisions for a specific location. For the purpose of
this comparison, the dataset for the California intersections with stop control on the minor road
identified in section 3.1 was used for the comparison of the various methods. The main methods

for estimating the expected number of collisions for comparison are:

1. The Naive Method based on the observed (k) number of collisions
2. The Empirical Bayes Method of Moments Method (EB-MoM)

3. The Full Empirical Bayes Approach based on the Safety Performance Function

(EB-SPF)
The mean of other years of data is also included in the comparison. It is not actually a method
that can be used in a before-and-after study for estimating the expected number of collisions
given that the site would be altered by the treatment in the after period. However, for the purpose

of this analysis, it is used to determine a value for empirical testing of the other methods given
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that no treatment was applied, and it would therefore represent the value in the after period that

the other methods are trying to predict. The methodology and variations of these methods used

are explained in the following subsections.
4.1.1. The Observed Method Number of Collisions (Naive Method)

For a given time period, based on the naive approach, the observed (k) number of
collisions during that period is assumed to be the normal number of collisions that will occur per
year. Thus, regardless of whether the number of collisions for that year may seem to be
abnormally high it is assumed to be the expected number of collisions that will occur in future
years. As confirmed by the literature revi'ew, this assumption has been strongly challenged by
many studies that demonstrate that this method is very prone to the regression to the mean bias.
As such, this method is only included in the comparison as it is used as the starting point for the
estimates for the other methods, and also as the baseline for the regression to the mean estimates.
To determine these values, a year or group of years is selected as the target period, and the sites
are then ranked from highest number of collisions to lowest based on the observed number of
collisions in the target period. Based on this method it is assumed that for these sites, the
expected number of collisions in the following years would stay the same for each site. Using the
year 2000 data as the target year, the results of this method are shown in Table 4-1. These values
will also be used as the starting point for each of the other methods of estimating the expected
number of collisions, and will be compared against the other methods to determine the extent of

the difference,
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Table 4-1: Observed number of collisions

Year 2000: Top 10 Sites Observed: (K)
1st 18
2nd 16
3rd 11
4th 11
Sth 10
6th 9
7th 9
&th 8
9th 8
10th 8

4.1.2. Empirical Bayes Method of Moments (EB-MoM) Method

The Empirical Bayes Method of Moments (EB-MoM) method accounts for regression to
the mean by using a comparison group to estimate the mean number of accidents and the
variance observed from similar sites from a large population. For this purpose, the similar sites
would be all the intersections with similar characteristics, regardless of the traffic volumes. The

expected number of collisions for this method is calculated by Equation 4-1 (Hauer, 1997).

.2 2_
E, = -z—z + (s x) K Equation 4-1

52
Where:
K - Observed number of accidents in the analyzed site, in the selected time period;
E, - Expected number of accidents in the analyzed site, in the selected time period;
X - Average value of observed accident frequencies on entities similar to the study site in
parallel time periods;
s% - Variance of observed accident frequencies on entities similar to the study site in

parallel time periods.
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The value for the mean and variance of all observed accident frequencies for all 8 years collision

data of the 204 sites in the dataset is found to be:
X = 1.705 (per year)
s? = 6.629

Using these values in Equation 4-1 and the year 2000 data as the target year as identified in

Table 4-1, the results of the EB-MoM method are shown in Table 4-2.

Table 4-2: Expected number of cellisions based on Empirical Bayes - Method of Moments method

. Year 2000 - Top 10 Sites (K) EB-MoM
1® 18 13.81
2 16 12.32
3¢ 11 8.61
4t 11 8.61
st 10 7.87
6™ 9 7.12
7" 9 7.12
gh 8 6.38
gt 8 6.38
10" 8 6.38

4.1.3. Empirical Bayes Method of Moments (EB-MoM) Adjusted Method

As a further refinement to the Empirical Bayes Method of Moments (EB-MoM) method,
an adjusted method was used. The mean and variance required for the method was not only taken
from similar sites, but also for sites with similar traffic volumes. The range of the AADTs for the
target sites was determined, and the mean and variance was calculated from similar sites that

k]

have AADTS within the 85" percentile volume range of the target sites range.
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For example, the top 10 sites based on Year 1, have Major AADTs ranging from 9,393 to
45,000 and Minor AADTSs ranging from 501 to 2,010. The 85" Percentile volumes would
therefore occur between 14,750 and 45,000 for the Major and 730 and 2,010 for the Minor. The

resulting mean and variance calculated from these similar sites is given as:

il

X = 3.298 (per year)
s? = 12.656

Using these values in Equation 4-1 and the year 2000 data as the target year, the results of the

EB-MoM Adjusted method are shown in Table 4-3.

Table 4-3: Expected number of collisions based on Empirical Bayes - Method of Moments Adjusted method

" Year 2000 - Top 10 Sites (K) EB-MoM Adjusted
Ist 18 14.15
2nd 16 12.68
3rd 11 9.01
4th 11 9.01
5th 10 8.27
6th 9 7.54
7th 9 7.54
8th 8 6.81
9th 8 6.81
10th 8 6.81

To determine the expected numbers of collisions for other proportions of groups of sites
from the entire dataset based on the EB Method of Moments Adjusted method, the mean and
variance of the similar sites was recalculated for the 85™ percentile volume range of the target

sites.

32



4.1.4. Empirical Bayes Safety Performance Function (EB-SPF) Method

The Empirical Bayes Safety Performance Function (EB-SPF) method produces the
estimate of expected collisions by combining the history of collisions with the knowledge of
similar sites represented in the form of a Safety Performance Function (SPF) estimate. Through
the combination of these pieces of information, regression to the mean is accounted for in the
resulting expected number of collisions. The expected number of collisions for this method is

calculated using Equation 4-2 (Hauer, 1997).

Ey=aE{x}+ (1-a)K Equation 4-2

Where:
K - Observed number of accidents in the analyzed site, in the selected time period;

E, - Expected number of accidents in the analyzed site, in the selected time period;

a — The weight factor expressed as Equation 4-3 (Hauer, 1997):

3 1 B E{x}
= Var{k} = E{x}+ Var{x} Equation 4-3

1+—_{—TEK

Therefore the expected number of collisions is expressed as Equation 4-4.

Equation 4-4

= E{x}? Var{x} _E ()2 + K Var{x}
47 FElk} + Var{k) (E {x} + Var{fc}) " E{k} + var{x}
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Where Efxlis the expected number of crashes at a site expressed by the SPF in Equation

4-5 for the intersection database used in this study.

E{x} = a (Major AADT)P1(Minor AADT)2 Equation 4-5

And where Var{x} is the variance of the expected number of crashes expressed by Equation

4-6 (Hauer, 1997):

2
VaT{K} = (E{;j}) Equation 4-6
Where:
@ = 6.44E75
Bl = 0.7693
Bz = 0.4262

b = 1.5503 (inverse of the 0.645 dispersion parameter)

Using these values in Equation 4-4 and the year 2000 data as the target year, the results of the

EB-SPF method are shown in Table 4-4.

Table 4-4: Expected number of collisions based on Empirical Bayes - Safety Performance Function method

Year 2000 - Top 10 Sites r:i;’,; i{;‘g’; (K) E{x) Var{i) EB-SPF
Ist 13115 | 801 18 | 1.636781 | 1.727980 10.04
Ind 45000 | 1501 | 16 | 5522721 | 19.67279 1370 |
3rd 45000 | 2001 | 11 | 6242681 | 25.13634 10.05
4th 20986 | 501 11 | 1923954 | 2.38753 6.95
sth 45000 | 1501 | 10 | 5522721 | 19.67279 9.02
6th 15538 | 700 9 | 1760696 | 1.999532 561
7th 9393 | 2010 O | 1873975 | 22651 577
8th 45000 | 1501 8 | 5522721 | 19.67279 746
oth 25201 | 901 8 | 2844315 | 5218132 6.18
10th 23475 | 860 8 | 2.640301 | 4.496416 6.02

34



4.1.5. Empirical Bayes Safety Performance Function (EB-SPF) Recalibrated Method

The Empirical Bayes Safety Performance Function (EB-SPF) Recalibrated method is
identical to the EB-SPF method with the one exception that the a value is recalibrated for each

year of data so that the safety performance function can better fit that year of data. The formula

for this recalibration is identified as Equation 4-7:

—- X Mothe
Ayoqr = U SEw) ;;:}r Equation 47

Where:
Qyeqr = Recalibrated a for the target year

a = Original SPF value 6.44E™5
M, her = Mean number of collisions per site for the other years

E{k} = the expected number of crashes at a site expressed by the SPF

Based on this formula, new « values were calculated for all 8 years of data shown in Table 4-5.

Table 4-5: Recalibrated & values for each year of data

Year Lyear

General 6.44E-05
2000 5.73E-05
2001 5.76E-05
2002 5.71E-05
2003 5.84E-05
2004 5.64E-03
2005 575B-05 |
2006 |  5.79E-05 %
2007 | 5.68E-05
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Using the new o values, the expected number of collisions was calculated based on the
same methodology for the previously explained Empirical Bayes Safety Performance Function
(EB-SPF) method, with the one exception that the Safety Performance function was adjusted as

per Equation 4-8.

E{k} = @yeqr (Major AADT)P1(Minor AADT)F: Equation 4-8

Where @,,.q, was taken from the newly calibrated a for the specified target year from Table 4-5.

Using these values in Equation 4-8 and the year 2000 data as the target year, the results of the

EB-SPF meth;:)d are shown in Table 4-6.

Table 4-6: Expected number of collisions based on Empirical Bayes - Safety Performance Function Recalibrated method

. Major | Minor -SP
Year 2000 - Top 10 Sites A Ai)T AAI;)T (K) E{x} Var{x} Re%flils)r:ie d

st 13115 801 18 1.636781 1.727989 947

2nd 45000 1501 16 5.522721 19.67279 13.34
3rd 45000 2001 11 6.242681 25.13634 9.81
4th 20986 501 11 1.923954 2.38753 6.59
5th 45000 1501 10 5.522721 19.67279 8.78
6th 15538 700 9 1.760696 1.999532 5.30
7th 9393 2010 9 1.873975 2.2651 5.47
8th 45000 1501 8 5.522721 19.67279 7.26
Oth 25201 901 8 2.844315 | 5.218132 5.92
10th 23475 860 8 2.640301 | 4.496416 5.75

36



4.1.6. Mean of Other Years

This method is based on the definition of regression to the mean, which is the tendency

for the number of collisions at a site to return to the long term average. As such it is assumed that

for the high collision sites of a given period, the true mean of each site is the mean number of

collisions occurring in the other years. Therefore, the difference between this mean and that of

the high collision year is assumed to be the regression to the mean. This is a reasonably good

estimate, given that this “mean of other years” is taken from actual collision data for a long

period, and so should represent the unbiased long term average of the site,

This estimate of the true mean is simply the average number of collisions from the other

years. For example: If the year 2000 data are used for ranking the worst sites based on collision

counts, the true mean of the site would be estimated as the average number of collisions per year

from years 2001-2007 as shown in Table 4-7.

Table 4-7; Calculation of mean of other sites based on target period of 1 year

2000

Other Years:

Top 10 Target Mean of
Ranking Yeats | 2001 | 2002 | 2003 | 2004 | 2005 | 2006 | 2007 :’;&f{ggﬁ‘;")
1 18 18 26 17 13 7 5 8 13.43
2 16 14 9 6 10 13 12 9 10.43
3 11 11 7 8 11 4 9 10 8.57
4 11 6 2 4 5 3 1 5 371
5 10 19 13 17 9 9 9 8 12.00
6 9 6 4 2 5 i 3 4 3.57
7 9 2 6 2 4 2 5 ] 3.14
R 8 10 10 4 12 10 11 9 9.43

9 8 7 6 4 7 4 10 6 6.29
10 8 7 6 5 1 7 4 3 5 5.29
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4.2. Comparison of Methods

Taking the results from each of the methods for estimating the expected number of
collisions outlined in the previous section, the comparison of the results for the top 10 collision
sites from the dataset using the year 2000 as the target year for ranking sites based on collision

counts is compiled in Table 4-8. The results for these sites are shown graphically in Figure 4-1.

Table 4-8: Comparison of methods for estimating the expected number of collisions for top 10 sites

2000 . . EB- Mean of
Tg’.p 10 X:g'; glz]xrll;’; Obs(ig o 1\?&1 MoM | EB-SPF (Reﬁ;!s:ied) other
ites Adjusted years
1st 13115 801 18 13.81 14.15 10.04 9.47 13.43
2nd 45000 1501 16 12.32 12.68 13.70 13.34 10.43
3rd 45000 2001 11 8.61 9.01 10.05 981 8.57
4th 20986 501 11 8.61 9.01 6.95 6.59 3.71
S5th 45000 1501 10 7.87 8.27 9.02 8.78 12.00
6th 15538 700 9 7.12 7.54 5.61 5.30 3.57
7th 9393 2010 9 7.12 7.54 5.77 5.47 3.14
8th 45000 1501 8 6.38 6.81 7.46 7.26 9.43
Oth 25201 501 8 6.38 6.81 6.18 5.92 6.29
10th 23475 860 8 6.38 6.81 6.02 5.75 5.29
Total 108 84.61 88.62 80.80 77.69 75.86
: 20
18 1 m Observed: (K}
v 16
S 1 i # EB-MoM
§ i; i B EB-MoM
o " Adjusted
3 8 W EB-SPF
g 6
< 4 ™ EB-SPF
2 {Recalibrated)
0 % Mean of other
1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th years
Highest Collision Sites

Figure 4-1: Bar chart showing comparison of methods for estimating the expected number of collisions for top 10 sites
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From the graphical representation shown in Figure 4-1, with the exception of the 5th and
8th highest ranking sites, the observed number of accidents is higher than all the other methods
for estimating the expected total number of collisions of each method. With respect to trends, it
is not possible to identify any based on the random variation that is produced by comparing
individual sites. Similar to the procedure that would be used for estimating treatment effects in a
before-after study, the sites are grouped. For this purpose the summation of the expected number
of collisions for all the top 10 sites was done in the last row of Table 4-8. These totals for each

method are represented graphically in Figure 4-2.

The graphical representation clearly shows that the number of collisions obtained from
the observed count method is much greater than the expected number of collisions from all the
other methods as it is subject to regression to the mean bias. Following this, it is observed that
the closest estimate to the “mean of other years” estimate is the EB-SPF Recalibrated method.
This is expected given that the SPF method can attain a closer estimate by taking into

consideration the traffic volumes, and that the recalibration of the alpha parameter makes the

SPF an even better fit.

. 120

&

» 100 88:62

2 84.61 : 80.80 77.69 75.86

2 80

b 2]

&5 ©0

=

5> 40

[+

"

.g 20

Uy

% 0 T H 3

© Observed: (K} EB-MoM EB-MoM EB-SPE EB-SPF Mean of other
Adjusted (Recalibrated) years

Figure 4-2: Bar chart showing the total of the expected number of collisions for top 10 sites for the different methods
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The process was repeated using the year 2000 as the target year for selecting other

proportions of highest ranked sites based on collision counts. The results from the varying

methods are shown in Table 4-9 and represented graphically in Figure 4-3.

Table 4-9: Expected number of collisions for varying groups using the various methods based on year 2000 data

Groups of Highest Collision Sites

Year 2000 Observed: EB-MoM EB-SPF Mean of
Top Site Groups (K) EB-MoM Adjusted EB-SPF (Recalibrated) | other years
10 108 84.61 £8.62 80.80 77.69 75.86
20 175 138.76 146.97 131.04 125.71 110.00
30 223 178.80 191.11 168.30 161.24 141.86
40 260 210.67 226.42 196.59 188.21 165.43
50 250 237.34 256.69 223.03 213.43 196.29
60 317 261.78 284.97 242.49 231.82 212.71
70 337 281.02 307.91 262.21 250.60 239.14
80 357 300.26 330.85 278.41 265.81 250.86
90 377 319.50 353.78 292.34 278.78 261.29
- 100 388 332.06 370.65 308.33 294.17 275.00
153 417 376.84 438.09 358.35 341.33 319.57
204 417 399.19 465.39 386.27 367.36 337.86
500
% 450 ~=Observed: (K)
% 400
S 300
£ wdr=EB-MoM
] 250 Adjusted
© 200
o 3= EB-SPF
€ 150
z
E 100 wwdigoms | B-SPF
) {Recalibrated)
0 : 7 T v T Y T T T y -~ Mean of other
10 20 30 40 50 60 70 80 100 153 204 years

Figure 4-3: Expected number of collisions for varying top groups using the various methods based on year 2000 data
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For verification of the trends these calculations were repeated using the additional years of data:

Table 4-10: Expected number of collisions for varying groups using the various methods based on year 2000-2001 data

Year 2000-2001| Observed: g | EB-MoM , EB-SPF Mean of
Top Site Groups K ; EB-MoM Adjusted EB-SPF (Recalibrated) | other years
10 106 77.18 8249 | 8240 79.49 77.67
20 166 133.56 142.22 | 123.49 118.53 115.50
30 209.5 171.38 184.31 159.47 152.91 148.00
40 243.5 201.76 218.77 187.42 179.55 174.33
50 272.5 229.17 250.05 209.30 200.36 190.33
60 L2065 251.38 275.92 231.97 222.02 210.17
70 316.5 272.11 300.25 251.68 240.81 227.50
80 333.5 292.84 324.65 266.94 255.20 244.00
90 348.5 307.62 343.76 283.37 270.88 259.17
100 361 325.37 365.87 293.79 280.66 269.33
153 399 376.09 | 439.27 | 348.79 1332.63 313.17
204 | 401 399.19 467.31 | 380.92 362.85 | 330.00
500
450 et Ohserved: (K)
w
£ 400
2
T 35p e EB-MoM
2
£ 300
3 gy~ EB-MoM
g 250 Adjusted
©
3 200 3¢ EB-SPF
g 150
Z
g 100 ¥4 3= EB-SPF
L {Recalibrated)
50
0 i i , N . ' . y y T y r =G Mean of other
10 20 30 40 50 60 70 8 90 100 153 204 years
Groups of Highest Collision Sites

Figure 4-4: Expected number of collisions for varying top groups using the various methods based on year 2000-2001 data
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Table 4-11: Expected number of collisions for varying groups using the various methods based on year 2000-2002 data

Year 2000-2002| Observed: , EB-MoM EB-SPF Mean of
Top Site Groups (K) EB-MoM Adjusted EB-SFPF {Recalibrated) | other years
10 102.6667 76.44 81.11 80.01 77.14 74.20
20 158 131.34 139.38 118.94 114.10 108.80
30 202.3333 169.89 181.37 152.99 146.57 145.20
40 236 196.56 211.58 183.88 176.19 174.40
50 263.6667 226.20 244.75 208.16 199.32 192.80
60 288.6667 247.67 269.78 229.93 220.09 215.60
70 308.6667 270.62 296.48 249.89 239.14 228.80
g0 325.6667 289.12 318.57 265.53 253.93 242.40
90 339.6667 305.39 338.96 280.10 267.70 254.40
100 352.3333 317.20 354.76 293.06 279.95 264.00
153 388.6667 373.12 433.47 346.06 329.93 302.40
204 392.6667 399.19 464.46 378.06 359.96 320.80
500
:‘i 450 4 Observed: (K}
et
2 £ 400
3 5
niE T 350 =&~—EB-MoM
5
fﬁ 2 300
-y °
“’ __% b= [ B-MoM
N g 250 Adjusted
5
o ¢ 200 -
£ aryiom EB-SPF
3 150 -
K]
O ¥ P
= 100 04 —¥mEB-SPF
50 ' {Recalibrated)
0 Y T T T ¥ T v T T T T 1 wniew NMean of other
10 20 30 40 50 60 70 80 S0 100 153 204 years
Groups of Highest Collision Sites

Figure 4-5: Expected number of collisions for varying top groups using the various methods based on year 2000-2002 data
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Table 4-12: Expected number of collisions for varying groups using the various methods based on year 2004-2003 data

Year 2000-2003| Observed: EB-MoM EB-SPF Mean of
. B-Mo] . -
Top Site Groups; (K) ! EB-MoM Adjusted EB-SPF (Recalibrated) | other years
10 98.5 76.44 81.11 77.05 74.37 71.25
20 152.75 130.59 138.65 115.60 111.05 109.50
30 195.5 167.66 180.13 152.50 146.46 141.25
40 230.5 195.07 211.08 180.47 173.24 174.50
50 258.75 220.26 239.79 204.67 196.34 198.00
60 2825 244.70 268.24 224.69 215.40 211.25
70 301.5 267.65 295.17 243.81 233.62 226.50
80 318.25 290.61 321.87 261.60 250.60 ‘ 235.50
90 331.25 301.68 | 33628 27543 263.70 | 252.75
160 343.25 316.46 356.01 287.23 274.82 265.00
153 381.75 374.61 443.22 343.20 327.82 298.50
204 386.75 399,19 472.74 | 374.49 357.23 308.75
500
450 e Obiserved: (K)
. 400
&
% 350 el EB-MOoM
é
2 300
§ g F B MG
'g 250 Adjusted
5
& 200
£ e £ B-SPF
§ 150
8
o
" 100 o EB-SPF
{Recalibrated}
50
0 Y 1 1 1 ¥ T 7 Y T T T t =~y Mean of cther

10 20 30 40 S0 60 70 80 90 100 153 204 years

Groups of Highest Collision Sites

Figure 4-6: Expected number of collisions for varying top groups using the various methods based on year 2000-2003 data
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4.3. Comparison Results

Having completed the comparison of the 6 methods for estimating the expected number

of collisions to occur in the future years, there are several conclusions that can be drawn

regarding the various methodologies:

The observed method (naive method), which is simply based on the assumption
that the number of collisions that will occur in the following years is the same as
the current has been clearly shown to be incorrect. This was confirmed by past
studies in the literature review, but also shown here, where the averages of the
other years of actual data from the high collision sites are significantly .lower.
There are situations where the number of collisions for individual sites may have
a higher number of collisions in the following years. However, when selecting a
group of sites, the numbers from these sites get averaged and the average of the
mean of the other years would still be significantly lower in the following years.
This confirms the presence of the regression to the mean phenomenon where the
number of collisions in the future years will tend to return to the long term
average. In fact the observed number of collisions for the target year could be
used to estimate the extent of the regression to the mean for validating the other

methods.

The Empirical Bayes Method of Moments (EB-MoM) method, which uses the
mean and variance of a reference group (of similar sites) to account for regression
to the mean, does provide a reasonable expected number of collisions. However,

it is noted that the method uses the same mean and variance to correct the entire
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dataset, resulting in a fixed translation for each number of observed collisions into
a corrected number without taking into account traffic volumes or any other
considerations. Given that this method produces a fixed correction for each

number of collisions, it is not a likely expectation for real world data.

The Empirical Bayes Method of Moments (EB-MoM) Adjusted method,
which is based on the same methodology as the normal EB-MoM method, seeks
to make adjustments to better fit the dataset. Instead of using the same mean and
variance to correct all values in the dataset, it uses the mean and variance from
sites with similar volume ranges for each group selected in an attempt to take into
constderation traffic volumes. This attempt was unsuccessful in trying to get a
better estimate for the expected number of collisions. This occurred because the
new mean and variance determined for each group was larger than that of the
entire dataset. This effectively increased the expected number of collisions
bringing them closer to that of the observed counts instead of bringing them

closer to the true mean of the sites.

The Empirical Bayes Safety Performance Function (EB-SPF) method, which
produces the estimate of the expected number of collisions by using the history of
collisions combined with the SPF, was able to produce a much closer estimate to
the long term average than the previous methods discussed. This was possible
because of the use of the safety performance function that effectively considers
the traffic volume in defining similarity of a reference site. However, it is noted
that it also produces a higher estimate than that of the long term average. It 1s

suspected that this occurs given that the SPF is not specifically calibrated to suit
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these 204 sites, but also includes other sites with similar features that were
excluded from this dataset. This adjustment of the SPF was undertaken in the
“EB-SPF Recalibrated” method which is therefore expected to produce a better

estimate based on using an SPF that is a better fit.

The Empirical Bayes Safety Performance Function (EB-SPF) Recalibrated
method, builds upon the existing EB-SPF method used previously by accounting
for the noted limitation. The alpha (a) value is recalibrated (as shown in Section
4.1.5) to ensure that the Safety Performance Function used is a better fit and is
further refined by calculating a separate value for each year of data being
analyzed. The recalibration was done by adjusting the alpha (a) value by the ratio
of the sum of the SPF estimates for all sites in the target year to the sum of the
expected number of collisions for all sites determined by the mean of other years.
Based on this it is able to provide the closest estimate to the long term average.
While the values are still higher than the long term mean, it is as close as we can
get without recalibrating all the parameters of the SPF. It should be noted that this
estimate is not in fact being compared to the long term average (the true mean) of
the site but rather to an estimate based on averaging 8 years of information, so, a

priori, should not necessarily be expected to be a close match.

The “mean of other years” method, uses the other unselected years to calculate
the long term mean of collisions for the site based on the actual occurrence of
these collisions. As such, it is the best estimate that we can deduce for the
expected number of collisions in the future years as it is the count of what actually

happened. As such, it is assumed to be an unbiased estimate of the true long term
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mean of each site in the absence of a better procedure. In practice, it is not
possible to use this as the expected number of collisions as the sites would have
been modified based on the treatment selected. However, for this research it can

be used to represent the unbiased mean of the expected number of collisions.

For all of the methods used, it is observed from the various graphs plotted that the trends
remained consistent for each trial. The various EB methods produced usable estimates of the
expected number of collisions; however, it is noted that the Empirical Bayes Safety Performance
Function methods produced estimates that were much closer to the actual number of collisions
than that of the Empirical Bayes method of Moments Methods. Thus, when it is possible to
incorporate the safety performance function into the estimate this should always be done, as the
method of moments method is limited with respect to how well it can produce the expected
number of collisions at similar sites due to its exclusion of traffic volumes in defining similarity.
However, given that the “mean of other years” estimate is based on the actual observations of the
following years of data we can assume that it is an unbiased estimate of the true mean of the

sifes.
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5. EMPIRICAL ESTIMATION OF REGRESSION TO THE MEAN EFFECT

The purpose of the empirical exploration is to observe how regression to the mean
depends on the number of years of data selected and the percentage of high collision sites
selected. In order to undertake this task, the various methods for estimating the regression to the
mean will be compared so as to identify a method for the in-depth analysis of the relationship
between the regression to the mean effect and the number of years, percentage of high accident
sites selected, as well as other variables such as the mean and standard deviation of the dataset
that may affect the extent of the regression to the mean. This investigation was conducted using

both real and simulated collision data.
5.1. Comparison of Methods for Estimating the RTM Effect

The results of the expected number of collisions produced previously can then be used to
calculate how much regression to the mean is accounted for by each method. It is assumed that
the best estimate (True RTM) would be the one calculated from the “mean of other years”
estimate, which is the number of collisions that actually occurred and represents the unbiased
mean that the other methods are seeking to estimate. Using the expected number of collisions
produced from the various methods for the top 10 sites for the year 2000 data shown in Figure
4-2, the regression to the mean estimate can be depicted on a similar graph as shown in Figure
5-1. Similar to the results from the methods of estimating the expected number of collisions, the
RTM estimate for the “EB-SPF Recalibrated” method is very similar to that of the “mean of

other years” estimate.

48



120
P T ——
S 100 108 ! A A T > RTM
3 v 3 Estimates
§ 80 3461 88.62 \
§ 30.80 77.69 75.86
a 60
[«
P
g
. 40 —
o
2
K]
= 20
o
0 ¥ ¥ k] T L L3
Observed:{K}  EB-MoM EB-MoM EB-SPF EB-SPF Mean of other
Adjusted {Recalibrated) years

Figure 5-1: RTM representation for Top 10 Sites based on the Year 2000 Collision Data

Using the same methodology for the top 10 sites in order to generalise the results in
groups rather than individual sites, the totals can then be expressed as regression to the mean
percentages of the observed number of collisions. This RTM Percentage that is calculated using
Equation 5-1 is represented as a percentage of the observed collision, which would make it
simple to reverse calculate the actual number of collisions that should be expected if regression

to the mean was not taken into consideration in an already published study.

C —-x Equation 5-1

RTM % = x 100%

Where:
C = Average Number of observed crashes per year fromthe selected years

X = Expected Number of crashes per year estimated frfom the various methods
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Using Equation 5-1 and the values from the expected number of collisions for the methods in
Figure 5-1 the RTM Percentages for the top 10 sites were calculated and shown in Table 5-1 and

Figure 5-2.

Table 5-1: RTM Estimate for Top 10 Sites based on the Year 2000 Collision Data

Estimated | RTM
Method Observed Number o,
EB-MoM 108 84.61064 21.66
EB-MoM
Adjusted 108 88.6179 17.95
EB-SPF 108 80.80488 25.18
EB-SPF
(Recalibrated) 108 77.69275 28.06
Mean of other 108 | 7585714 | 2976
years
o 35% 7 .
§ 20% | 28.06% 29.76%
= 25.18% :
w 25% + 21.66%
S 20% A e 17.95%
§ 20%
.g 15% -
oA 167
2 10% -
k=)
2 5% A
g
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Figure 5-2: RTM Estimate for Top 10 Sites based on the Year 2000 Collision Data

Similar to the expected number of collisions comparison in Section 4, in order to do the
comparison for the RTM percentage, Equation 5-1 was used to calculate the RTM estimate

using groups of different proportions of high collision sites. The results from these additional
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groups taken from the total 204 sites are shown with the corresponding RTM percentage estimate

in Table 5-2, and graphically in Figure 5-3.

Table 5-2: RTM Estimate for Top Site Groups based on the Year 2000 Collision Data

Observed: ~Mo] -
Site (K) EB-MoM f\?ﬁﬁf; EB-SPF Refgiifzied egxiff ge?sfrs
Groups ™ Total | Total | RTM | Total | RTM T RTM | Total | RTM | Total | RTM
% % Yol ) o % %
Top 10 108 84.61 | 2166 | 88.62 | 1795 | 80.80 | 25.18 | 77.69 | 28.06 | 75.86 | 29.76
Top 20 175 13876 | 20.71 | 14697 | 16.02 | 131.04 | 2512 | 12571 { 28.17 | 11000 | 37.14
Top 30 223 178.80  19.82 | 19111 | 14.30 | 16830 | 24.53 | 161.24 | 27.69 | 141.86 | 36.39
Top 40 260 210.67 | 18.97 | 22642 | 1291 | 19659 | 2439 | 18821 | 27.61 | 16543 | 36.37
Top 50 290 23734 | 18.16 {25669 | 11.49 | 22303 | 23.09 | 21343 | 26.40 | 196.29 | 32.32
Top 60 317 261.78 | 17.42 | 284.97 | 10.10 | 24249 | 2350 | 231.82  26.87 | 21271 | 32.90
Top70 | 337 281.02 | 1661 | 30791 | 8.63 | 26221 | 22.19 | 25060 | 25.64 | 239.14 | 29.04
Top 80 357 30026 | 15.89 | 330.85 | 7.33 | 27841 | 22.01 | 26581 | 25.54 | 250.86 | 29.73
Top 90 377 31950 | 1525 | 353.78 | 6.16 | 29234 | 2246 | 278.78 | 26.05 | 26129 | 30.69
Top 100 388 33206 | 1442 | 37065 | 447 | 30833 | 20.53 | 294.17 | 24.18 | 275.00 | 29.12
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Figure 5-3: Method comparisen for RTM estimates for Top Site Groups based on the Year 2000 Collision Data
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As expected, as the group of top sites gets larger, the overall regression to the mean
reduces, as shown from the general downward trend for each of the methods. The mean of other
years is assumed to be our true unbiased mean as this is based on actual collision history. The
EB-SPF methods consistently give a closer estimate of the expected number of collisions to the
“mean of other years” estimate than the other methods, and also follows a similar trend. This
result is because the EB method takes into consideration the traffic volumes, which does
influence the total number of collisions. Furthermore, the EB-SPF Recalibrated method attains

an even closer estimate as the recalibration of the SPF produces a better fit for each year of data.

On the other hand, the EB-MoM methods did not produce very close results nor did they
display similar trends as that of the “mean of other years” estimate. Instead they produce a linear
relationship to that of the observed collisions, where the regression to the mean percentage
increases proportionally to the proportion of sites selected. This occurs given that this method
has a fixed correction for each number of accidents and therefore does not properly account for

all the regression to the mean.

To further check the results from this comparison test, the trial was repeated using more
groups of 2, 3 and 4 years of data; according to the literature review conducted, it is expected
that additional years of data used in the target period would reduce the magnitude of the
regression to the mean effect. However, the estimates from the different methods should
theoretically still produce the same results relative to each other. Given that the year 2000 was
used as the target year, the groups of increased years of data used the year 2000 data as the first
year, and included data from subsequent years as required. The results of these calculations are

summarized graphically in Figure 5-4, Figure 5-5and Figure 5-6.
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Figure 5-4: Method comparison for RTM estimates for Top Site Groups based on 2 Years (2000-2001) of Collision Data
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Figure 5-5: Method comparisen for RTM estimates for Top Site Groups based on 3 Years (2000-2002) of Collision Data
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Figure 5

-6: Method comparison for RTM estimates for Top Site Groups based on 4 Years (2000-2003) of Collision Data

53




Using the increased sample years, the same trends were observed as those found using
the highest sites and 1 year of data. It is important to note that although the EB-SPF methods are
unbiased and give a closer estimate to the actual number of collisions than the EB-MoM
methods, they still do not represent the regression to the mean error as accurately as the “mean of
other years” estimate, which would be considered to be the best estimate of the true unbiased

mean.

Therefore, in applying the procedure for estimating the effect of regression to the mean
based on number of years and percentage of high accident sites selected, the sample data with the
actual number of collisions from the other years should be used rather than one of the EB

methods for estimating the expected future collision frequency.
5.2. Regression to the Mean Analysis using Mean of Other Years Method

Based on the results from of the comparison in Section 5.1, in proceeding with the in-
depth analysis of how the regression to the mean estimate is affected by the number of years and
percentage of high collision sites selected, the “mean of other years” estimate was used. This
method does not rely on any assumptions about the distribution of the dataset and is a straight
comparison of the number of collisions in the target period against the mean number of collisions
that is determined by a long term average that is assumed to be unbiased. For this purpose, the
California intersections dataset for four legged stop controlled intersections as i(ientiﬁed in
Section 3.1 was used to complete the empirical exploration of how the regression to the mean

varies based on number of years and percentage of high collision sites selected.
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5.2.1. Methodology

The methodology involves calculating the regression to the mean using the other years

for the various percentages of high crash sites (top 5, 10, 20, 30, 40, ctc.) for each of the different
combinations of years. The methodology in this section will identify the process for 1 Year of
selected sites and the top 10 group. However, for the complete results, this was done for groups

of years from 1 to 7 and for groups of sites ranging from 2.5% to 100% of the top sites.

Step 1: Determining the long term average of each site

Starting with the Year 2000, the sites were sorted from highest collision site to the lowest
one and the top 10 sites were selected. The long term average for each of these sites was
determined by the average for the other 7 years of data as shown in Table 5-3. In addition, the

average of the selected years and the other years for the top 10 sites was calculated for use in

further steps.
Table 53: Mean of other years for Top 10 sites for selecting year 2000 data

! 1Year | Averageof | Other Years Average of

1D Selected years | 2001 | 2002 | 2003 | 2004 | 2005 | 2006 | 2007 |Other years

11683 18 18 | 26 | 17 | 13 7 5 8 13.43

L 17332 16 14 9 6 10 | 13 | 12 9 10.43

. 17330 11 il 7 8 | 11 4 9 10 8.57

L7302 11 6 2 4 5 3 1 5 3.71
17333 10 19 | 13 | 17 9 9 9 8 12.00
16550 9 6 4 2 5 1 3 4 3.57
9660 9 2 6 2 4 2 5 1 3.14
17334 8 10 ] 10 ] 4 12 ] 10 ] 11 9 9.43
5582 8 7 6 4 7 4 10 6 6.29
15723 8 7 6 5 7 4 3 5 5.29

Average 10.8 10 | 89 | 69 | 83 | 57 | 68 | 65 | 17586
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Step 2: Determining the long term average of each site for the other 7 years

This process in step 1 was repeated for each of the other 7 years of data from 2001-2007

to produce 7 similar tables.

Step 3: Determining the average for the top 10 sites for each of the 8 groups

The averages of the selected years and the comparison years were calculated for each of
the 8 tables produced in step 1 and are displayed in Table 5-4. The average of the 8 was used for
the RTM percentage calculation to take into account the fact that the results can vary

significantly from year to year.

Table 5-4: Average values for the top 10 sites of all 8 groups of 1 year of target data

Seected | 2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006 | 2007 | Average
Target Period | 150 | 134 | 105 | 104 9.8 8.3 9.8 8.9 9.99
Average ;

True Average | 7.59 | 806 | 770 | 654 | 827 | 7.76 | 7.54 | 7171 7.65

Step 4: Determining the Regression to the Mean Percentage

The results of the 8 trials were then averaged to calculate the regression to the mean

percent for the top 10 sites for a 1 year period of selected data using the RTM % Equation 5-1:
9.99 - 7.65

RTM % = — 999 X 100% = 23.44%
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5.2.2. Results

The methodology was repeated for each of the other combinations of selected years, (2,
3,4, 5,6 and 7) as well as for each of the other groups of top sites (Top 2.5% to all 100%) to
determine the RTM percentage for each of these. The resulting RTM percentages are shown in

Table 5-5 and graphically in Figure 5-7.

Table 5-5: Regression to the Mean Estimate based on number of years and percentage of high accident sites selected

| High Crash Sites Regression to the Mean Estimate Il’ercentage (%)

ﬁ?ﬁ’;" ° Con | 1 Year | 2 Years | 3 Years | 4 Years | 5 Years | 6 Years | 7 Years | 8 Years
5 245% 2749 | 1500 | 776 | 774 | 478 | 354 | 414 | 0.00
10 49% | 2344 | 1393 | 1142 | 730 | 613 558 | 210 | 0.00
20 | 9.8% | 21.68 | 1459 | 11.84 | 1053 | 939 [ 950 | 722 | 0.00
31 152% | 21.70 | 1294 | 1018 | 813 | 712 | 558 | 521 0.00
41 201% | 2118 ] 12.08 | 777 | 538 | 468 | 334 | 334 | 0.00
51 25% | 1943 | 11.07 | 789 | 561 | 422 | 355 | 306 | 0.00
102 50% 1332 | 848 | 624 | 459 | 356 | 296 1.72 | 0.00
153 75% | 388 | 395 | 339 | 209 | 2.26 1.47 1.15 | 0.00
204 100% | 000 | 0.00 0.00 0.00 | 0.00 0.00 | 0.00 0.00
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Figure 5-7: Graph of Regression to the Mean Estimate Vs Number of Years
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As expected there is no regression to the mean calculated from the 100% group, given
that if all sites are used, there is no bias represented in the method in which they are selected, and
the long term mean for the group will be the same as the mean for the selected year.
Furthermore, it is important to note that the 8 year selection shows no regression to the mean,
since the dataset has only 8 years of data available; it could be possible that there 1s a small

amount of regression to the mean still occurring if more years of data were available to assess

this effect.

It is also noted that for the top 2.5% and 5% worst sites (5 sites and 10 sites, respectively)
there seems to be inconsistencies in the trends as highlighted by those lines on the graph which
are crossing below the others when they should be at the top, according to expectation. To better
observe this result, the graph of the RTM estimate is plotted against the percentage of high

accident sites as shown in Figure 5-8.
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Figure 5-8: Graph of Regression to the Mean Estimate Vs Percentage of High Collision Sites
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It is now clearly shown in Figure 5-8 that the data for these groups are not following the
expected trend. This can be attributed to the fact that these groups have very few sites, 5 & 10
respectively. With such small numbers of sites, any small inconsistencies in the collision trends
for a few of the sites in those groups would have an exaggerated impact on the results.
Regardless of this inconsistency, given that this is an estimate, it is possible to use interpolation
to correct those values that are inconsistent with the trends to produce a table showing the
estimate of the regression to the mean as it relates to number of years and percentage of high

accident sites selected. These interpolated values are included in Table 5-6.

Table 5-6: Regression to the Mean Estimate based on number of years and percentage of high accident sites selected

Percent of Regression to the Mean Estimate Percentage (%)
total high
accident 1 Year | 2Years | 3 Years | 4Years | 5 Years 6 Years | 7 Years 8 Years
sites Or more
L 2.5% 27.49 21.77* | 16.04% | 15.08* @ 14.]12*% | ]538* 11.09* 0.00
5% 23.44 18.72% | 14.00* | 12.89* 11.77* | 12.30* 9.14* 0.00
10 % 21.68 14.59 11.84 10.53 9.39 9.50 7.22 0.00
15 % 21.70 12.94 | 1018 813 7.12 5.58 5.21 0.00
20% 21.18 12.08 7.77 5.38 4.68 3.34 3.34 0.00
25 % 19.43 11.07 7.89 5.61 4.22 3.55 3.06 0.00
50 % 13.32 8.48 6.24 4.59 3.56 2.96 1.72 0.00
75 % 3.88 3.95 3.39 2.09 2.26 1.47 1.15 0.00

100 % 0.00 0.00 0.00 | 0.00 0.00 0.00 000 [ 0.00

* Interpolated values
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5.3. Regression to the Mean Analysis using the Simulated Data

It is expected that using simulated data would remove the inconsistencies in the trends
that were identified in Section 5.2. To observe the RTM effects based on number of years
selected and percentage of high accident sites for the simulated data, the same methodology as
identified in Section 5.2 is repeated. The difference is that it is done using instead the simulated
dataset identified in Section 3.4 . This dataset was produced for § years of data as well and is
based on a gamma distribution with a mean of 4 collisions per year and a standard deviation of

1.6 collisions per year which is different from that used in Section 5.2.

The resulting regression to the mean estimate percentages from the repeat in the
methodology are shown in Table 5-7 and graphically in Figure 5-9. Similarly to Section 5.2, the
graph of the RTM estimate is plotted against the % of high collision sites, as shown in Figure

5-10.

Table 5-7: RTM Estimate based on number of years and percentage of high accident sites selected using simulated dataset

High Crash Sites Regression to the Mean Estimate Percentage (%)
Nunfber Percent 1Year | 2Years | 3 Years | 4 Years | 5Years | 6 Years | 7 Years | 8 Years
of sites of total
5 5% 39.40 27.45 22.13 16.31 15.50 16.10 13.32 0.00
10 10 % 34.61 26.17 19.30 17.37 13.23 12.69 10.20 0.00
15 15 % 31.78 24.67 18.36 16.61 12.89 12.16 8.53 0.00
20 20 % 30.49 21.65 17.36 14.28 12.23 9.10 6.81 0.00
25 25% 28.73 18.90 14.10 12.72 8.74 7.57 5.31 0.00
30 30 % 27.69 17.30 12.27 10.51 9.51 8.12 5.88 0.00
50 50 % 16.35 11.58 9.28 7.60 6.28 5.29 4.75 0.00
75 75 % 4.45 2.61 2.20 1.98 1.67 1.44 1.47 0.00
100 100 % 0.00 0.00 0.00 0.00 0.00 0.00 1 0.00 0.00
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Figure 5-10: Graph of RTM Estimate Vs Percentage of High Collision Sites for simulated dataset

As expected, these graphs of the RTM Estimate Percentage for the simulated dataset

followed the same expected trends as those shown in Section 5.2, but do not display any of the

inconsistencies observed in the real dataset.
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5.4. Comparison of the Regression to the Mean Estimate of Real vs.

Simulated Data

For both analyses, the regression to the mean in general was larger using the smaller
groups of high accident sites and larger for fewer years of selected data. These trends correspond
with the expected results. Based on this empirical analysis, it could be concluded that the
regression to the mean is affected by the number of years and percentage of high accident sites

used.

For the regression to the mean estimate calculated using the real dataset, inconsistencies
were found with the top 5 and top 10 groups of sites as their graphs did not follow the expected
general trends. This is not a flaw in the methodology and instead is due to the small number of
sites in these groups which would be largely affected by any discrepancies in the trends for any
one of the sites. This would occur if that site had a high number of accidents occurring in the
other comparison years as well. However, it is expected that with a better distributed dataset or a
simulated dataset this should not occur. When the analysis was completed using the simulated
dataset, it was found that no such discrepancies resulted from these two top groups. Based on
this, it is justifiable to have corrected the inconsistent results from the RTM results for the real

dataset using interpolation from the other results.

Although the trends for both analyses were similar, it is noted that the magnitudes of the
RTM Percentages are different for the same number of years and groups. This would be largely
due to the differences in the dataset parameters as defined by the mean and standard deviation.
For the next section, variations in the mean and standard deviation are used to observe their

effects on the regression to the mean estimates.
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5.5. Generalization of the Regression to the Mean Estimate Results

Based on the results from Sections 5.2, 5.3 and 5.4 it is clear that the function for
estimating the regression to the mean is not simply based on the number of years and percentage
of high accident sites selected. Without being able to generalise the results, the only conclusions

that can be made about the regression to the mean magnitude are that:
1) it increases as less years of data are selected and vice versa, and

i) it increases as smaller proportions of the high collision sites from a population are

used, and vice versa.

Generalizing the results would provide a quantifiable measure for how much the
regression to the mean estimate depends on these factors. It was noted in the previous section
that the results could be different due to the datasets having different mean and standard
deviation values. As such, it is important for the effects of these variables to be investigated. This
was accomplished by calculating the regression to the mean estimate for datasets with varying

means and standard deviations to observe the relationship.

Using the same methodology for creating simulated datasets based on a specified mean
and standard deviation detailed in Section 3.3, combinations of datasets were produced using the

following parameters:
e Mean: Ranging from 1 to 12 collisions per year with intervals of 1 collision per
year.

o Standard Deviation: Ranging from 0.25 times the mean to 1.25 times the mean

o

at intervals of 0.1.
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The effect of the number of years and percentage of high sites selected on the regression
to the mean estimate would still be observed since the number of years is, in effect, considered
automatically in varying the mean. To determine the RTM estimate for each of these
combinations, 132 datasets were simulated (12 means x 11 standard deviations). The standard
deviations are used as multiples of the mean rather than fixed values so as to normalize the

results for comparison. These combinations are shown in Table 5-8.

Table 5-8: Combinations of Mean and Standard Deviation used for observing the RTM effect

Mean Standard Deviations {Calculated by the mean x the factors below)

x0.25 | x0.35 [ x0.45 | x0.55 | x0.65 | x0.75 | x0.85 | x0.95 [ x1.05| x1.15 | x1.25
1 025 | 035 | 045 | 055 | 065 | 075 | 085 | 0.95 1.05 1.15 1.25
2 0.50 | 0.70 | 0.90 1.10 1.30 1.50 1.70 1.90 | 210 | 230 | 2.50
3 0.75 1.05 1.35 1.65 195 | 225 | 255 | 285 | 3,15 | 345 | 3.75
4 1.00 1.40 1.80 | 220 | 2.60 | 3.00 | 340 | 3.80 | 420 | 4.60 | 5.00
5 1.25 1.75 | 2.25 275 | 325 | 375 | 425 | 475 | 525 | 575 | 6.25
6 1.50 | 210 | 270 | 330 | 390 | 450 | 510 | 570 | 630 | 6.90 | 7.50
7 1.75 | 245 | 3.15 3.85 | 455 | 525 | 595 | 6.65 | 7.35 8.05 8.75
8 200 | 280 | 360 | 440 | 520 | 600 | 6.80 | 7.60 | 8.40 | 920 | 10.00
9 2.25 | 315 | 405 495 | 585 | 675 | 7.65 | 855 | 945 | 10.35 | 11.25
10 250 | 350 | 450 | 5.50 | 6.50 | 7.50 | 8.50 | 9.50 | 10.50 | 11.50 | 12.50 |
11 2.75 385 | 495 | 6.05 | 7.15 8.25 9.35 | 1045 | 11.55 | 12.65 | 13.75
12 300 | 420 | 540 | 6.60 | 7.80 | 9.00 | 10.20 | 11.40 | 1260 | 13.80 | 15.00
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" 5.5.1. Methodology

Given that the data simulation is based on random sampling, the simulated dataset for
each of the 132 combinations was reproduced 10 times. The RTM estimate was then taken as the

average of the 10 RTM estimates that were produced for each of the 132 combinations in order

to produce more stable results.

To simplify the process, it was determined that it was only necessary to generate 1 year
of data for each of the 100 sites, given that the mean of each site is already known. Recall from
Chapter 3 that the mean of each of the 100 sites is generated from the data simulation of the
Gamma distribution where the mean and standard deviation of the dataset is déﬂned. This mean
is then used to generate each discrete number of collisions occurring each year using the Poisson
distribution. It was necessary to generate many years of data in Section 5.3 given that the mean
was determined from the average number of collisions in the other years. However, for this
process, given that the mean is known, it would have been unnecessary to use this method to try

determining the true long term average for each site.

Further to this, as noted earlier, the RTM estimate does not need to be recalculated each
time for the number of years of data selected as was done in the previous sections. Since we are
introducing the mean as a variable, having the number of years as a variable as well would
simply be a redundant as the number of years is related to the mean and is automatically
considered. For the purpose of the RTM estimate, doubling the number of years would have the

same effect as if the mean were doubled.

The process to generate the RTM for the 132 combinations of mean and standard

deviations is outlined by an example of each stage in the process.
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Step 1: Calculate the Regression to the Mean for individual combination

The parameters were set for the Gamma distribution data simulation as the first mean and
standard deviation from Table 5-8. The dataset was sorted from highest accident site to lowest
accident site and the averages of the number of collisions for each of the 10 sets were calculated.
The average of the corresponding true mean values for each of the groups was also calculated,

and the RTM percentage was calculated for each group based on Equation 5-2.

C—-M
RTM % = < X 100% Equation 5-2

Where:
C = Average Number of generated crashes per group of sites

M = Known mean of generated crashes per group of sites

The results of this calculation were recorded as shown in Table 5-9. This trial was repeated 10

times and the average of the RTM % for each of the 10 trials was recorded.

Table 5-9: RTM Calculation from Data Simulation

Mean: | =~ L0 Std. Dev: 025
Group Ave. Selected Yr Ave. True Mean | RTM (%%)
Top 10 3.1 1.05 66.27
Top 20 2.55 0.957367 62.46
Top 30 2.066667 0.955705 53.76
Top 40 1.8 0.973751 45.90
Top 50 1.64 0.955831 41.72
Top 60 1.533333 0.948823 38.12
Top 70 1.342857 0.946831 29.49
Top 80 1.175 0.946525 19.44
Top 90 1.044444 0.9476 9.27
Top 100 0.94 0.944055 -0.43
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" Step 2: Calculate the Regression to the Mean for all Std. Dev. of each mean

The process in step 1 was then repeated for each of other standard deviations and

recorded in Table 5-10, and the averages for each group were calculated.

Table 5-10: RTM percentage for simutated data for combinations with mean value of 1

Mean: 1 Regression to the Mean Percentage for Each Standard Deviation Combo (%)
StdDev_ | 0.25 | 0.35 | 0.45 | 0.55 | 0.65 | 0.75 | 0.85 | 0.95 | 1.05 | 1.15 | 1.25 | Ave.
Top 10 63.65 | 62.11 | 61.79  59.17 | 54.07 | 51.59 | 51.44 | 48.45 | 47.88 | 48.37 | 29.05 | 52.51
Top 20 38.28 | 56.63 | 54.34 5298 | 50.11 | 45.72 | 49.02 | 4442 | 43.32 | 41.48 | 27.27 | 47.60
1 Top 30 51.80 | 49,50 | 48.20 | 47.57 [ 45.98 | 40.33 | 43.66 | 39.79 | 39.62 | 37.30 | 26.00 | 42.70
Top 40 4530 | 43.26 | 42.26 | 42.82  40.19 | 36.77 | 39.41 | 35.88 | 36.34 | 31.63 | 20.75 | 37.69
Top 50 41.07 1 35.04 [ 3944 | 3958 | 36.58 | 33.93 | 3537 | 31.11 | 29.04 | 2640 | 1622 | 33.43
Top 60 3510 [ 33.89 | 33,71 | 33.73 | 30.20 2739 12895 ] 2532 | 2243 | 2822 | 11.47 1 27.58
Top 70 2579 1 2475 1 2449 | 2560 | 22.19 | 20,18 | 22.28 | 1931 | 1604 1623 | 7.74 | 2042
Top 80 1595 | 1477 | 1545 | 17.17 | 14.7) | 1277 | 1692 { 1367 | 1043 | 8.9%  2.63  13.04
Top 90 611 | 579 | 677 | 932 | 676 | 568 | 1058 | 7.25 | 468 277 0.00 | 597
Top 100 0.00 | 000 | 000 | 070 | 0.00 | 000 | 0,00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00

Step 3: Calculate the Regression to the Mean for all combinations

The process in step 1 & 2 was repeated for all the remaining means, and the tables were

populated as per step 2, and all the averages summarized into Table 5-11.

Table 5-11: Average of RTM percentages for all standard deviations for each mean

Regression to the Mean Percentage from all Averaged results of Varying Std Deﬁatians (%)
Means 1 2 3 4 5 6 7 8 9 18 11 12 Ave,
Top 10 | 52.51 | 39.20 3226 | 2791 | 24.99 21601 1971 | 17.19 | 1637 | 1551 | 1346 | 14.12 | 24.57
. Teop20 | 47.60 | 35.65 | 29.78 | 2558 | 22.33 1993 | 1810 | 1649 | 1537 | 14.72 | 12.86 | 13.10 | 22.64 |
{ Top3( | 4270 | 31.88 | 2660 | 22.84 | 19.95 1806 | 1606 | 1485 | 13.55 | 1256 | 1142 | 1146 @ 20.16
Top40 | 37.69 | 2781 | 23.28 | 20.22 | 17.27 1558 | 1379 | 13.00 | 1361 | 1070 | 9.64 | 992 | 17.54
Top 50 | 3343 | 24.62 | 20.13 | 1743 | 1471 13.24 | 1150 1 11.04 | 9.84 8.84 8.22 820 | 15.10
Top60 | 27.58 | 2035 | 1683 | 1451 | 1231 10.92 | 9.31 8.89 7.99 7.11 6.69 6.84 | 12.44
Top70 | 2042 | 15.87 | 13.52 | 1146 | 9.58 8.43 7.09 6.85 6.38 5.35 4.86 5.51 9.61
Top 80 13.04 | 1130 974 8.26 6.70 6.08 4.59 4.86 4.30 3.54 3.31 4.04 .65
Top 90 5.97 | 572 5.67 | 475 3.73 3.64 2.33 2.85 2.29 1.75 1.71 240 | 357
Top 100 | 034 .61 1.27 0.73 0.39 0.84 0.25 0.75 0.43 0.18 0.21 0.80 0.57
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5.5.2. Relationship between RTM percent, Mean and Number of High Accident Sites

The relationship between the RTM percent, mean and groups of high collision sites can
be shown by holding the standard deviation constant and plotting the resulting graphs. This was

done using a low (0.35), middle (0.75) and high (1.15) values of the range the Standard
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Deviations represented as multipliers of the mean in Figure 5-11, Figure 5-12 and Figure 5-13.
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Figure 5-11: Graphs of Regression to the Mean % Vs Percentage of High Sites and Mean for Std. Dev. of 0.35xMean
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Figure 5-12: Graphs of Regression to the Mean
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Figure 5-13: Graphs of Regression to the Mean % Vs Percentage of High Sites and Mean for Std. Dev. of 1.15xMean
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As a further step the average results from all the standard deviations was plotted against
the mean number of collisions per year and groups of sites to eliminate the standard deviation as
a variable. This is shown in Figure 5-14 and Figure 5-15. The results of these graphs show the

same trends as outlined in the previous sections where the RTM percentage is higher for lower

means and smaller percentages of the high collision sites.
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Figure 5-14: Graph of Regression to the Mean % Vs Mean for average of all standard deviations
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Figure 5-15: Graph of Regression to the Mean % Vs Group of top sites for average of all standard deviations
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5.5.3. Relationship between RTM Percentage, Number of High Accident Sites, and

Standard Deviation

The relationship between the RTM %, size of the group of high collision sites and
standard deviation can be shown by holding the means constant and plotting the resulting graphs.
This was done using a low (2), middle (7) and high (11) values of the range means shown in
Figures 5-16, 5-17 and 5-18. Here we observe that as the standard deviation increases, the RTM

% decreases, and as smaller percentages of the high sites are used the RTM % becomes larger.
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Figure 5-16: Graphs of Regression to the Mean % Vs Group of top sites & Std. Dev. for mean of 2 collisions per year
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Figure 5-17: Graphs of Regression to the Mean % Vs Group of top sites & Std. Dev. for mean of 7 collisions per year
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Figure 5-18: Graphs of Regression to the Mean % Vs Group of top sites & Std. Dev. for mean of 11 collisions per year
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5.5.4. Regression to the Mean Estimate Generalization Summary

Based on the resulting data, it is shown that the regression to the mean percentage is

distinctively dependent on three factors, the mean, standard deviation, and proportion of high

sites used. These relationships are simply summarized as:

iii)

The regression to the mean percentage estimate decreases as the mean of the
dataset increases. Further, given that the mean is related to the number of years of
data collected/selected, we can also conclude from this relationship that as the
number of years of collision data increases, the regression to the mean percentage
estimate decreases. This is an expected result, as higher- collision numbers per

year tend to display a lower percentage difference rate for fluctuations.

The regression to the mean percentage estimate decreases as the standard
deviation of the dataset increases. This is an interesting result as one might expect
there to be more regression to the mean with a larger variance. However, given
that the sites are ranked from highest to lowest, a larger variance would create
sites with much more collisions per year in the top groups, which is almost similar

to having a higher mean.

The regression to the mean percentage estimate decreases as larger groups of the
top sites from the dataset are selected. This is the expected result, given that a
smaller group of the top sites would be more likely to be abnormally higher than
the true mean of that group of sites. Similarly, when the entire population is used,

there would be no regression to the mean occurring.

£
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The three main relationships identified can be illustrated on a scatter plot matrix shown in Figure
5-19. The relationships identified between the RTM percentage and each of the variables is

confirmed and this accumulation of data can be used to formulate a function for the relationships.
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Figure 5-19: Scatter plot matrix of the RTM against the 3 dependent variables, the mean, standard deviation, and
proportion of high sites used (The R Foundation for Statistical Computing software, 2009)
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-5.6. Function to Determine the Regression to the Mean Estimate

Having shown and defined the trends and relationships for the three main variables that
affect the regression to the mean estimate, the next step in the process was to derive a function
based on the accumulation of simulated data and results produced. From the scatter plot matrix
shown in Figure 5-19, the relationships between the variables and the regression to the mean
estimate are all fairly linear. Thus, for the purpose of this research model it was decided to use a
linear relationship to derive the function. The function would make it possible to quickly and
casily estimate the regression to the mean percentage that should be accounted for when

undertaking a treatment study.
5.6.1. Linear Model for the Regression to the Mean Percentage

To produce the linear model, it was necessary to compile the regression to the mean
estimates for all 10 proportion groups for the 132 combinations of the mean and standard
deviation in the 4 main categories: group, mean, standard deviation and RTM percentage; the
result of this effort was an “RTMDataset”. Using the R statistical software (The R Foundation
for Statistical Computing software, 2009) available from the website (http://www.r-project.org),

the function for the linear model was invoked using the following command:

Call:

Im{formula = RTM. ~ STD + Mean + Group, data = RTMDataset)
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This produced the following results:

Residuals:
Min 1Q Median 3Q Max
-0.167629 -0.030711 -0.006566 0.021365 0.234725
Coefficients:

Estimate Std. Error t value Pr(>|t)
(Intercept) 0.4858226 0.0054974 88.37 <Qe-16 ***
STD -0.1322461 0.0046734 -28.30 <2e-16 ***
Mean -0.0162959 0.0004281 -38.06 <2e-16 ***
Group -0.2688363 0.0051452 -52.25 <Qe-16 ***

tAadiohd

Signif. codes: 0 '™*** 0.00] ** 0.01 ' 0.05'.'0.1"'"'1

Residual standard error: 0.05369 on 1316 degrees of freedom
Multiple R-squared: 0.791, Adjusted R-squared: 0.7905
F-statistic: 1660 on 3 and 1316 DF, p-value: < 2.2e-16

Based on the T test, having T values with magnitudes much larger than 1.96 and
corresponding p-values less than 0.001, the results for the model, i.e., the coefficients, are
considered to be statically significant. Using these coefficients the function was developed.
Based on the assumption that increasing the number of years of before data will increase the
mean by the same factor, the number of years was incorporated into the function, which is shown

in Equation 5-3.

RTM % = (0.486 —0.132 x2—0.0163 x p X ¥, = 0.269 X “1%6) x 100 Equation 5-3

Where:

W — Mean number of accidents per year of the dataset

o — Standard Deviation of the number of accidents per year of the dataset
Y, — Number of years of target data selected

p — Percentage of high accident sites selected from the entire dataset

Note: Any negative RTM % is assumed no regression to the mean
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- 5.6.2. Linear Model Verification

The linear model for the regression to the mean estimate was produced using simulated

data, and therefore cannot be guaranteed to produce accurate results. To verify the linear model,

the results for the RTM estimate determined by Section 5.2 for the California dataset was

compared to the results produced by the regression to the mean estimate model (Equation 5-3).

The regression to the mean estimates calculated using the actual observed collisions are shown in

Table 5-12, while those produced from the predicted values using Equation 5-3 (with mean of

1.7 and standard deviation of 2.57 determined from the dataset) are shown in Table 5-13.

Table 5-12: Regression to the Mean Estimate based on real collision history observations

75

High Crash Sites Regression to the Mean Estimate Percentage (%)
Ii?g;ﬁ: z?:;?;lt 1 Year | 2 Years | 3 Years | 4 Years | 5 Years | 6 Years | 7 Years | 8 Years
5 2.45 % 27.49 2177 16.04 15.08 14.12 15.38 11.09 0.00
10 49% 23.44 18,72 14.00 12.89 11.77 12.30 9.14 0.60
20 9.8 % 21.68 14.59 11.84 10.53 9.39 9.50 7.22 0.00
31 15.2% 2170 12.94 10.18 8.13 7.12 5.58 5.21 0.00
41 20.1% | 21.18 12.08 7.77 5.38 4.68 3.34 3.34 0.00
51 25 % 19.43 11.07 7.89 5.61 4,22 3.55 3.06 0.00
102 50 % 13.32 8.48 6,24 4.59 3.56 2.96 1.72 0.00
133 75 % 3.88 3.95 3.39 2.09 2.26 1.47 1.15 0.00
204 | 100% 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Table 5-13: Regression to the Mean Estimate based on predicted values
High Crash Sites Regression to the Mean Estimate Percentage (%) B
Nurx}ber Percent 1 Year | 2 Years | 3 Years | 4 Years | 5 Years | 6 Years | 7 Years | 8 Years
| ofsites | of'total
5 245% | 25.21 22.43 19.65 16.88 14.10 11.32 8.54 5.76
10 4.9% 24.54 21.76 18.98 16.20 13,43 10.65 7.87 5.09
20 9.8 % 23.19 20.42 17.64 14.86 12,08 9.30 6.52 3.74
31 15.2% 21.85 19.07 16.29 13.51 10.74 7.96 518 2.40
41 201 % | 20.50 17.73 14.95 12.17 9.39 6.61 3.83 1.05
51 25% 19.16 16.38 13.60 10.82 8.05 5.27 2.49 0.00
102 50 % 12.43 9.66 6.88 4.10 1.32 0.00 0.00 0.00
153 75 % 5.71 2.93 0.15 0.00 0.00 0.00 0.00 0.00
204 100 % 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00



The difference between the RTM estimate percentages determined from the real collision
history and those predicted using the RTM Estimate function are shown in Table 5-14. The
patterns are very similar from a visual observation. It is observed that the major difference
between the results occurs as a result of the limitation of the real dataset having a maximum of 8
years of data available. Recall that due to this limitation, it was assumed that there is no
regression to the mean occurring when 8 years of data were selected. However, according to the
function developed from the simulated data, there would still be some RTM present in the small
proportions of high collision sites even with 8 years of data. On the whole, the maximum
difference between any two regression to the mean percentage values with the same number of

years and percentage of sites is only 7.2. Overall for the 72 RTM % values in the table, the

average difference between the RTM % values of the two methods is only 1.4, which is fairly

small considering the large amount of RTM bias that would be corrected.

Table 5-14: Difference between RTM estimate derived from real collision history and the predicted values

F—High Crash Sites Regression to the Mean Estimate Percentage Difference (%)
Nun?ber Percent 1 Year | 2 Years | 3 Years | 4 Years | 5 Years | 6 Years | 7 Years | 8 Years
of sites | of'total
5 2.45 % 2.28 -0.67 -3.62 -1.79 0.03 4.06 2.55 -5.76
10 4.9 % -1.10 -3.04 -4.98 -3.32 -1.65 1.66 1.28 -5.09
20 9.8 % -1.52 -5.83 -5.80 -4.33 -2.69 0.20 0.70 -3.74
31 15.2% -0.15 -6.13 -6.11 -5.38 -3.62 -2.38 0.03 -2.40
41 20.1 % 0.68 -5.65 -7.18 -6.78 -4.71 -3.27 -0.49 -1.05
51 25% 0.27 -5.31 -5.72 -5.22 -3.82 -1.72 0.58 0.00
102 50 % 0.89 -1.17 -0.64 0.49 2.24 2.96 1.72 0.00
153 75 % -1.83 1.02 3.24 2.09 2.26 1.47 1.15 0.00
204 100 % 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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) 6. COLLISION MODIFICATION FACTOR CORRECTIONS FOR REGRESSION
TO THE MEAN

As identified in the literature review, conducting improper before and after studies could
result in a large RTM bias in the resulting collision modification factor. Having devised a
method for estimating the regression to the mean estimate based on number of years of data
selected, proportion of high accident sites, mean and standard deviation, it is possible to reverse
calculate the CMF to adjust it according to the RTM estimate that should have been considered
during an original, already published study that did not account for RTM. This mainly occurs
when few years of data are used, potentially resulting in the expected number of collisions (mean
of data) being higher than the true value, which would make lead to an overestimation of the
reduction in collisions due to a given treatment. For example, if only 2 years of data are used, it
may be concluded that an intersection should normally have 1.9 collisions per year when, in fact,
using the long term average the true mean should be 1.7 collisions per year. Should a treatment
be used at a site and it is determined that the number of collisions is now 1.5 collisions per year
after the treatment, one would conclude that the percent reduction for that treatment is 21% ((1.9
— 1.5)/1.9) which is represented by a collision modification factor of 0.79, when in fact it is just

an 11% ((1.7-1.5) /1.7) reduction, which should be represented by a collision modification factor

0f 0.89.
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6.1. Derivation of Method

To correct the collision modification factor, it is first necessary to identify the method for

which the CMF is developed. The CMF is derived from the formula in Equation 6-1.

— Ca
CMF = E; Equation 6-1

Where:
Cy — is the number of collisions per year in the after period

Cp — is the number of collisions per year in the before period

The main concern with the RTM phenomenon is based on having an incorrect assessment
of the true mean for the before period of crashes and using that mean as the estimate of crashes
expected in the after period without the treatment. The corrected number of before collisions

would therefore be calculated using the RTM percentage equation derived in Section 5.

C .
Corrected CMF = C—A- Equation 6-2
< BC

Where Cgc — is the corrected number of before collisions per year:
Cpc = Cp X (1 —RTM) Equation 6-3

Therefore:

CMF

Corrected CMF = (1—RTH) Equation 6-4

Alternately, correction factors can be derived to modify the CMFs by a simple multiplication.

1
{(1-RTM) Equation 6-5

Correction factor =

78



6.2. Correction Factors for the Real Dataset

-

From the RTM percentage estimates derived for the California intersection sites, a table

can be produced to display correction factors using Equation 6-5 as shown in Table 6-1.

Table 6-1: Correction factors for Real Dataset

( Percent of Number of Years of Data Used
total high
accident 1 Year 2Years | 3Years | 4 Years 5 Years | 6 Years | 7 Years 8 Years
sites Or more
2.5% 1.38 1.28 1.19 1.18 1.16 1.18 1.12 1.00
3% 1.31 1.23 1.16 1.15 1.13 1.14 1.10 1.00
10 % 1.28 1.17 1.13 1.12 1.10 1.11 1.08 1.00
15 % 1.28 1.15 1.11 1.09 1.08 1.06 1.05 1.00
20 % 1.27 1.14 1.08 1.06 1.05 1.03 1.03 1.00
25 % 1.24 1.12 1.09 1.06 1.04 1.04 1.03 1.00
50 % 1.15 1.09 1.07 1.05 1.04 1.03 1.02 1.00
75 % 1.04 1.04 1.04 1.02 1.02 1.01 1.01 1.00
100 % 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

These correction factors range from 1.0 for 8 years or more of site data used to a
maximum of 1.28 for 2 years of site data collected. For 1 year of site data collected, the
correction factor reaches a maximum of 1.38. Based on the fact that using 1 year of data can
easily have crash counts for the highest collisions sites more than double the true mean, this high
correction factor is not unreasonable. However, it should be noted that safety studies should not
be undertaken based on only 1 year of data collection as the estimates of treatment effect would

be highly volatile (i.e., they would have a high variance).

The Highway Safety Manual (HSM) process for correcting AMFs (CMFs) for regression
to the mean assumes the values of X/B ratios range between 0.05 for a small RTM bias to 0.25
for a large RTM bias (NCHRP 17-27 Project Team, iTrans, 2007). This equates to CMF

correction factors of 1.05 to 1.25, values that correspond to the results of the empirical analysis

7
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completed in this research, for which has correction factors range up to 1.28, with the exception
of the single year correction factors. While these are similar, this only confirms the validity of
the HSM correction values. The chart cannot be used for other datasets since the previous results

showed that the RTM estimate varies for site populations having different means and variances.

6.3. Generalized Correction Factors Derived from Simulated Data

Based on the function (Equation 5-3) derived for estimating the regression to the mean
percentage and the formula (Equation 6-4) for determining the correction factor, it is possible to
correct any CMF, providing the mean and standard deviation of the number of collisions in the

population from which the treated sites were selected are known.

g
RTM % = (0.486 ~0.132 X~ 0.0163 X4 X ¥, = 0269 x %) x 100
Corrected CMF = —1o
orrecie = (1 — RTM)

For example: Using a before period of 2 years, a CMF based on treatment of the top 20% of
sites of a dataset with a mean of 5.2 collisions per year and a standard deviation of 3.4 collisions
per year, suppose that a simple before-and-after study resulted in a CMF with a value of 0.75.

The RTM percentage and corrected CMF would be calculated as:

3.4 20
RTM % = (0.486 —0.132 x 53" 0.0163 x5.2x2—0.269 X-l—()—(—]) X 100 = 17.64%

1

Correction factor = m—) =1,214

Corrected CMF = CMF X Correction Factor = 0.75 X 1.214 = 0.911
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7. SUMMARY, CONCLUSIONS AND RECOMMENDATIONS

Based on the research presented in this thesis, there are a number of significant findings,

conclusions and recommendations that can be drawn.

7.1. Summary

Based on the literature review, it was noted that there have been many methods
developed to determine the number of collisions that are expected to oceur at a specific location
or group of locations. These were narrowed down and split into four main categories that
include: a simple observational estimate, an Empirical Bayes Method of Moments approach, an
Empirical Bayes Safety Performance Function approach and an average of the long term average
of the recorded collision history. These methods were evaluated and compared, and resulted in
the Empirical Bayes Safety Performance Function method being identified as best suited to
estimate the expected number of collisions that would have occurred in the absence of treatment
in a before-after evaluation of treatment effects. These methods were also used to estimate how
the regression to the mean effect at high accident sites typically selected for treatment depends

on the number of years and percentage of high accident sites selected from a dataset.

Based on the comparison between the regression to the mean results from the real and
simulated datasets, it was noted that the regression to the mean also depends on the mean and
standard deviation of the crashes in the population of sites in the dataset. To estimate the
dependence on these factors, data simulations were performed for various combinations of

means and standard deviations so as to eventually formulate a function for calculating the
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regression to the mean percentage. This could then be used as a correction factor for CMFs that

have been developed in published research without accounting for regression to the mean.

7.2. Conclusions

Based on the experimental methodology completed in this thesis, the presence of the
regression to the mean phenomenon is clearly confirmed and can significantly affect the results
of safety treatment studies. The main concern with regression to the mean is based on having an
incorrect assessment of the true mean for the before period of crashes and using that mean as the
estimate of crashes expected in the after period without the treatment. As such, to properly
account for regression to the mean, it is important to accurately determine the true mean for the
before period. It is also concluded that the Empirical Bayes approach with the Safety
Performance function is best for estimating the expected number of collisions for a before-and-
after study to account for regression to the mean. Through the empirical exploration it was
established that the magnitude of the regression to the mean percentage depends on four main

factors, which are:

1) The mean number of collisions per year of the dataset that the sites are selected

from. As the mean increases, the regression to the mean percentage decreases.

it) The standard deviation of the number of collisions per year of the dataset that the
sites are selected from. As the standard deviation of the dataset increases, the

regression to the mean percentage decreases.
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i) The percentage of high collision sites selected from the total sites in the datasct.

As the percentage of high collision sites from the total dataset increases, the

regression to the mean percentage decreases.

iv) The number of years of collision data used or selected. As the number of years

increases, the regression to the mean percentage decreases.

Using collision data simulations, it was possible to generate datasets with various
combinations of means and standard deviations in order to determine how the regression to the
mean is affected by these. A linear regression model was used to generate the following function

for the regression to the mean estimate:

RTM % = (0.486 ~0.132 x%-— 0.0163 X u X ¥, — 0.269 X J’—) x 100

100

Where p is the mean number of collisions in the population of sites from which the treatment
sites are drawn, ¢ is the standard deviation related to this mean, ¥, is the number of years
selected and p is the percentage of high accident sites of the site population from which the

treated sites are drawn.

If a treatment evaluation study does not account for regression to the mean using the EB
Method, it was found that the Highway Safety Manual (HSM) methodology is as good an
estimate as any to correct the CMF to account for the RTM bias. The results from this analysis
correspond to the range of the correction factors identified in the HSM for correcting CMFs that
are subject to RTM bias. Further to this, the equation for correcting CMFs can be used in

conjunction with the RTM Percentage function to determine an estimated correction factor to
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adjust the CMF, providing that the mean and standard deviation of the population of sites from
which the treatment sites are drawn are known.

CMF

Corrected CMF = m

An important conclusion reached is that CMFs developed from studies that ignore RTM
will either require a large correction or a small one depending on the percentage of high collision
sites used, the number of years used, and the mean and standard deviation of the population of
sites from which the treatment sites are drawn. Depending on the magnitude of these corrections,
a positive safety effect of a treatment may be completely negated or even turned into a negative
effect. As such, it is crucial that all factors that could cause bias are either eliminated or are

controlled at the beginning of the safety treatment study to ensure that the results are valid.

7.3. Recommendations

Based on this study, it is recommended that the use of Evidence Based Road Safety
(EBRS) be promoted to develop more Collisions Modification Factors (CMFs) that can be used
by transportation practitioners to better design and treat roadways. However, when doing this, it
is important to always account for phenomenon such as regression to the mean which can
severely affect the results produced by before-and-after studies. In order to counteract this, it is
strongly recommended that the Empirical Bayes (EB) method with Safety Performance
Functions be used to estimate the expected number of collisions that would have occurred in the

after period in the absence of treatment. As identified by many papers, it is important that the EB

84



method be applied properly; however there are many issues that can cause the EB method to

produce inaccurate results, such as using a safety performance function that is not properly

calibrated for the given dataset.

Where the EB method was not used, it is possible to apply the methodology identified in
the Highway Safety Manual for correcting collision modification factors suspected of having
RTM bias. Further to this, the function identified in this research for estimating the amount of
regression to the mean can be used to develop a specific correction for the Collision
Modification Factor. While these methods can improve the accuracy of a Collision Modification
Factor that did not account for regression to the mean, it is important to note that these should
not be used as substitutes for conducting before-and-after studies correctly with the Empirical

Bayes method.
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8. FURTHER STUDY

From the results attained from this research there are some areas that could benefit rom

further study. These include:

¢ Conducting the empirical analysis for the expected number of collisions and
regression to the mean estimate using other datasets to verify that the trends do

not vary significantly.

e Analyzing datasets for various location types to determine more typical mean and
standard deviation values so as to expand the applicability of the function for

estimating the amount of regression to the mean at different location types.

» Using additional datasets to calibrate a model for estimating the regression to the
mean estimate and to determine whether there is any merit in using a more

complex model than a simple linear model.
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APPENDIX

Appendix A: California Intersection Data - Four Legged Intersections with Stop on Minor

Ho SITE Average AADT Total Crashes Per Site Por Year
10 Major | Minor 000 001 2002 2003 2004 2005 2006 2007 |Average
1 1274 3738 21 2 0 4] 1 7] 0 0 [4] 038
2 1582 14820 ] 5280 ] 1] 5] 4 4 4 1 B 2.38
3 1583 14833 2860 1] 2 [3] 3 2 3 1 1 1.50
4 1584 148451 2750 Q 8] 5] 2 1 1] 2 2 0.88
5 1593 20213] 625 2 1 1 11 S 3 [¢] & 3.63
8 1595 202131 1225 2 ] ¢ 2 3 1 2 ] 2.00
7 1745 11650 1600 3 5] 1 O [+] 1 2 [1] 0.88
8 1746 11650 3675 1 £ 5 5 1 4 4 2 3.38
9 1747 11650] 2200 4 3 1 1 [4] 2 4 1 2.00
10 1749 15025 2000 a 4 4 [ 4 4 4 3 4.63
11 2058 6278 31 [¢) 4] 3] [s] *] O 1 [¥] 0.13
12 2958 6216 31 5] o [ 0 4 2 1 0 0.50
13 3091 3512 38 1] 1 [3] [¢] Q 0 Q 1 0.25
14 3208 4677 91 1 3] [¢] 1 ] )] [§] 1 0.38
15 3209 5422 101 1 1] ] 1 0 0 [s] 2 0.63
16 3210 6167 150 ¥ ] G 4] [3] [i] [3] 1 0.13
17 321t 7013 250 O [s] [} 0 1] 0 3] 0 0.00
18 3212 6978 201 0O 1] 4] O Q 1 4] 2 0.38
19 3213 6926 250 [1] J 3] 0 1 1 [4] [4] 0.25
20 3214 6380 700 3 2 Q 1 1 [4] O 4 1.38
21 3215 8736 60 1 9] [3] 0 Q 0 [1] 4 0.63
22 3218 6667 75 ] [1] [§] Q 1] [i] 4] 4 0.13
23 3650 15000] 370 4 1 Q 3] O 7] 1 0 0.25
24 3681 15000 800 Z 2 2 1 Q 2 [ O 1.13
25 3733 5550 1750 5] 3] 1] [ [ Q O 0 .00
28 3734 58550 300 ] ] 3] 3] 0 8] 4] ] Q.00
27 4816 8175 751 2 a O 1 1 o] Z O 0.75
28 4817 8175 371 2 1 2 [3) 1 1 3] 0 0.88
29 4818 8175 2475 4 3 2 O 2] 1 0 1 1.00
30 4820 4588 375 1 1 [¥] 1 Q 0 1] 4 a.50
31 5338 19028 101 i) 2 i 3] 1 1 ] 3 1.25
32 5579 23442 501 3] 1 2 7 1 1 O 1 2.38
33 5580 23546 801 3 5 [ 5 0 4 4 1 2.75
34 5582 23893 D01 8 7 E 4 7 4 10 6 6.50
35 5586 24326 &aa ] 1 1 1 Q [¢] 1 3] 0.50
35 5720 126221 500 6 [ 4 4 4 2 1 1 3.50
37 5721 13289 401 2 2 Q 1 2z 2 4] 1 1.25
38 5723 13880 400 2 3 -3 1 3] 5] Q 1 1.25
39 5724 13772 400 2 3] 3 2 1 2 3] 0 1.25
40 5731 145381 &0} ] Q O 3] o ] 0 Q 0.00
41 £741 17231 S0t 1 2 1] 2] [s] 1 O 2 0.75
42 5743 17868 G601 Q 3 3 O [¢] [] 1 1 0.38
43 5747 18051 501 1 ] ) ) [3] 3] Y] ] .13
44 5749 19689 501 1 0 3] 4 1 0 1 Q .50
45 5753 209631 1300 Q 1] 4] 1 2 2 1 ] Q.75
46 5757 16711 401 9] 1 [ [7] ] ] [¢] 1 Q.25
47 5759 168971 601 Q 1 1 1 O £ 0 0 0.28
48 5761 17231 500 ] O 1 0 Q 1 [ 0 0.26
49 5884 18888 301 [} 1 1 1 [4] 4] [€] Q 0.38
50 5885 19888 451 1 2 1 1 2 2 1 © 1.25
51 5886 18888 301 5] 1] ] 1 1 0 [1] 0 Q.25
52 5888 11206 501 2z 2 5] 1 [4] 1 1 0 0.88
53 5889 11849 1101 [} ] 2 1] 2 o] 1 1 0.75
54 5890 12836 401 1 5 3 1 2 2 1 1 2.00
55 5892 14114 1601 1 i [3] 1 1 1 2 1 1.00
56 6183 247201 1000 3 5 5] E) 3 8 1 2 4.83%
57 8369 204651 800 o 7] 2 0 Q g [1] % 0.25
58 6376 17246) 1800 [¥] 5] 3] Q [3] 3] a 1 0.13
55 6630 27073 700 2 4 2 3 1 [1] 2 a 1.38
60 7080 31628 1800 2] 1 0 [3] [4] [s) 5] a 013
81 7280 28500 751 5 1 g 5 E) [%) 1 [§) 2.63
62 7302 21301 501 11 <] 2 4 5 3 1 & 4.63
63 7304 21774 55% 4 4 4 3 2 2 2 3 3.00
&4 7858 14038 1501 4 5 [3) 4 Q 4 2 4 243
a5 7860 14038 | 1501 4 2 g 1 2 2 2 0 1.63
665 7982 BR7S 1050 3 ] ] 2 4] 0 1 3] 0.75
67 8065 13425 2000 & 1 1 Q 1 [] O [4] 1.13
68 8066 13425 501 2 3] 1 2 1 2 [1] k] 1.13
69 8068 21616 100 O 2 1 2 1 1 2 0 1.13

90




No S:;E ;;?;f en:;:g: 5050 556 Totat Crashes Per Site Per Year
70 | 8221 | 31688| 504 3 4 ! 20}? 2 20403 20104 2?5 2?25 2?387 A”‘j'{?g"
71| 8222 | 31688 700 5 > ) 3 g > > > 393
72| 8223 | 31688| 201 4 2 Z 7] p] 3 5 7 288
73| 8227 |31688] 401 3 3 ry = 5 = = 2 =%
74| 8220 | 31688| 1800 [ 3 2 2 ) ] 3 4 250
75| 8602 |11713| 401 0 1 1 7 1 1 1 3 113
76 | 8663 | 23650 601 7] 11 4 4 2 5 7 3 438
77| 8723 | 6213 | 1400 3 F] 1 1 7 3 3 3 350
78 | 8810 | 5978 | 2000 i 3 ] ] ) o i) 0 038
79 @812 | 9035 | 610 2 0 7 ) ) 5 5 ) 538
80| 8813 8503 | 1610 1 1 -

0 1 0 0 Z 3 1.00
81| 8814 | 8782 | 430 ) ) 3 ) 5 5 5 5 573
82| 8815 | 8674 | 1250 5 7 5 B 5 3] ] 0 0.13
83| 8816 | 8563 | 170 ) 0 0 0 g O i 0 0.00
84| 8817 | 8525 | 150 G 0 1 0 ] a 1 3] 0.25
85| Baaz | 4125 | 1600 7 2 i 7 0 ) 3 ] 113
86| 8896 | 9098 | 946 2 2 3 2 1 1 0 2 1.88
87 | 8857 | s238 | 1375 2 1 0 3 Z 2 1 3 175
88 | 8895 | 6501 | 814 7 0 7 7 5 0 0 ] 0.50
89 | 8901 | 11832| 929 2 ) D Q) 2 2 ) i 113
60| 8902 | 11909 528 1 1 2 ] 0 2 ) 2 1.00
01| 9310 | 5420 | 680 ) 1 [ G 7 7 i) [ 6.38
92| 9455 | 13098| 2053 3 4 8 5 5 7 5 2 475
93| 0458 | 13014 1119 3 6 F 5 12 3 3 5 513
G4 | 9482 | BBEE | 403 2 3 1 Z 1 3 1 a 2.13
85| 9660 |11647| 2634 ) Z 5 2 3 2 3 7 3.88
S6 | 9661 |11483| 969 7 )] 0 4 3 0 2 3 2.13
97 | 0662 |11338| 1190 3 7 3 7 X [ 0 2 1.63
08| 0863 [11175] 1010 6 6 ) 5 4 4 3 1 463
98 | 5664 | 11031| 1249 3 6 5 1 4 3 3 3 3.50
00| 0666 | 148368| 3513 5 2 3 5 3 P 7 4 3.63
101 10180 | 7722 | 61 ) i) 0 7 ) 0 7 1 0.38
102| 10181 | 8338 | 167 0 i 0 7 g ) 5 i 0.13
103| 10182 | 8654 | 401 i} 7 7 7 G () 0 0 0.38
104| 10183 | 9560 | 1601 0 2 G 7 G 0 ) 0 0.38
105] 10184 | 10183| 2551 Z 2 Z 7 0 ¥ 1 3 138
06| 10165 | 10375| 1850 Z 2 7 Z 7 0 () 1 150
167] 10186 | 15675] 500 1 0 G 2 0 0 7 2 .75
108] 10187 | 9465 | 1551 3 3 3 ] ) 1 1 1 1.38
06| 10188 | 8074 | 361 ] i) ) T [ 0 g 0 013
110 10183 | 8684 | 161 0 1 ) Z 0 0 0 1 050
111 10282 | 30388 4500 7 2 3 [} 0 i 2 3 113
12| 102864 | 31735] 1500 Z 3 ] 5 2 3 4 5 338
13| 10417 | 7747 | 1050 0 ) 7 ) i g ] 3] 0.50
14| 10418 | 7768 | 1350 2 0 ] 0 [0 0 ) ] 0.25
TA5| 11218 | 28530 1801 2 4 3 Z ) 1 [V 3 1.88
116| 11220 | 20589| 1501 2 2 4 7 2 2 3 0 2.00
117] 11221 | 30154| 850 7 5 2 3 2 7 1 2 2.13
116 11223 | 31143] 1101 3 4 i 7 2 3 2 2 2.88
119] 11224 | 31637 | 1401 5 4 g 7 1 ) 1 4 7.68
120 11229 | 35944| 1700 1 2 7 3 3 3 3 8 3.75
31| 11237 | 50196 1001 3 Z 3 1 2 1 i 1 1.63
122| 11351 | 45375| 1940 5 1 ) o 0 ) 3 2 1.38
123| 11357 | 45375| 1701 2 ° 1 7 0 1 Q) 1 0.75
154| 11614 | 20644 701 ) 7 ) 7 0 i) 7 () 538
55| 11615 | 29885| 701 4 1 3 [0 2 1 1 7 175
126] 11617 | 30326] 701 2 3 2 2 ] 1 i 0 1.00
37| 11618 | 30486 | 750 ] 0 0 0 ] ] [ [} 0.00
28| 11618 | 30767| 810 1 1 0 1 1 0 0 5 0.50
126] 11620 | 31007] 501 0 0 0 ] 1 0 ] G 5.13
130] 11621 | 31248| 501 i [ ) 0 G 5 ] 1 0.13
131| 11622 [31448| 5ot 1 0 0 0 0 5 1 o 0.13
132| 11623 | 31689| 601 1 1 0 i 0 0 1 0 0.38
133] 11624 | 31930] 601 5] 0 i) ] 0 0 5] 7 613
134] 11625 | 32170] 501 0 1 ] 0 1 0 0 1 G.38
135 11683 | 14242 | 803 18 18 75 17 13 7 5 8 14.00
136| 11830 | 2848&| 1201 8 5 ) 5 5 3 1 i 450
137| 11834 | 44188] 1201 3 1 2 1 1 i i) ] 1.00
138] 11835 |44188| 1201 3 1 5 5 3 4 4 1 3.25
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SITE

Avamge AADT

Total Crashes Per Site Per Year

Ne iD Major | Minor 2000 2001 2002 2003 2004 2005 2008 2007 jAverage |
139] 12642 | 19485 11 0 3] 1] 0 1 3 1] 0 .50
140] 12879 | 17303 63 2 2 1 Q 2 2 4 1 1.75
141] 128980 | 17328 11 4 2 7 1 3 2 2 3 3.00
142] 12882 17188 11 1 1 1 0 1 1 1 0 B8.75
143 13011 | 109431 830 1 1) [4] )] 5] 1 1 1 0.50
144 13012 | 10852 81 2 4 2 1 3 2 1 0 1.88
1451 13013 [ 10754] 241 8 5 4 7 2 o 2 3 3.88
146] 13014 | 10660| 550 1 0O 4 2] 1 0 0 3] 0.75
1471 13015 | 10563 50 1 2 1 1 2 Y 2 Q 1.13
1481 13016 | 10471 221 k] 2 1 1 1 [+) 1 3 1.25
1489 13127 | 17795| 701 [1] 3] 2] ] 4] 0 O 4] 0.00
150] 13138 | 17088 71 0 ] 0 0 O ¢] 1 ] 0.13
151] 13305 122813 31 ki 1 1 2 7 1 4 10 3.38
1521 13310 | 30533 2101 1 1 2 2 G 2 1 1 1.25
153] 13311 | 30563 1901 s] 1 3 2] 3 i 2 1 1.38
1154] 13312 1305941 1701 ] 2 4 1 3 0 2 1 1.63
P85 13743 | 16276 51 2 3] 6 5 5 3 11 7 4.88
[156] 13744 156861 101 1 1 2 1 2 O i 1 1.13
157 13783 [ 1256831 2000 7 3 S 2 5 2 2 5 3.88
158| 14013 5518 501 3 1 2 5 1 0 0 0 1.50
159 14270 6817 530 1 1 1 1 1 1 1 3 1.25
160[ 14335 11642 101 3 5 1 2 1 3 5 1] 2.38
161| 14408 | 6461 154 3 o g 1 1 3 4 0 1.50
162] 14408 | 6156 619 2 z 2 1 0 3 5] 1 1.13
183] 14408 | 6156 401 [$) 0 1 [§] O 1 3] 0 0.25
164| 14410 | 8156 350 2 1 0 1 1 1 1] 1 0.88
165) 14411 8156 836 ] 1 4] 1 a 1 1 1 0.63
166] 14419 | 6188 32 o Y] Q [5) 1 0 0 1 0.25
167] 14420 | 6180 164 [e] 1] 0 4] 3] 0 O 0 0.00
1681 14421 6192 726 3] 2 1 3] g 4] O 1] 0.13
1891 14805 | 3100 150 1 2] 0 0 O 1 )] 0 Q.25
1701 14950 | 6785 501 3 [1] 2 5 ] + 1 o 1.50
171] 155854 | 21050 330 2 2 65 1 7 [ 4 8 4 50
172] 15555 1204871 1020 6 4 3 1 4 4 4 2 3.50
1731 15556 |19862( 340 1] 1 2 2 2 1 1 1 1.25
174] 15557 | 19300| 301 Q 1 3 1 1 0 2 2 1.25
175| _15723 |25538| 860 8 7 6 5 7 4 3 5 563
176 15725 | 25660 120t 4 11 10 14 8 10 g 5 8.63
1771 15727 (278511 1201 B 3 5 4 1 3 s} 1 2.88
178] 15888 |17803{ 1200 & 3] 2 7 8 7 9 12 7.13
179 16075 | 12015] 301 1 3] 2] 2 ] 8] O 1 0.50
180 18077 [ 12145] 301 ] 1 0 1 ] 0 2] 0 0.25
181] 16549 | 17658 1450 5] 1 <1 1 1 3] ] 3 0.88
182| 18550 118502 700 9 <] 4 2 5 1 3 4 4.25
183] 168551 |15872] 150 4 2 2 3 4 0 4] 0 1.88
i84| 16763 | 24205 501 2 1 5] 1 [¢] 1] 5] [1) 0.50
1856 16764 | 241981 801 0 0 o 1 1 0 0 0 0.25
186] 16765 | 23113]| 2301 5 1 1 0 [1] 1 2 0 0.63
187] 17064 2938 570 3] 7] Q 4] 4] 3] 0 0 0.00
1881 170685 | 4163 150 Q 0 0 0 0 0 Q )] 0.50
188) 17066 | 4442 340 0 [y O 0 2] 0 0 5] 0.00
1901 17087 4000 590 1] [1] [¢] [3] 3] ] 0 1] 0.00
191] 17068 | 3751 250 2] 0 3] 5] 4] Q0 0 0 ©.00
192] 17071 5881 1460 [£] g Q0 0 £} o] g O 0.00
1863] 17072 | 6431 470 ] 0 0 0 1 1 ] 1] 0.25
184 17073 | 6431 6800 3] 0 0 4] 2] a 0 o) 8.00
195 17075 | 7025 | 1100 1 1 2 3] 1 0 a O 0.63
186] 17076 7025 | 1230 4] 3} 2] [1] [i] 0 g 0 0.00
197| 17077 7025 590 4 ¢} 0 3] [*] 2 0 o 075
198| 17005 | 4894 1150 1 1 1 1 1 [¢] g 0 .63
108] 17096 | 4824 | 1560 4] ] 0 [¢] 0 1 0 1] 0.13
200} 17330 J40688] 2001 11 11 7 8 11 4 9 10 8.88
201| 17332 408881 1501 16 14 g 6 10 13 12 8 11.13
202| 17333 | 406881 1501 10 19 13 17 g 2] g 8 11,75
203| 17334 ]140688| 1501 8 10 10 4 12 10 11 g 8.25
2041 17336 |40688] 1501 3 2 7 3 4 5 1 [:] 3.88
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Appendix B: Simulated Dataset
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