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Abstract 

Developing a Web Video Player connected to a security surveillance camera for collecting the 

video streams is the main objective of this study. The Developed Web Application tracks the target 

object through the sequences of video frames and generates the object trajectories. The video 

frames are analyzed, and the object trajectories are fed into a classifier or clustering method for 

training and movement detection purposes. In this thesis, several machine learning techniques are 

applied and implemented in Batch and in Real-Time mode including SVM, J48 Decision Tree, 

PART, Decision Table, Decision Stump, Multilayer Perceptron, and K-Means clustering by using 

two customized datasets. The object tracking, and movement detection are based on a simplified 

HSV color space model. The developed Web Application and proposed architecture are 

implemented on a local area network with in-house Server as well as a single computer and can 

detect the trajectories of the moving objects effectively. 
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Chapter 1: Introduction 
 

1.1. Motivation   

Data mining for Multimedia data is a new and an ongoing research area which is about detecting 

the patterns in Multimedia data. Multimedia data includes image, audio and video data. 

Transforming the video data into a digital representation can be performed by creating a sequence 

of video frames. The term data mining itself denotes knowledge discovery which has focused more 

on multimedia data due to its existence everywhere and evolution of structured to unstructured 

data, such as image, audio, and video data [1]. Image processing is different from data mining or 

pattern recognition of images (referred to image data mining in this thesis). The difference is, 

image processing deals with finding and extracting the particular features in an image, 

whereas image data mining is about finding useful patterns in a set of images or video frames. In 

addition, the goal in pattern recognition is to recognize the significant patterns but the objective of 

image mining is to create the considerable patterns without having any previous information about 

the existing models in the database of images. Image data mining is an interdisciplinary research 

area in computer vision, image processing, machine learning, image retrieval, artificial 

intelligence, and data mining [2]. One of the applications of a security surveillance camera is to 

detect the abnormal activities and behaviors in which the user is notified when an anomaly occurs 

[3]. A Real-Time automatic tracking system needs to be implemented for observing the object 

behaviors since a human operator is not available either to monitor a large amount of video streams 

in Real-Time in order to detect the anomalous event or to look for the proper video image after the 

incident has happened [4].  

This thesis proposes image data mining in which we plan to apply data mining methods for 

tracking the object of interest through the video frames collected by a security surveillance camera 

and streamed by a web media server. The video frames will be analyzed to collect the object of 

interest’s movements and then fed into another model for training and detecting the movement. 

The main motivation of this work is to propose an architecture for performing Real-Time data 

mining for multimedia data.   
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1.2. Problem Statement 

In this thesis, we have investigated the following research questions:   

1. What architecture/web application can be used to collect the trajectories of a moving object 

by using a security surveillance camera installed on an in-house network in Real-Time? 

2. What machine learning approaches can provide a more accurate and faster way for 

detecting the trajectory of a moving object in Real-Time mode and Batch mode and how 

they can be used in anomaly detection? 

3. What architecture/web application is more effective for machine learning approaches when 

trained in Real-Time with provided labeled and unlabeled datasets? 

4. What architecture/web application can support the anomalous event detection automatically 

by eliminating the human interaction and sending notifications to the user in case of 

anomaly occurrence?  

1.3. Objectives and Challenges 

The initial objective of this thesis is to develop a Web Application for a Web Video Player 

presented on a client's machine which communicates with a Video Streaming in-house Server that 

security surveillance cameras connect to. It is clear that we don’t want to use the available 

commercial products such as NVR [5] as we want that the camera connects directly to the server 

not to any other devices such as NVR devices. In the first phase, we were searching for a network 

architecture in which the recorded multimedia by camera via RTSP protocol is accessible by a 

Web Video Player where a user can identify the object of interest. In this architecture a server 

processes the data and records the trajectories or sends notifications to client's machine (for 

example sending an alarm in case of anomaly occurrence). The available commercial products that 

we have reviewed, either don’t have such capabilities or if they have part of these features, they 

use specific hardware or software such as NVR or DVR with an embedded operating system [5].  

In the second phase, a model is developed by collected data to identify the trajectory patterns by 

clustering and classification data mining methods. In this thesis, K-means clustering and several 

classification methods such as SVM, PART, J48, Decision Stump, Multilayer Perceptron, and 

Decision Table are applied for training and test purposes. The K-means clustering is developed to 

detect abnormal trajectories for unlabeled movements by finding the outliers in each cluster. By 

finding the abnormal trajectories, one can detect the unusual and suspicious behaviors. In this 
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work, we implemented the K-means clustering in Real-Time to prove the feasibility of this 

approach but left the anomaly detection for the future works. In the area of Supervised Machine 

Learning which employs classification techniques, first the classifier is trained by one of the 

labeled training datasets and then the accuracy of the classifier is measured for evaluating the 

performance. Two different datasets are generated for this purpose and each of them has 150 

instances for training and 30 instances for the test purposes. This research proposes a framework 

to detect the object movement in Real-Time on the local area networks similar to the ones installed 

in residential/businesses buildings and high rises.  

Another application of this research is to enhance the developed software and using data mining 

for Real-Time image processing of numerous video data to find more patterns for detecting and 

tracking a moving object in order to identify the suspicious behaviors for security purposes. When 

a domain expert is unavailable, clustering can be used by implementing K-Means clustering in the 

Developed Web Application. 

1.4. Methodology and Implementations 

What is being proposed in this research is the development of a Web Video Player on a desktop 

computer communicated with a Video Streaming in-house Server to which a security surveillance 

camera connects for capturing the video frames. The object trajectories that are generated by 

moving the object of interest are used in a Web Application to perform Real-Time Machine 

Learning detection by SVM classification and K-means clustering during multimedia streaming.  

In addition, for Real-Time videos, the object tracking and detection are achieved based on the color 

of the target object. The object trajectories which are collected by Real-Time object movement can 

be used for Real-Time K-means clustering and SVM classification as well as Batch or offline 

mode. In SVM Real-Time, the classification is performed for only an individual trajectory at a 

time, then the trajectories and the detected movement types (labels) are stored in a separate file to 

feed into SVM Batch. After making several Real-Time videos by performing SVM batch, the 

accuracy of the classifier is measured both in offline and online video streaming.  

Before creating any Real-Time movement, the classifier needs to be trained by one of the datasets 

created in our lab. In total, two data sets have been created: one object movements with known 
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source, destination and orientation and another one, random movements in different orientations 

to measure the accuracy of clustering and classification methods.  

To implement this application, a Web Video Player is developed on the client’s machine that 

communicates with the video streaming server. The video streaming server connects to the security 

surveillance cameras for receiving data from them. The client’s machine can be a simple desktop 

computer, which shows what the security surveillance camera captures. The server is responsible 

for processing data to provide simple functionalities as follows:  

• The coordinates are sent to the server by client’s machine and software gets input based on 

the coordinates of the object of interest obtained via drawing a polygon by the user; and, 

• The software will continuously keep track of the object and notify the user if the object has 

moved out of the frame.  

By drawing a polygon around the object of interest, the Web Application starts to track the target 

object and generates the object trajectories. These object trajectories along with the name of the 

movement are saved in the separate files both for training and test purposes. All the object 

trajectories have object coordinates formed on the movement and direction. Object Tracking and 

detection that is used, is a simplified color-based detection, meaning that by giving the values for 

a particular color, the tracker is able to track the object. Simple image processing technique was 

used in this work because the focus was to create a web-based architecture in which all the 

processing to be done in the server and a client can use a system with a simple browser.  Since a 

camera is connected to a server because of security purposes instead of using outside cloud 

computing facilities, all developments are done for an in-house Server which is a favorite 

architecture in the buildings using the security cameras.   

1.5. Contributions  

The main contributions of this thesis are listed as follows: 

• Developed an in-house network architecture to detect and track the object of interest via a 

web browser and generate the object trajectories in the server side to be classified in Real-

Time and detect the movement type that is being captured by using an IP Camera. 
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• A Web Application was developed to detect and track the object of interest through a web 

browser by using RTSP/WebRTC protocols to address research question one. This Web 

Application can be used for Batch and Real-Time data mining for trajectory detection. 

• Two data sets were created from hundreds of videos, including three types of movements 

with known and unknown source and destination. These video files and data sets which 

contain labels can be used by other researchers for research purposes and are accessible to 

the public in [6].   

•  Several Machine Learning approaches for detecting the moving object trajectories in 

Batch and Real-Time modes are compared. Acquired by observation, the conclusion was 

to detect the object trajectories of a moving object, one can use PART, J48 Decision Tree, 

Decision Stump, Decision Table, and Multilayer Perceptron for Batch mode and the K-

means clustering and SVM for Real-Time mode in the Web Applications that employed 

the security surveillance cameras.  

1.6. Thesis Organization  

The remainder of this thesis is organized as follows: Chapter 2 provides background information 

and related works which have been performed in the field of object detection and tracking. There 

is also an introductory information including Real-Time Streaming Protocol, movement detection 

based on object’s color, and OpenCV. Chapter 3 presents a detailed description of the system 

requirements of the proposed methodology for Real-Time data mining of multimedia streaming. 

Chapter 4 discusses the results of this study as well as the implementation of data mining models 

in Batch mode and Real-Time mode along with comparing the evaluation metrics for machine 

learning methods. Finally, Chapter 5 draws conclusions regarding the research findings and 

provides guidelines for future studies.  
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Chapter 2: Literature Review  

2.1. Background Information 

2.1.1. Ubuntu Operating System  

Ubuntu is an operating system for desktop computers, cloud and internet connected things which 

is an open-source software [7]. This operating system is secure and accessible that enables its usage 

for all the people with any gender, nationality or disability [8]. 

Ubuntu is based on Debian GNU/Linux distribution which means that, Linux operating system did 

not exist on a single CD or on several of the disks that we currently use to install. Instead, this 

operating system contained a great deal of separate programs where each was created by a separate 

person and distributed differently. It took a considerable amount of time to install each of these 

essential programs and sometimes it required some clues and hints for resolving installation 

difficulties. The team of Ubuntu provides GNU, Linux and many more applications under an 

individual installer [9]. The kernel of the Linux which was generated by Torvalds and the GNU 

application that was created by Stallman are two distinct projects, but some parts of the GNU 

project were taken by Linux. That is the reason why most of the people indicate Linux as 

GNU/Linux [10].  

Ubuntu can be considered as one of the very best versions of Linux which is based on Debian 

distribution and is suitable for both novice and professional users. Ubuntu operating system allows 

anyone to use simply this version of Linux, especially for Windows or Mac OS users. It supports 

a lot of languages as well as accessibility tools. The meaning of Ubuntu comes from an African 

root which translates as “Humanity to other individuals”. Ubuntu’s archive is a collection of 

Ubuntu derivatives and it consists of any packages which create distributions like Ubuntu, 

Kubuntu, Ubuntu Server, etc. Ubuntu Server is a group of packages from this archive and its 

installer installs a set of default packages. There are some differences between Ubuntu Server 

Edition and Ubuntu Desktop Edition such as Kernel distinctions. LTS version of Ubuntu means 

long-term support [10]. 

The Installation of Ubuntu Desktop is straightforward and simple compared to Windows operating 

system. The following steps show the installation process of Ubuntu operating system [11] :  
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Step 1: Inserting the Ubuntu CD/DVD which is also called an Ubuntu live disc. Set the bootable 

disc for CD/DVD drive in BIOS. 

Step 2: Choosing the language: There is a list of all the languages which are supported by Ubuntu. 

Step 3: Selecting the option: Try Ubuntu First Without Making Changes to the Computer. After 

choosing this option, Ubuntu starts storing the files on the RAM memory.  

Step 4: Trying different items such as Sound, Video and Network Connectivity. 

Step 5: Partitioning the Hard Drive: The most usual file system for Linux is ext3. Linux also 

requires a swap partition that is quite a small section of the hard drive operating as extra memory. 

Step 6: Installing Ubuntu files on the Hard Drive: Just by clicking the Install icon on the desktop, 

the process is launched. 

Step 7: Logging In. 

Additionally, the Ubuntu operating system can be booted and installed from a live USB drive or it 

can be run on a Virtual Machine such as VirtualBox or VMWare Workstation Pro. The following 

steps describe how to install Graphical User Interface (GUI) on Ubuntu Server 14.04 LTS. 

However, there are some disadvantages of installing GUI on Ubuntu Server such as, making it 

unsecure and slower. In other words, by installing Ubuntu Server GUI, graphical tools can be used. 

In order to update and upgrade the desktop, the Software Updater should be typed in the search 

bar. By clicking on the Software Updater, a dialog box will be shown and Install Now needs to be 

selected to let the update process begin. It is worth mentioning that the need for the Ubuntu 

operating system 14.04 LTS (64 bits) is that Kurento Media Server should be installed on this 

operating system [12]. 

2.1.2. Kurento Media Server (Release 6.6.1) 

Kurento is a WebRTC Media Server and is responsible for media transmission, processing, loading 

and recording. Desktop computers and Smartphone platforms are dealing with Real-Time 

communications and browsers develop the way users access Internet services. However, there is a 

problem in Real-Time multimedia communication which is the fragmentation that can be created 

because of the lack of interoperability. Users deal with several services for communication 
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purposes. WebRTC is one of the solutions for overcoming fragmentation by supporting standard 

protocols, video codecs and formats to offer interoperable multimedia communications [13].   

Kurento Media Server includes pluggable modules which can be activated and deactivated. This 

Media Server has the following additional features compared to the usual WebRTC Media server: 

augmented reality, mixing, analyzing, and adjustable processing. Ubuntu 14.04 LTS (64 bits) is 

necessary if Kurento Media Server is required to be installed. Kurento is one of the best 

technologies for multimedia communications and consists of two layers which are also called 

planes: Signaling plane and Media plane. Signaling plane is responsible for communication 

management and Media plane controls media transport, media encoding/decoding, etc. Kurento 

Media Server is used for media encoding and media decoding as well as processing the media [14].  

Kurento Media Server is based on WebRTC and consists of a group of clients’ APIs which 

facilitates the establishment of developed video applications for web and smartphones. The 

characteristics of the Kurento Media Server are: communications, transcoding, recording, mixing 

as well as computer vision and video indexing, and speech analysis. The main objective of 

WebRTC is to offer Real Time multimedia Communications (RTC) on the WWW which also 

supports open standards and includes open source software implementations. WebRTC has been 

integrated into Kurento Media Server to convert RTSP to WebRTC protocols [15].  

The Kurento Media Server has four principles as follows: 1) Openness: the Kurento technologies 

are Open Source Software; 2) Simplicity: Kurento’s major feature is simplicity; 3) Standards: the 

main parts of Kurento technologies are standards; 4) WWW: Kurento model is based on Web 

development. The vision of Kurento is to assist developers to have advanced multimedia potentials 

into WWW and Smartphone applications immediately and simply [16]. GStreamer is a framework 

based on the pipeline structure for multimedia which connects a large amount of media processing 

systems to include in complicated workflows. Kurento Media Server places the WebRTC media 

plane on top of GStreamer media handling application which allows the communications of 

WebRTC to be performed on the server. The development of applications in Kurento depends on 

two notions: media elements and media pipelines [13]. Media elements enable recording, mixing, 

augmenting, and blending for applications. Media pipelines are series of media elements which 

receive and send WebRTC streams. In media pipelines, one element output can be given as an 

input to one or several elements [17].  



  

9 
 

2.1.3. Live555 Media Server 

Live555 Media Server is a popular RTSP open-source server application, implemented in C++ in 

which RTSP, RTP protocols are applied for streaming media and this Media Server is compatible 

with VLC media player and QuickTime Player [18].   

Live555 Media server can be considered as a full RTSP application server which is able to stream 

different types of media files such as, MPEG-4 Video Basic Stream file, MPEG-1 or 2 Program 

Stream file, and H.264 Video Basic Stream file, etc. The streams are accepted by standard 

RTSP/RTP media clients, for example: VLC media player, and Quick Time Player [18]. Live555 

Media Server is based on RTSP protocol which supports most types of media files. In addition, 

there is a RTP encoding module in Live555 Media Server which is in charge of the packaging and 

transferring of data [19].   

In order to run Live555 Media server, the user needs to type live555MediaServer in the terminal. 

Live555 Media Server also supports a functionality called trick play for MPEG Transport Streams 

[20].  

2.1.4. OpenCV 3.1.0 

OpenCV is an open source computer vision library which is used for Real-Time computer vision. 

OpenCV library is written in C, and C++ and can run on Linux, Windows, and Mac OS X [21].  

The most beneficial part of OpenCV is its architecture and memory management. Several modules 

which are built in OpenCV can help to resolve computer vision issues such as crop images and 

improve them by changing their illumination, image segmentation, detecting moving objects in 

videos, shape detection, etc. There are some built-in components in OpenCV that are greatly 

optimized such as HighGUI, Video, MLL, Core and make it powerful and adaptable to resolve all 

the computer vision issues. Changing the illumination of the images, discovering shapes in the 

images, finding moving objects in the videos, identifying recognized objects, and cutting images 

are some of the applications of OpenCV [22]. 

The structure of OpenCV is made up of five major sections: 1) The CV part consists of basic image 

processing and the algorithms of computer vision; 2) MLL is a Machine Learning Library that 

contains several statistical classifiers and clustering tools; 3) HighGUI consists of functions for 
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saving and loading videos and images; 4) The fourth part is CXCORE which has the basic data 

structure and content [23].  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: The main structure of OpenCV [23] 

OpenCV library supports almost all well-known operating systems such as Windows, Linux, Mac 

OS, and Android. OpenCV consists of more than 500 optimized algorithms such as machine 

learning, and computer vision algorithms [24]. OpenCV website and Github are available for 

downloading its source code. The recent version of OpenCV is 3.1.9 which was released in 

December 2015. OpenCV can be installed on most of the operating systems with any hardware 

configurations since it is platform independent. All platforms can be used such as Windows, Linux, 

and MacOSX, but Linux (Ubuntu) is the best option for installing OpenCV. After downloading 

OpenCV from its website in Ubuntu, you can extract the folder by Archive Manager or by typing 

this command: tar –xvf. Then update the system by: sudo apt-get update [25].  
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2.1.5. Java 1.8.0 

Java is an object-oriented language and its main objective is to run on any hardware and software 

platforms which makes it platform independent. Java Development kit includes the software and 

tools which are required to compile, debug and run applications written in Java. JDK also has a 

complete Java runtime environment that contains Java Virtual Machine, class libraries and extra 

libraries which are beneficial for developers [26]. Java programming language, Java Virtual 

Machine and Java platform are three distinct concepts. When the java program compiles the codes 

written for applications and servlets in java language, the bytecodes are generated that are called 

Java Virtual Machine (JVM). In addition, Java platform are a predefined group of java classes 

which comes along with java installation. The syntaxes of Java programming language are like C. 

The main objectives for designing Java language were, simplicity, powerfulness, and robustness. 

Java Virtual Machine is the major part of Java installation. Some of the advantages of using Java 

programming language are as follows: 1) It is platform independent 2) Java language contains 

security features 3) Java platform is network-centric 4) Java is dynamic and extensible 5) Java 

performance is superior 6) Java is efficient 7) Java program has internationalization features [27]. 

Java’s portability characteristic is one of the most important features which is obtained by Java 

Virtual Machine. A program that is written in Java is being compiled into bytecodes which are 

independent to the machine. The interpretation of bytecodes will be performed by Java Virtual 

Machine [28]. The architecture of Java includes the following items: 1) Java programming 

language 2) The file format of Java class 3) APIs which are Java Application Programming 

Interfaces 4) The Java Virtual Machine. Java Runtime Environment (JRE) contains Java Virtual 

Machine and the Java platform core classes. The Java APIs have three major platforms: 1) Java 2 

Platform, Standard Edition (J2SE); 2) Java 3 Platform, Enterprise Edition (J2EE); 3) Java 2 

Platform, Micro Edition (J2ME). To compile and run the java programs, the following commands 

are used: $ javac <filename>.java   $ java <filename> [29]. 

2.1.6. PHP 5.5.9 

PHP is the acronym for Hypertext Preprocessor, however it is also popular by the name “Personal 

Home Page”. PHP is considered as a server-side programming language. The original idea of 

creating PHP was to perform simple programming on the Web server. PHP was initially generated 
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by Rasmus Lerdorf in 1994 and it became usable for people in 1995. The initial name of PHP 

which was Personal Home Page is an apt name since this language facilitates creating web pages 

on the server [30].  

Some features of PHP are as follows: flexible, scalable, extensible, stable, etc. For these reasons, 

this language is being used on the web servers of more than a third of the planet. This language is 

very user friendly and non-menacing. It is easy to program and debug in PHP language and that 

makes it very helpful for beginner programmers. PHP is unique in performance which means that 

PHP is executing the scripts quicker compared to other scripting languages. Moreover, third-party 

accelerators exist to enhance even more the performance and the time of response. PHP is known 

as platform independent and can be run on UNIX, Microsoft Windows, Mac OS and OS/2. PHP 

is very simple to learn and use which makes it significant. Its syntax is straightforward and 

consistent. Therefore, learning PHP has become effortless for either a professional or a beginner 

programmer [31].  

If PHP is installed and is available on any machine, by typing “php -v” in the command prompt, 

the version of PHP will be displayed. In fact, some operating systems such as Linux, and a couple 

of Unix versions come with PHP. However, on the Microsoft Windows, PHP should be installed 

[30].  

In order to run PHP scripts, some system prerequisites are required: 1) A web server software like 

Apache or Internet Information Server (IIS) should be available on a computer; 2) PHP server 

module needs to be installed on the same computer. Since PHP performs very well on Linux 

operating system and Apache web server, many developers work on Linux to perform PHP 

programming. PHP can run easily on Ubuntu desktop edition [32].  

A set of open source software which is required for a server to host dynamic websites is called 

LAMP. LAMP is an acronym for Linux operating system, the Apache web server, MySQL 

database for keeping data and finally PHP [32]. 

2.1.7. JavaScript  

JavaScript is a scripting language which was initially called LiveScript and created by Brendan 

Eich at Netscape in 1995. This programming language is platform independent and its syntax is 

like C, Perl, and Java. The JavaScript interpreter is generally built into the browser which executes 
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the JavaScript programs. These programs are utilized to identify and respond to the events caused 

by the user such as a mouse click or the appearance of a graphic [33]. 

JavaScript is an object-based programming language meaning that it applies units called objects 

and contains several features which make it independent to any specific browsers [34]. A 

JavaScript variable can support several types such as Undefined, Null, Boolean, Number, String, 

Symbol, and Object. HTML documents and web browsers include JavaScript as well as Document 

Object Model (DOM) to enable JavaScript to control HTML. DOM supports interfaces for 

JavaScript to change the content of HTML. The JavaScript Event Handler provides users the 

ability to interact with the web applications. These Event Handlers can be entered by the 

developers dynamically by using addEventListener as well as statically by putting onClick, 

onMouseDown, etc. After invoking the Event Handler, the relevant event is called, and more Event 

Handlers are invoked in the program [35]. 

 Some of the features of JavaScript are as follows: 1) Case sensitivity: the keywords, variables, 

function names, and other JavaScript’s Syntaxes must be typed following capitalization rules; 2) 

Similarity with HTML: some of JavaScript properties are the same as the names of HTML tags 

and attributes; 3) Naming identifiers: the rules for naming the JavaScript identifiers are the same 

as naming identifiers in Java; 4) Comment styles: JavaScript support both C and C++ styles for 

commenting; 5) Simplicity along with complexity: JavaScript is a fully-featured programming 

languages which makes it complex yet simple to understand [36].  

2.1.8. K-Means Clustering 

One of the method for finding hidden models in data sets is called clustering. In clustering, similar 

data are categorized in disconnected clusters. One of the most popular clustering algorithms is K-

Means clustering. K-Means clustering is a quick and fast clustering method based on grouping the 

dataset into K clusters in which there exists a centroid that can change flexibly. K-Means clustering 

is extensively applied in image processing, pattern recognition and data analysis. However, this 

method has some drawbacks: 1) The number of clusters should be preliminarily defined and is not 

changeable; 2) The output of this method is widely relevant to the initial centers of the clusters; 3) 

The algorithm has a dead-unit issue [37] which means if a centroid is improperly selected, it never 

gets updated and therefore, it cannot illustrate a cluster [38]. 
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One of the restrictions of the K-Means algorithm is that the number of clusters should be pre-

defined. Selecting the right number of clusters is very important. Moreover, selecting primary 

cluster centers or primary seed points can affect the performance of the K-Means clustering [37].     

In 1967, MacQueen [39] initially presented K-Means, an unsupervised learning algorithm when 

unlabeled data is provided. The purpose of the K-Means clustering is to group M points in N 

dimensions into K clusters [40]. The optimum method in K-Means clustering is to put the centroids 

as far as possible from each other [41]. 

The outputs of the K-Means clustering algorithm are 1) labeled new data, for which the centers of 

the K clusters are used; 2) Every data point is assigned to an individual cluster and the labels can 

be applied for training data sets [42].   

The K-Means algorithm discovers the best centroids by 1) Placing the data points in clusters based 

on the existing cluster centers and; 2) Modifying the centroids based on placing data points in 

clusters. In the K-means algorithm, an input dataset is given 𝑥1, 𝑥2,…, 𝑥𝑚 to group them into k 

clusters and the objective of this algorithm is to find k centroids with the label 𝑐𝑖 as described in 

the following steps: 1) Cluster centers are randomly initialized; 2) Data points are assigned to each 

cluster based on their distance to the centroid of that cluster, for each i, 𝑐𝑖= arg min||𝑥i − µi||
𝟐; 3) 

Centroids are updated by calculating the mean of the points in these clusters until convergence 

happens, which means no new data points are assigned to clusters. Assigning data points to each 

cluster depends on the Euclidean Distance of data point and the cluster centers. Updating the 

centroid of each cluster after assigning every single data point is necessary and is based on the 

mean of the data points in that cluster. µi is randomly assigned as cluster centroids and the 

Euclidean distances of each incoming points from the centroids µi will be calculated [43].  

The Pseudo-Code for K-Means Clustering 

INPUT: X = {x1,x2,x3,……..,xn} be the set of data points and V = {v1,v2,…….,vc} be the set of 

centroids. 

1. Randomly choose ‘c’ cluster centroids  

2. Measure the Euclidean distance between each data points and cluster centroid 

3. Assign the data point to its nearest centroid  
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4. Recalculate the new cluster centroid by vi = (1/ ci) ∑ 𝑥𝑖
𝑐𝑖
𝑗=1   ( Ci is the number of data points in 

ith cluster) 

5. Recalculate the Euclidean distance between new centroid and each data point 

6. If convergence occurs (no data points can be assigned to clusters), 

7. Stop 

8. Else, Go to step 2 

K-Means algorithm is very simple to implement and performs well in most of the practical 

problems especially when the generated clusters are complicated and have hyper spherical shapes. 

The K-Means clustering is a good option for clustering large-scale of data sets, since its time 

complexity is O (NKdT) where T is the number of iterations until convergence takes place, K is 

the number of clusters, N is the number of vectors, and d is the number of features. One of the 

issues of the K-Means clustering is that the convergence is not global optimum but on the other 

hand, K-Means is able to converge to a local optimum. Local optimum is the optimal solution in 

the neighboring set of all the solutions, compared to global optimum, which is the optimal solution 

among all possible solutions. Another issue of K-Means is that the number of clusters should be 

pre-determined by the user which is usually difficult to perform in practice [44].     

Some approaches have been examined to resolve the issue of choosing the appropriate cluster 

number such as invoking heuristic methods. These methods run the clustering algorithm from an 

initial number of clusters at the beginning, steadily increasing to a particular threshold [37].  

The distance between each data point and its closest centroid is sometimes called squared-error. 

The main goal of K-Means clustering is to decrease squared-error criterion. This process keeps 

happening until convergence occurs meaning that the squared-error cannot be reduced any more 

[45].    

The K-Means clustering can be performed either in batch mode or in incremental mode. When K-

Means clustering is implemented in batch mode which is also called generalized Lloyd algorithm 

[46], the entire training data is obtainable. On the other hand, K-Means clustering performing in 

incremental mode is suitable for training sets which can be achieved online [47].   

The user must specify three parameters for K-Means algorithms: 1) Numbers of clusters, k; 2) 

Initialization of cluster; 3) Distance metric. Among these three parameters, the number of clusters, 
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k is the most important one as some heuristic approaches can be applied for this purpose [48]. As 

mentioned before, the main objective of the K-Means clustering algorithm is to decrease the sum 

of squared-error in all k clusters. The squared-error is the Euclidean distance of each data point 

from the centroid of current cluster. The K-Means clustering is known as partitional algorithm 

clustering in which all the clusters are found at the same time and doesn’t contain hierarchical 

structure [49]. K-Means clustering algorithm is considered as a greedy algorithm and can only 

reach a local minimum. However, if clusters are properly separated, the K-Means algorithm can 

reach global optimum as well [50].  

2.1.9. Support Vector Machines (SVM)  

Support Vector Machines (SVM) were initially developed by Vapnik et al at AT&T Bell 

laboratories [51]. SVM are used to solve Quadratic Problems (QP) in which the number of 

instances is equal to the number of variables. Support Vector Machines are considered for a linear 

and a non-linear classifier. In case of linear classifiers, given data points should be discovered as 

linearly separable or non-linearly separable. The main objective in all previously mentioned cases 

is to look for the best hyperplane that separates the data [52].   

A binary classification can be given as an easy problem for Support Vector Machines. Support 

Vector Machines are a supervised learning approach which learn from a training data set and tries 

to generalize it on a test data set. training data set contains input vectors and for each input vector, 

there is a label. Considering two classes of distinct data, SVM looks for a directed hyperplane in 

which the data points on one side are labeled yi = -1 and the data points on the other side are labeled 

yi = +1. The data points which are nearest to the hyperplane have the greatest effect on the location 

of the hyperplane and thus, they are called support vectors. The hyperplane can be denoted as w. 

x + b = 0 when . is scalar product, b is the bias or offset of the hyperplane from its initial position 

in input space, x are the points located in the hyperplane and the weights, w are their orientations 

[53].  

Support Vector Machines can be considered for multiclass problems as well, either by combining 

some binary classifications or by examining the data in an individual optimization formulation. If 

the dataset is not linearly separable, then the data points are mapped to a feature space where they 

are separable [54]. A nonlinear map ∅ : 𝑅𝑛 → H is examined, and data points are mapped by ∅ to 
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H. Instead of the scalar product in SVM for binary classification, the scalar product can be replaced 

by a kernel which is a function with the following features: K(x,y) = ∅(𝑥). ∅(𝑦), x,y ∈ 𝑅𝑛. If 

Support Vector Machines are applied for Multiclass problems, several two-class classifiers are 

used to resolve the tasks. For instance, the one-against-all approach creates k classifiers. Thus, if 

ith SVM is being executed, the training data points which have the label i are considered positive 

and the rest are considered negative. The one-against-one makes k(k-1)/2 SVMs. The ith SVM is 

trained on two classes, i and j. where the data points that have the label i are considered positive 

and the data points which belong to j class are considered negative [55].  

Kernel Transformation Function is applied to map the input data to a feature space which is a 

dimensional space. Several kinds of kernels exist to map the input data into different dimensions. 

If the data are not completely dividable by the Kernel Transformation function, a variable which 

is called the slack error is utilized to make a soft margin for separating the data. One of the common 

kernels which is applied in Support Vector Machines, is Gaussian RBF (Radial Basis Function) 

[56].  

2.1.10. J48 Decision Tree 

J48 is a decision tree based on the C4.5 algorithm which is an open-source algorithm implemented 

in java and is available in the Weka data mining tool [57]. J48 classification algorithm builds a 

decision tree as follows: 1) The tree is made based on top-down recursive concept and training 

data are all placed in the root of the tree. Attributes are categorical, and training data are recursively 

divided based on chosen attributes and test attributes are chosen in a heuristic manner; 2) 

Partitioning the training data will continue until either all the samples of a given node are assigned 

to the same class or no attributes remain for partitioning [58].  

J48 builds a binary tree based on the tuples in a database and classifies these tuples [59]. 

The Pseudo-Code for J48 algorithm 

INPUT: Training Data: D 

1. T = φ; 

2. Build the root node and label it with dividing attributes 

3. Add arc to root node for split predicate and label 
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4. For every arc: D= Database built by utilizing splitting predicate to D; 

5. If stop criteria is met, then T= make leaf node and suitable class will be its label.  

6. Otherwise, T’ = DTBUILD(D); T= add T’ to arc 

OUTPUT: Decision Tree: T 

When J48 Decision Tree classifies a new item, it builds a decision tree based on the attributes of 

the training data [59]. The Weka data mining tool provides classification by using J48 Decision 

Tree as well as several options for tree pruning [57].  

One of the disadvantages of J48 Decision Tree is that, its computational complexity depends on 

the tree depth and should not be greater than the number of the attributes. The depth of the tree 

depends on the tree size [60]. To execute J48 in the Weka data mining tool, dataset should be 

created in ARFF format and then Classify tab is selected. J48 can be chosen from the list of the 

trees [61].  

2.1.11. PART 

PART is a partial decision tree algorithm which is the combination version of C4.5 and RIPPER 

(Repeated Incremental Pruning to Produce Error Reduction). The C4.5 algorithm uses a technique 

which is called divide and conquer, and the RIPPER algorithm extracts the rules using a rule 

inference approach. The PART algorithm employs the rule inference method to build a group of 

rules and by utilizing divide and conquer technique it can make partial decision trees [62]. The 

major difference between PART and these algorithms is its simplicity meaning that when 

generating proper groups of rules, it doesn’t require the execution of global optimization. The main 

concept of this algorithm is that it creates a rule and deletes the corresponding instances and keeps 

generating rules recursively for the instances that are left until none are remaining. This classifier 

uses the separate-and-conquer approach as well as a pruned tree to generate a rule which enhances 

its flexibility and speed.  In other words, this algorithm makes a partial decision tree which is a 

normal decision tree that consists of branches to unspecified subtrees. The main advantage of the 

PART algorithm is its simplicity by integrating the algorithms of rule learning without any need 

for global optimization. The runtime of the algorithm depends on the number of the rules that it 

creates, therefore the time complexity is O (an2log 𝑛 ) for “n” number of instances in a data set and 
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“a” number of attributes. In general, the number of the rules increases with the size of the training 

data set [63].  

The PART algorithm was originally developed by Frank and Witten and its name was selected due 

to constantly creating partial decision trees.  The decision tree is generated in global optimization 

and then it is changed to a group of rules and ultimately, it simplifies the rules. In multi-class 

situations, the ordered list of rules is created which is called a decision list and it is distinct from 

the usual technique in which an individual rule is made [64]. The given data is evaluated to every 

rule in the decision list and if any matches are found, the new data is allocated to that group of the 

rules [65]. Additionally, the method of building rules in PART and RIPPER is different as in 

PART, an individual rule is related to a leaf whereas, in RIPPER, a rule is made in a greedy way 

and begins from an empty rule; the conditions are added until the rate of error becomes zero and 

the procedure is iterated [62]. 

To create a partial decision tree, a stable sub tree should be found which cannot be simplified 

anymore and then the algorithm of making a tree is stopped and a rule is extracted [63]. 

The Pseudo-Code for PART 

1. For each given instance, i 

2. Divide i into subsets 

3. Extend the subsets 

4. While (the subsets are leaves and there exist some subsets which are not extended so far)  

5. do (select next subset and extend it) 

6. If all the extended subsets are leaves,  

7. Exchange node, n by leaf 

2.1.12. Decision Stump 

Decision Stump is applied to train the weak classifiers and contains a one-level binary decision 

tree with categorical attributes [66]. In Decision Stump, the input features which belong to a class 

are unknown and it can control a large amount of data features. To enhance the accuracy of this 

classification method, noise and outliers are deleted from the tree. Decision Stump predicts based 
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on the most prominent attribute [67]. Figure 2 below shows how the Decision Stump algorithm 

works for diagnosing diabetes [68]:  

 

 

One-Level True False 

Prediction 

 

 

 

Figure 2: Decision Stump for diagnosing diabetes [68] 

Decision Stump classifies by randomly selecting one of the vectors in the input data set which is 

d-dimensional x = (x1, x2,…,xd)T with a given threshold to that element. One of the disadvantages 

of the Decision Stump classifier is its accuracy but its computation cost can be considered as an 

advantage [69].  Labels in this classifier can be either categorical or numerical. Since Decision 

Stump is a weak classifier it can be integrated with other weak classifiers to build a powerful 

classifier. One of the algorithms that is used for making a set of classifiers is the Bagging 

algorithm. This results in a classifier that has a higher accuracy compared with each individual 

classifier [70]. The Decision Stump classifier algorithm is explained below [71]:  

The Pseudo-Code for Decision Stump classifier algorithm 

INPUT: given pairs (x1,y1)…(xm,ym) ; xi ∈ X & yi ∈ {-1,1} and weights: D(i) = 1/m  

1. For T=1,…,T  

2. return weak classifier: ht: X → {-1,1} with minimum error Distribution Dt 

3. End for 

4. with αt ∈ R, αt is the coefficient factor, Dt+1(i) = Dt (i) exp(αt yi ht(xi))/Zt , result is a strong 

classifier, Zt  is normalization factor.  

OUTPUT:  H(x) = sign (∑ αt ht (x))  

Root Node 

    Diabetic Non-
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Most 

Prominent 

Attribute 
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2.1.13. Decision Table 

There are two types of decision table classifiers which are Decision Table Majority (DTM) and 

Decision Table Local (DTL). The Decision Table Majority classifier includes two parts which are: 

1) Schema, the optimal feature; 2) Body, sets of samples in which each feature and class label has 

a value. Schema is chosen based on maximizing the cross validation. Labels are assigned to each 

sample I, if X contains the set of labeled instances that corresponds to I. If X= null, most of the 

classes in Decision Table are returned. Otherwise, most of the classes in X will be returned. In 

other words, to label an unlabeled instance, the classifier looks for the same correspondence in the 

Decision Table by applying solely the schema features and then based on whether the instance is 

found or not, returning the relevant class [72]. 

Decision Tables can also be considered as actions and conditions. Class label is called the action 

and the most corresponding feature is the condition. Each condition is mapped into one action. The 

technique of cross validation is very necessary for this classifier [73].  Decision Tables can be 

considered as a specific kind of database relation since the table body is made up of rows or tuples 

and the Scheme is a group of attributes containing condition and action attributes [74]. Decision 

conditions need to be analyzed and explained and can be illustrated in a table which is called 

Decision Table. Thus, data mining information is able to be retrieved from these tables [75]. A 

Decision Table contains four elements which are separated by each other as shown in Figure 3 

below [76]:  

Condition subjects Condition entries 

Action subjects Action entries 

 

Figure 3: Decision Table Diagram [76] 

The procedure of decision making is performed by condition subjects. The action subjects explain 

the possible results of the approach of decision making. The condition entry can have either a 

corresponding subcategory of values for a particular condition subject or a dash symbol if its value 

is not related to that column. Moreover, each action entry can have a value related to the action 

subject class. “x”, “-”, and “.,” are the abbreviations for True, False and unknown action values. 

Decision Tables have a simple and user-friendly structure in which rules can be retrieved to use 

[76]. 
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2.1.14. Multilayer Perceptron  

Multilayer Perceptron (MLP) contains nodes which are numerous processing parts connected to 

each other. An MLP includes one input layer, one output layer and either one or more hidden 

layers. Every layer has one or more nodes that are depicted by circles. The result of the input layer 

is received by the hidden layers. The hidden layers transfer the outcome to the output layer [77].  

The algorithm of Multilayer Perceptron is explained below [78]: 

The Pseudo-Code for Multilayer Perceptron algorithm 

1. Set the values of weights and thresholds 

2. Provide input and desirable output 

3. Measure the actual output 

4. Adjust weights 

5. Begin from output layer and proceeds backwards 

6. If the error value of predicted output from actual output is minimized 

7. Stop proceeding 

Figure 4 below displays the architecture of Multilayer Perceptron. 

 

 

 

 

 

 

i = [i1, i2, i3] = input vector 

o = [o1, o2, o3] = output vector 

Figure 4: An MLP with two hidden layers [78] 
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Multilayer Perceptron is a feed-forward neural network which contains multiple layers of neurons. 

Input and output vectors have inputs and outputs of Multilayer Perceptron as shown in Figure 4. 

All the nodes or neurons are interconnected to each node in the adjacent layer along with an 

activation function allocated to each neuron. Each connection between the neurons has a certain 

weight meaning that the network applies a Back-Propagation algorithm for tuning the weights. 

The input vector is fed to the nodes of the input layer and the output vector is the result of the 

output layer [79].  In each layer, neurons communicate to each other by transmitting the signals 

through the weighted links. In an MLP, each neuron in the hidden layer contains two functions: 1) 

Summation Function which computes the sum of every input amount, multiplied by its relevant 

weight; 2) Activation Function which uses the primary input to specify its signal of the output. In 

general, the Activation Function is nonlinear, and the Sigmoid Function is the most popular one 

[80]. The accuracy in an MLP can be affected by several parameters such as the number of nodes 

in the hidden layer and the number of epochs. An epoch can be defined as a complete training 

cycle over the training data set. With a lower number of nodes in the hidden layer, a better accuracy 

can be achieved faster. However, in terms of epochs, each model needs to be examined with a 

different number of epochs in order to determine a desirable amount which can provide the best 

value for accuracy [81]. 

As mentioned earlier, the MLP has a number of layers which consist of a number of neurons. Each 

neuron is connected to the neurons in the following layer and receives input from the neurons in 

the previous layer. The neurons connections have carried some weights.  By providing enough 

number of hidden layers, and neurons in each layer of the MLP can obtain the favorable accuracy 

that is required. Although, the desirable result is only achievable when there is a large amount of 

training dataset or there is enough number of epochs to let the network to be trained from the 

training dataset. It is not simple to specify the number of neurons and hidden layers in each MLP 

as its architecture has a significant role to identify whether it can be trained sufficiently or not. If 

the architecture is too simple, the network cannot be trained adequately. On the other hand, if the 

MLP architecture becomes very complicated, it can lead to over fitting [82].  

2.1.15. N-Fold Cross-validation 

In n-Fold Cross-validation method which is applied for training datasets, n the number of folds is 

determined. Based on the number of n, the dataset is randomly rearranged and then divided to n 
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equal sizes. In any iteration, one-fold is utilized for test phase and the other n-1 folds are employed 

for training purposes. The output of test is obtained and averaged through all other folds, then the 

performance metrics are achieved. The folds can be either randomly created or manipulated to 

have the same class distributions as the whole dataset which is called stratified [83].  

2.1.16. Purity Performance Metric 

To evaluate the clustering performance, purity is computed. Purity is an assessment of clustering 

quality. To measure the purity, after assigning the instances to each cluster, the number of correctly 

assigned instances are divided by the total number of instances in all the clusters. Purity can be 

considered as an external evaluation criterion; therefore, the higher the value of purity, the better 

the clustering output. Purity for each individual cluster is the fraction in which the numerator is 

the biggest number of instances assigned to that cluster and the denominator is the total size of the 

cluster. Thus, the final clustering purity is ∑ (
𝑛𝑗

𝑛
) 𝑝𝑗

𝑚
𝑗=1 , 𝑛𝑗  is the size of cluster j, n is the total 

number of instances, and 𝑝𝑗 is the purity calculated for cluster j. The overall purity is obtained by 

measuring the weighted sum of purity for each individual cluster [84].  

2.1.17. Confusion Matrix 

Table 1: Confusion Matrix [85] 

 

         

         Actual 

 Detected  

                              Positive                      Negative 

Positive A: True Positive B: False Negative 

Negative C: False Positive D: True Negative 

 

True Positive shows correctly identified instances, whereas True Negative refers to correctly 

rejected instances. False Positive represents incorrectly identified instances and False Negative 

refers to incorrectly rejected instances. 
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2.1.18. Rand Index Performance Metric 

Another measure to evaluate clustering performance is Rand Index which is also an external 

criterion for calculating the percentage of accurate decisions performed by the algorithm. Rand 

Index refers to how well a clustering method can correctly identify the instances. In other words, 

Rand Index is an accuracy measure but is applicable when class labels are not applied and can be 

computed as below based on the given confusion matrix in Table 1 [86]:  

RI = 
TP+TN 

TP+FP+TN+FN
  

Equation 1: Rand Index 

The concept of Rand Index was initially introduced by Rand (1971) and its value is between 0 and 

1, where the value 1 means that the instances are correctly clustered, and the output of clustering 

algorithm matches the ground truth [87]. Ground truth means that clustered manually by human. 

2.1.19. Accuracy Performance Metric 

In addition, accuracy can be considered as an evaluation criterion for classification approaches. 

Accuracy is calculated for a given data set based on the percentage of the data which is correctly 

classified by the total number of predictions. In classification methods, accuracy also represents 

how well a classifier can correctly classify the instances. The equation below can be employed to 

compute accuracy of a classifier in which A is True Positive, B is False Negative, C is False 

Positive, and D is True Negative [58]:  

Accuracy = 
𝐴+𝐷 

𝐴+𝐵+𝐶+𝐷
 

Equation 2: Accuracy in Classification Methods 

In addition, accuracy can be measured based on True Positive and True Negative values which 

consider only two classes including positive and negative values, so the denominator of the 

accuracy fraction contains all the instances as illustrated below:  
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                                                   Accuracy = 
𝑇𝑃+𝑇𝑁 

𝑃+𝑁
  

Equation 3: Accuracy Metric 

If the instance is correctly classified, it is TP and if it is correctly rejected, it is TN. P and N are 

the number of positive and negative values respectively. Accuracy is known as the most important 

metric for performance evaluation [88].  

2.1.20. Recall Performance Metric 

Recall is another external evaluation metric which is utilized by both clustering and classification 

methods. Recall is also called Sensitivity or True Positive Rate (TPR) which reflects how many 

True Positives are observed. The equation below shows how to calculate Recall [89]:  

Recall =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

Equation 4: Recall Metric 

The denominator of Recall fraction contains the overall number of correct instances. Recall metric 

denotes True Positive Rate which represents the ratio of correct instances which are accurately 

determined. In addition, False Negative Rate can be obtained by the subtraction below [90]:  

False Negative Rate = 1 – Sensitivity =  
𝐹𝑁

𝑇𝑃+𝐹𝑁
  

Equation 5: False Negative Rate 

 

2.1.21. Precision Performance Metric 

Another performance metric is precision or Positive Predictive Value (PPV) which is the fraction 

of positive instances out of the instances that are truly positive but incorrectly clustered or 

classified. Precision shows the ratio of correctly observed instances to total number of identified 

instances. The formula is as follows [89]:  
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Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

Equation 6: Precision Metric 

Precision and recall metrics are extensively utilized for evaluating performance of clustering or 

classification. Precision denotes the number of instances identified correctly over the total number 

of instances identified correctly and incorrectly in each class [90].  

2.1.22. Specificity Performance Metric 

Additionally, specificity is another evaluation metric that is also called True Negative Rate and 

represents the proportion of incorrect instances which are correctly rejected. Specificity is shown 

in the equation below:  

Specificity =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
 

Equation 7: Specificity Metric 

False Positive Rate shows the probability of falsely rejected instances. False Positive Rate is the 

ratio of incorrectly identified instances to the total number of negative instances. The ideal value 

for False Positive Rate is 0 if Specificity is 1. False Positive Rate can be achieved by the subtraction 

below [88]: 

False Positive Rate = 1 – Specificity =  
𝐹𝑃

𝐹𝑃+𝑇𝑁
   

Equation 8: False Positive Rate 

2.1.23. F-measure Performance Metric 

F-measure is another external evaluation criterion, which is a combination or harmonic average of 

Recall and Precision metrics. F-measure is also called 𝐹1 measure since Recall and Precision are 

equally weighted. The classical F-measure or F-score can be calculated by using the equation 

below:   
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F-score = 2. 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛.𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 

Equation 9: F-Measure 

F-measure is based on a traditional way of retrieving information. For non-negative real values of 

𝛽,  𝐹𝛽 calculates the effectiveness of extraction for 𝛽 times with the same importance of Precision 

and Recall where 𝛽 ∈ [ 0, + ∞). The value of F-measure becomes high only when Recall and 

Precision values are big [91]. 

𝐹𝛽 = (1+ 𝛽2) 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛.𝑅𝑒𝑐𝑎𝑙𝑙

𝛽2.  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 

Equation 10: 𝐹𝛽 -Measure 

If 𝛽 =1 then 𝐹𝛽 becomes the harmonic average of Precision and Recall. If  𝛽 >1 F-measure is 

Recall-oriented and if 𝛽 < 1, F-measure gets Precision-oriented.   F-measure is commonly used 

for hierarchical clustering as well as for partitional clustering. Moreover, the data sets with 

extremely distributed cluster sizes result in significant performance in F-measure [92].  

2.1.24. Receiver Operating Characteristics (ROC) Curve 

The Receiver Operating Characteristics (ROC) curve is a statistical approach and can be obtained 

by plotting the values of True Positive Rate (TPR) to the values of False Positive Rate (FPR). This 

curve was initially used during World War II to analyze and detect the signals and its name comes 

from the utilization of such curves for signal detection. The word characteristics in this term 

represents the characteristics of classifier status throughout its operation.  This technique was later 

applied for decision making, radiology, cardiology and nowadays, various fields such as finance, 

machine learning and data mining utilize this method. The ROC curve illustrates True Positive 

Rate (Sensitivity) on the vertical axis and False Positive Rate (1 – Specificity) on the horizontal 

axis and can be considered as a classification performance [93]. The Area Under the ROC Curve 

(AUC) represents the quality of the classification method and it is used for evaluating the 

performance of the classifier. It’s worth mentioning that the larger the AUC, the better the 

classifier. Moreover, to assess the curve completely, its district feature should be selected which 

is the AUC [94]. The confusion matrix can be applied to make the points in ROC curve. This curve 

is built to analyze the performance of machine learning algorithms by using some specific datasets. 
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Every dataset contains the positive and negative instances which can be displays as a point in the 

ROC curve [95].  

2.2. Related Works 

Video surveillance systems are designed based on RTSP streaming protocol and H.264, MPEG-4, 

and MJPEG formats. These systems are able to encode and decode the video frames by using 

H.264 video codec standard which provides better quality in video images. Additionally, they 

stream the video frames between the Multimedia client and server as well as play and playback 

the video images by applying RTSP protocol [96].  

Real Time Streaming Protocol (RTSP) streams the consecutive bytes of audio and video data. 

RTSP has similar functionalities to HTTP. However, there are also minor differences between 

RTSP and HTTP protocols. In HTTP, the client issues a request and the server replies to that 

request but in RTSP both the media client and Media Server can issue requests [97].  

Current systems for security cameras [98], [99], [100], [101] have proposed a framework for 

tracking the moving objects such as people and collecting the motion trajectories. The object 

trajectories are then analyzed in order to distinguish the normal activities from anomalous ones. In 

[98], a Harris Detector is used to locate the points of interest. Then, the center of gravity of these 

interest points is calculated and represented as the trajectory of a moving person. The method 

implemented in [99] considers the object trajectory as a function of time and measures it by using 

the state vector which includes the relative position of the object. The proposed technique in [100], 

calculates the object center by performing Bayesian Kalman Filter With Gaussian Mixture.  In 

[101], the object trajectories are obtained based on a uniform cubic B-spline curve which is 

parameterized by time and the control points.  

In [102], Support Vector Machines (SVM) is applied to detect and analyze the object trajectories 

and tested both with labeled and unlabeled training datasets to be able to detect the outliers in the 

training sets without using any test dataset. In addition, SVM has been trained and then tested on 

the test datasets to detect the outlier trajectories in the test sets.   

The proposed method in [103] classifies and clusters the object trajectories in which the clustering 

approach is able to find the similar patterns in the trajectories and SOM algorithm can be used to 
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learn the trajectory patterns from training datasets and classify them over the test dataset in Real-

Time. 

Elrefaei et al. [104] developed an Android application for detecting the objects based on color, 

shape and BRISK features. They proposed object detection algorithm by converting RGB color 

image into HSV color image and Gaussian filter. They used Circular Hough Transform algorithm 

for circular shape detection and Douglas-Peucker algorithm for rectangle, triangle and square 

shape detection.  

Medioni et al. [105] developed a system that input the video stream and analyzed the behavior of 

moving objects. A polygon is outlined around the target object in the first video frame and is 

propagated to the rest of the frames.  This system has two modules. The first module detects and 

tracks moving regions in sequence that uses the set of features at multiple scale for image sequence 

then extracts the regions and uses attribute graph representation to represent different frames for 

their trajectories. The second module input these trajectories and user provided information to 

identify the behavior of moving objects. The combination of spatial and temporal properties is 

used for the behavior analysis. 

C. Piciarelli & G. L. Foresti [106] proposed the trajectory clustering algorithm for the events 

detection in video surveillance system. In this system, first data are accessed from tracking system 

then clusters are designed. The clusters are represented in tree like structure that represents the 

relationship between clusters. The process of tree creation is divided into: building a tree, where a 

tree of the clusters is developed, and tree maintenance, where updates the clusters in a tree. The 

branches of the tree are labeled with probabilistic information which is used to detect the unusual 

activities and to make the prediction of future development of trajectories.  

Mishra and Saroha in [107] described a survey on different approaches for static and moving object 

detection and, moving object tracking. The object detection techniques such as background 

subtraction, optical flow and frame difference are described. It also explained the criteria for static 

object detection such as similarity in shape and position, similarity in intensity and edges. It also 

studied the object tracking methods such as point tracking, kernel tracking and color tracking. 
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Haritaoglu et al. [108] explained W4 system to detect and track people and observe their behaviors 

in an outdoor environment. W4 system is only used for grey scale and is designed for Real-Time 

detecting and tracking people and the parts of their bodies.  

N. Johnson & D. Hogg [109] proposed statistically based model for object trajectories. The 

temporal trajectories are modeled using neuron to form vector representation of trajectories. Event 

recognition is determined by attaching semantics to the area of distribution.  

In [110] a program is proposed which can either use a video file as an input with its given path in 

the source code or it can access the Webcam. The Minimum and Maximum values of HSV color 

space are given for the green color and a buffer is set with maximum length of 64 to store a list 

which contains the coordinates of the object center when it is detected. Initially, the video frame 

is converted to HSV color space and the program checks if there is any contour. If a contour is 

found, then the center of the contour is calculated. The calculated center is appended to the list. In 

addition, the contrail of the green ball is drawn in the video frames.    

Our proposed method is simpler than the above papers as we ignore any changes in the appearance, 

pose and illumination of the target object in order to use a straightforward color-based approach 

for object detection. The reason is to focus on detecting the object of interest and generate the 

object trajectories based on the object movement and feed them into classification and clustering 

techniques to solve different problems [111].   

2.3. Chapter Summary  

Chapter 2 reviewed background information and related works in object tracking and movement 

detection. The K-Means clustering is an unsupervised learning method which has been discussed 

as an algorithm and implemented in the Developed Web application. The purpose of the K-Means 

clustering is to group M points in N dimensions into K clusters and each point in its assigned 

cluster should have the minimum sum of squares [40]. Support Vector Machines, J48 Decision 

Tree, PART, Decision Stump, Decision Tables, and Multilayer Perceptron are the classifiers which 

have been implemented in the batch mode but among them, only SVM classifier was performed 

in Real-Time Developed Web Application. In addition, several object detection and tracking 

algorithms have been elaborated. The main difference of this work to previous studies is that, 

object trajectories which are the series of flow vectors are collected via movement detection and 
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fed into the Developed Web Application to perform Real-Time classification or clustering. The 

Real-Time K-Means clustering groups the object trajectories in a same cluster if they have similar 

patterns. In Real-Time SVM classifier, first, the classifier is being trained by a labeled data set, a 

model is extracted and then the model is applied on generated online trajectories to classify them. 
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Chapter 3: Methodology 

3.1. Implementation of K-Means clustering in Java Program 

The K-Means Clustering has been implemented and programmed in Java language from scratch 

and will be discussed in further detail along with the results in Chapter 4, section 4.3.3.3. The 

implementation of other classification methods has been performed by using Weka libraries [112].  

The Pseudo-Code for K-Means Clustering Implementation in Java Program 

INPUT: Number of Clusters = 3, Number of Data Points (x, y) = 60, A Data set file is given 

1. While is not the end of input data set file  

2. For each i ∈ {1, 2, …, 60} in each line of the input file 

3.  xi is stored in array x, and yi is stored in array y 

4. End For 

5. Array x, and array y are saved in Point p 

6. Point is stored in a list called allPoints 

7. End While 

8. For each cluster, initial centroids are created  

9. End For 

10. For each cluster i, i ∈ {1,2,3} 

11. For each Point stored in the list called allPoints 

12. Euclidean Distance of Point and cluster center is calculated and stored in an array 

13. If the Euclidean Distance of each Point j, j ∈ {1,2,…,60} to each cluster center i, i ∈ {1,2,3}is 

less than the Euclidean Distance of  Point j to other cluster centers 

14. Assign Point j, j ∈ {1,2,…,60} , to Cluster i, i ∈ {1,2,3} 

15. Cluster centroid i, i ∈ {1,2,3}is updated to the mean of the Points in cluster j, j ∈ {1,2,…,60} 

16. End For 

17. End For 

18. If there are no Points left to be assigned to each cluster, or the Iteration of K-Means clustering 

has reached its Maximum value 

19. Stop  

OUTPUT: Cluster number, Cluster center and Cluster data points 
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3.2. Color-Based Object Detection  

The diagram below depicts the work flow of the Developed Web Application which is based on 

detecting the color of target object.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: The work flow of color-based object detection Algorithm implemented in the 

Developed Web Application 
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The algorithm below demonstrates the steps for the color-based object detection approach which 

has been applied in this thesis:  

The Pseudo-Code for color-based Object Detection algorithm 

INPUT: The Video Frames 

1. Read the video file as .mkv format or read the video frames from the IP Camera 

2. Initialize a list 

3. While (is not the end of video frames in a file) 

1. Convert the frame in RGB color space to HSV color space 

2. Construct a Polygon inside a frame 

3. Find the Min & Max values of H, S, and V of the polygon in HSV color space  

4. Set the lower bound (Min) and upper bound (Max) values of H, S, and V of step 3 

5. Construct a Mask of a frame by giving the Min & Max values of HSV color space // 

Masking is the process of setting the pixels of background to zero and the object to non-

zero 

6. Remove the noise of a mask // Noise are the small spots in the mask  

7. Find the contours in the masks //Contours are the outlines in the mask 

8. For each contour in the mask  

  1. Calculate the area of the contour  

9. End For 

10. Find the largest contour  

11. Find the enclosing circle of the largest contour 

12. Find the centroid of the largest contour 

13. Add the centroid to the list 

14. Display the centroid  

4. End While 

OUTPUT: Object Trajectories 
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3.3. Algorithms for preprocessing Datasets   

In this study, there are two main datasets: 1) KnownSource-Destination Dataset; and 2) 

UnknownSource-Destination Dataset. For preprocessing dataset, two algorithms are applied: Regular 

Algorithm for KnownSource-Destination dataset and Delta Data Set Algorithm for UnknownSource-

Destination dataset.  

The Pseudo-Code for Regular Algorithm 

INPUT: An input data set file with a sequence of coordinates {(x1 , y1 ), (x2,y2),(x3,y3),…,(x60,y60)} 

1. While is not the end of the input data set file 

2. If Number of rows is 150,  

3. Set i to 150 

4. Else, set i = 30  

5. For each i, either  i ∈ {1,2,…,150} or i ∈ {1,2,…,30} 

6. For each j ∈ {1,…,60}  

7. Place (xj , yj) 

8. End For 

9. End For 

10. End While 

OUTPUT: A sequence of Data set {(x1, y1), (x2 ,y2),(x3 , y3),…,(x60 , y60)} 

In order to apply the UnknownSource-Destination dataset, a novel method is created that is called 

Delta Data Set Generating method, which is the distance and called delta between each point of 

data set. Delta of trajectories (x1, y1), (x2, y2), (x3, y3),…,(x60,y60)  can be calculated as ABS (xi-xi-

1) and ABS(yi-yi-1) based on the following algorithm: 

The Pseudo-Code for Generating Delta Data Set Method 

INPUT: An input data set file with a sequence of coordinates {(x1 , y1 ), (x2,y2),(x3,y3),…,(x60,y60)} 

11. While is not the end of the input data set file 

12. If Number of rows is 150,  

13. Set i to 150 
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14. Else, set i = 30  

15. For each i, either  i ∈ {1,2,…,150} or i ∈ {1,2,…,30} 

16. Initialize Delta of (x1, y1) = (0, 0) 

17. For each j ∈ {2,…,60}  

18. Delta j = (ABS (xj-xj-1) , ABS(yj-yj-1)) 

19. End For 

20. End For 

21. End While 

OUTPUT: A sequence of Delta set {(0, 0), (x2- x1,y2 -y1),(x3- x2,y3- y2),…,(x60- x59,y60-x59)} 

 

3.4. Performance Metrics for Evaluation of Clustering and Classification 

Methods 

The following performance metrics which are explained in Chapter 2 in detail, are used for 

evaluating the classification and clustering methods. Rand Index is a clustering performance metric 

which can be calculated based on the formula below: 

RI = 
𝑇𝑃+𝑇𝑁 

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
  

Equation 11: Rand Index 

 

Table 2: Confusion Matrix [85] 

 

         

         Actual 

 Detected  

                              Positive                      Negative 

Positive A: True Positive B: False Negative 

Negative C: False Positive D: True Negative 

 

In addition, accuracy can be considered as an evaluation criterion for classification approaches. 

Accuracy is calculated for a given data set based on the percentage of the data which is correctly 

classified by the total number of predictions.  
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Accuracy = 
𝐴+𝐷 

𝐴+𝐵+𝐶+𝐷
 

Equation 12: Accuracy in Classification Methods 

Moreover, accuracy can be measured based on True Positive and True Negative values which 

consider only two classes including positive and negative values, so the denominator of the 

accuracy fraction contains all the instances as illustrated below:  

                                                   Accuracy = 
𝑇𝑃+𝑇𝑁 

𝑃+𝑁
  

Equation 13: Accuracy Metric 

The Recall performance metric is measured as follows: 

Recall =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

Equation 14: Recall Metric 

Another performance metric is precision or Positive Predictive Value (PPV) which is the fraction 

of positive instances out of the instances that are truly positive but incorrectly clustered or 

classified.  

Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

Equation 15: Precision Metric 

Additionally, specificity is another evaluation metric that is also called True Negative Rate and 

represents the proportion of incorrect instances which are correctly rejected. Specificity is shown 

in the equation below:  

Specificity =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
 

Equation 16: Specificity Metric 

False Positive Rate shows the probability of falsely rejected instances. False Positive Rate can be 

achieved by the subtraction below: 

False Positive Rate = 1 – Specificity =  
𝐹𝑃

𝐹𝑃+𝑇𝑁
  

Equation 17: False Positive Rate 
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F-measure is another external evaluation criterion, which is a combination or harmonic average of 

Recall and Precision metrics. The classical F-measure or F-score can be calculated by using the 

equation below:   

F-score = 2. 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛.𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 

Equation 18: F-Measure 

 

3.5. Receiver Operating Characteristics (ROC) Curve 

The Receiver Operating Characteristics (ROC) curve is a statistical approach and can be obtained 

by plotting the values of True Positive Rate (TPR) to the values of False Positive Rate (FPR). The 

Area Under the Curve (AUC) shows that an increase in sensitivity will cause a decrease in FP rate. 

This area can illustrate how well the classifier can determine the currently identified instances and 

incorrectly identified instances. If the ROC curve is close enough to the top left corner, the value 

of accuracy that will be gained is higher [113].   

3.6. Chapter Summary 

Chapter 3 contained the methodology for implementing the Developed Web Application. The 

Pseudo-Code of the K-Means clustering algorithm implemented in Java program has been 

discussed. Moreover, the Pseudo-Code of the Color-Based Object Detection algorithm as well as 

Generating Delta Data Set algorithm have been explained. In addition, the process flow diagram 

of the Developed Web Application which is based on detecting the color of the target object is 

described.   Finally, the performance metrics such as Accuracy, Rand Index, Recall, Precision, 

Specificity, Sensitivity, False Negative Rate, False Positive Rate, F-measure, and ROC curve for 

evaluating clustering and classification techniques have been elaborated.  
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Chapter 4: Implementations and Experimental Results 

4.1. System Configuration 

The Developed Web Application has been implemented on the Ubuntu operating system as a result 

of using the Kurento Media Server. The Kurento Media Server converts RTSP protocol to 

WebRTC protocol. Its main objective is to present Real-Time communications on the WWW 

browsers so that users have access to Internet services. The video frames that are captured by a 

security surveillance camera usually have H.264, MPEG-4, and MJPEG format, which are 

supported by Live555 Streaming Media Server. By using the OpenCV, which is installed on the 

Ubuntu OS, the target object is detected based on its color, regardless of any illumination 

variations. By tracking the object of interest, the video frames are collected and analyzed to obtain 

the raw image data, which includes the target object’s movements. These movements are fed into 

another model for movement detection. The System configuration for implementation of the 

Developed Web Application is outlined below: 

In-house Server Configuration:  

1. Ubuntu Operating System 14.04 LTS 

2. Live555 Media Server 

3. Kurento Media Server (Release 6.6.1) 

4. OpenCV 3.1.0 

5. Java 1.8.0 

6. PHP 5.5.9 

7. JavaScript 

Client System Configuration: 

1. Internet Browser 
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4.2. Web Application Implementation 

4.2.1. Web Application Implementation for Batch mode 

 

 

Figure 6: Screenshot of the Web Application implementation for Batch mode 

 

The URL address of the video file that should be processed, can be input to the Web Application 

in the Batch mode. The video files that are fed into the Web Application in the Batch mode have 

.mkv extensions. These files were originally recorded in MP4 format by using the IP camera and 

the VLC media player. Then, the video files were converted to Matroska with .mkv suffix as 

Live555 Media Server supports this format. In addition, the Bit rate of the video files that are 

captured by the IP camera is 64 kbps.  

 By starting the Web Application, the user draws a polygon around the object of interest in the first 

frame as it is displayed in the figure 7 below.  
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Figure 7: Screenshot of running Web Application in the Batch mode 

 

The Min and Max values of the HSV color space inside the polygon are defined by the Web 

Application and the object of interest is detected and tracked in the sequence of the video frames.  

 

Figure 8: Screenshot of running the Web Application in the Batch mode 
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Figure 9: Screenshot of running the Web application in the Batch mode 

4.2.2. Web Application Implementation for Real-Time mode 

 

Figure 10: Screenshot of the Web Application implementation for Real-Time mode 

 

When the URL address of the IP camera (instead of the URL of the stored video files) is entered 

in the Web application, it is ready to be used in Real-Time mode. The user should specify which 

data set is used to train the SVM classifier and press the Train Model(s) button. Once the training 

is completed, the message, Finished Training Models, will be displayed on the Web Application.  
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 Similar to the Batch mode, in Real-Time, the user draws a polygon around the object of interest 

to enable the OpenCV built-in functions to find the Min and Max values of HSV color space within 

the polygon. The figure 11 below illustrates how the polygon has been drawn around the object of 

interest in Real-Time mode.  

 

Figure 11: Screenshot of drawing a polygon around the target object by the user in Real-Time 

 

Entering the type of the movement in the Web Application in the Movement field is just a formality 

and it does not affect the movement detection by the classifier. After detecting and tracking the 

object of interest in the sequence of video frames in Real-Time, the SVM Real-Time button needs 

to be clicked.  
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Figure 12: Screenshot of detecting and tracking the target object in the video frames 

 

Regardless of the movement type that has been entered in the Web Application by the user, the 

SVM classifier detects the movement type and the Web Application shows the name of the 

movement, accuracy of the classifier, and the timing.  

 

Figure 13: Screenshot of the movement detection of SVM Real-Time 
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4.3. Implementation 

The Developed Web Application has been implemented in two modes: Batch, and Real-Time. 

Developing the Web Application in Real-Time proves that the Real-Time implementation is 

feasible. The Real-Time Developed Web Application is implemented both on the laptop and our 

in-house Server which is called DSMP that is used by our research group. In this thesis, we also 

tested the Developed Web Application on the Ryerson Department of Computer Science cloud 

environment which is called Cirrus with the configuration of 16 GB RAM, 4 processors, and 40 

GB Hard Drive. The results that are presented here is achieved by installing a local host server on 

a laptop with 12 GB RAM, Intel Core i5 as well as testing the Web Application on the browser of 

the same laptop. Moreover, TRENDnet TV-IP672WI IP camera is used with up to 30 frames per 

seconds (fps) as its frame rate and 10/100 Mbps as the Bit rate [114].  In order to be able to install 

the server on the laptop, VMware Workstation is installed. However, testing the Developed Web 

Application on laptop has lower running speed, which is the result of several bottlenecks. One of 

the bottlenecks that affects the speed is utilizing VMware Workstation to run the Web Application 

on the Ubuntu operating system with the configuration of 12 GB RAM, 4 processors, and 50 GB 

Hard Drive on Windows operating system. The solution is to install the Developed Web 

Application on a separate server with Ubunto operating system. If the usage of VMware virtual 

machine is not required, the installation of the Ubuntu operating system 14.04 LTS which is a 

Linux distribution on a laptop will also produce a reasonable speed.  

4.3.1 Data Sets 

The table below illustrates different datasets that were created and used in clustering and 

classification methods, both in Real-Time and Batch modes. The training datasets include 150 

instances, 50 instances of Half-Circle movements, 50 instances of Line movements and 50 

instances of Sine movements, whereas Test datasets contain only 30 instances, which are equally 

10 instances of Half-Circle, Line and Sine movements. 

KnownSource-Destination Datasets, either training or test, consist of object trajectories of the 

aforementioned movements in one direction with the same origin and destination. This means that 

all the object movements are created and recorded from the same direction, right to left. 

UnknownSource-Destination datasets include the object trajectories of these three movements in 

different directions with different origin and destination. For these two datasets, the data 
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preprocessing methods are applied including: Regular algorithm; and Generating Delta Data Set 

algorithm, which are explained in Chapter 3 in detail. 

The object of interest is tracked by the tracker; therefore, the object trajectories are generated. 

These are a sequence of coordinates that are {(x1 ,y1 ), (x2,y2),(x3,y3),…,(x60,y60)}. Each coordinate 

(xi ,yi ) at a given time (t) is called a feature vector. In this thesis, we have 60 feature vectors for 

both training and test data sets.  

Table 3: Data sets in use 

Data Set Name Number of Instances Number of Features 

KnownSource-Destination-Train1 150 120 

KnownSource-Destination-Test1 30 120 

UnknownSource-Destination-

Train2 

150 120 

UnknownSource-Destination-Test2 30 120 

 

4.3.2. Datasets Collection 

In order to provide the mentioned datasets to be used in Batch mode for training and test phased 

and in Real-Time mode for training purpose, the object of interest is being moved in front of the 

IP camera to create a specific movement such as, Half-Circle, Line, or Sine and the trajectories are 

collected after recording this action in a media player. All the datasets contain the three aforesaid 

movements; Half-Circle, Line, and Sine. The KnownSource-Destination dataset is created by 

including three movements that are all made in the same direction, from right to left. To create 

UnknownSource-Destination-Train2 dataset, the movements are generated in different directions 

as follows: left to right, up to bottom, right to left, and bottom to top as well as diagonal directions. 

When the sufficient number of trajectories for each movement is collected, the dataset can be used 

in Batch mode, both in training and test phases, and also for training purpose in Real-Time mode. 

After training the classifier which is implemented on the Web Application, any movement that is 

made in Real-Time is considered as test dataset and the target object’s movement is detected. 

Additionally, accuracy metric and running time are obtained by applying performance metrics and 
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measuring the training time for a specific training data set as well as the time that is achieved to 

detect the type of the movement when the model is generalized over the test data set.  

4.3.3. System Implementation in the Batch Mode 

4.3.3.1. Results of Classifiers in the Batch Mode by using Weka libraries 

In the following table, the results for Multilayer Perceptron is based on 3 hidden layers and “a” 

number of neurons in each hidden layer. The number of neurons in each hidden layer is calculated 

by the formula below [115]:  

a = (number of attributes + number of classes) / 2  

Equation 19: The number of neurons in each hidden layer 

The performance metrics of all the classifiers below including: SVM, J48, PART, Decision Stump, 

Decision Table, and Multilayer Perceptron for KnownSource-Destination-Test1 dataset have 

achieved the accuracy of 100%. 

Table 4 displays that Multilayer Perceptron has the Accuracy of 86.67% which is the highest 

accuracy compared to other classification methods for UnknownSource-Destination-Test2 dataset. 

It should be noted that, the number of hidden layers in MLP is 3, the number of epochs is 400, and 

the number of neurons in each hidden layer is “a”. 

Table 4: Performance Metrics of all Classifiers in Percentage for UnknownSource-Destination-

Test2  

 
SVM J48 PART 

Decision 

Stump 

Decision Table 

Multilayer 

Perceptron 

Accuracy 73.33 66.67 66.67 50 76.67 86.67 

Recall 73.3 66.7 66.7 50 76.6 86.70 

Precision 82.1 69.4 67.2 38.6 81.5 88.60 

Specificity 86.6 83.3 83.3 75 88.3 93.30 

FP Rate 13.3 16.7 16.7 25 11.7 6.7 

F-Measure 72.8 66.3 66.5 41 76.2 86.50 
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The graphs below show the maximum values of Accuracy in percentage for each classifier along 

with its related data set. The higher the value of accuracy, the better classification methods can 

correctly identify the instances [88]. The following results are based on 10-fold cross validation 

on 180 instances of KnownSource-Destination and UnknownSource-Destination datasets.  

 

Figure 14: Accuracy Percentage of different classifiers for KnownSource-Destination 

 

 

Figure 15: Accuracy Percentage of different classifiers for UnknownSource-Destination 
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The results show that the SVM and Multilayer Perceptron outperform the other classifiers with 

regard to the highest amount of accuracy as a performance metric. Among all aforementioned 

classifiers, the Multilayer Perceptron has achieved the accuracy of 86.67% for UnknownSource-

Destination-Test2 dataset in Batch mode. Additionally, SVM and Multilayer Perceptron have 

obtained the highest accuracy which is 100% for KnownSource-Destination-Test1 based on 10-

fold cross validation on 180 instances in Batch mode. 

4.3.3.2. Results of K-Means Clustering with Different Datasets in Batch Mode  

Table below shows the evaluation metrics for the K-means clustering method. Since the K-means 

clustering is an unsupervised learning method and does not need to be trained, each training and 

test dataset were clustered individually.     

Table 5: K-means clustering results in Percentage for Datasets in use 

Data Set 

 

Rand 

Index  

Recall 

 

Precision 

 

Specificity 

 

FP 

Rate  

 

F-measure 

KnownSource-Destination-

Train1 

100 100 100 100 0 100 

KnownSource-Destination-

Test1 

97.33 96.7 93.6 98.3 1.7 95.1 

UnKnownSource-Destination-

Train2 

69.70 54.6 51.1 77.3 22.7 52.7 

UnKnownSource-Destination-

Test2 

73.30 60 55.7 80 20 57.7 

 

4.3.3.3. Results of K-Means Clustering implementation without using Weka libraries 

To be able to see the effect of using K-Means implementation instead of Weka libraries a separate 

K-Means program for batch mode has been developed. The table below shows the result of K-

Means implementation and evaluation metrics for K-means clustering using different datasets. The 

results are comparable with using Weka libraries although this time By KnownSource-Destination-

Test1 has achieved the highest value of Rand Index among other datasets.  
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Table 6: K-means clustering results in Percentage for Datasets in use 

Data Set Rand 

Index  

 

Recall 

 

Precision 

 

Specificity 

 

FP 

Rate  

 

F-measure 

KnownSource-Destination-

Train1 

99.53 99.3 99.3 99.6 0.4 99.2 

KnownSource-Destination-

Test1 

100 100 100 100 0 100 

UnknownSource-Destination-

Train2 

71.06 57.9 46 78.3 21.7 51.2 

UnknownSource-Destination-

Test2 

68.86 53.3 66.1 76.6 23.4 58.9 

 

4.3.4. Implementation in Real-Time 

4.3.4.1. Results of Different Datasets in Real-Time Mode 

In this thesis, two Machine Learning methods, SVM classification method and K-Means clustering 

technique have been implemented in Real-Time in the developed Web Application which is the 

proof of the concept that Real-Time implementation is feasible.   

Tables 7 and 8 illustrate the result of K-means clustering and SVM classification being implemented 

in Real-Time in the Web Application. The results indicate that by using KnownSource-Destination-

Test1, K-means has obtained the Accuracy of 96.67% and SVM classifier has achieved the highest 

value of Accuracy which is 100%.  

Timing evaluates the running time of clustering and classification methods.  
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Table 7: K-means clustering results for Datasets in use 

Data Set Accuracy 

(%) 

K-means  

Timing 

(ms) 

Correctly  

Clustered  

 

Total  

Instances 

 

KnownSource-Destination-

Test1 

96.67 2594.92 29 30 

UnknownSource-Destination-

Test2 

60.0 2402.739 18 30 

 

Table 8: SVM Classification Results for Datasets in use 

Data Set Accuracy 

(%) 

SVM 

Timing 

(ms) 

KnownSource-Destination-

Test1 

100.00 1487.219 

UnknownSource-Destination-

Test2 

73.33 1874.474 

 

By looking at the timing results of SVM and K-Means clustering it become clear building a system 

is feasible and in 1 or 2 seconds the movements can be detected in Real-Time. 

In Real-Time mode the accuracy is calculated by first training the SVM with 150 instances and 

then after 30 Real-Time movements, SVM has also gained the accuracy of 100% for KnownSource-

Destination-Test1 with 1487.219 ms timing which proves that SVM is faster and more accurate 

than K-means clustering in Real-Time.  

 

4.4. Chapter Summary  

Chapter 4 discussed the Developed Web Application being implemented in two modes: Batch and 

Real-Time. Developing the Web Application has been performed in Java, JavaScript, and PHP 

programming language. Java is an object-oriented language and its main objective is to run on any 
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hardware and software platforms which makes it platform independent and PHP is a server-side 

programming language. There are two different data sets. KnownSource-Destination and 

UnknownSource-Destination datasets. The training datasets include 150 instances; 50 instances of 

Half-Circle, 50 instances of Line, and 50 instances of Sine movements. However, Test datasets 

contain only 30 instances, which are equally 10 instances of Half-Circle, Line, and Sine 

movements. The results of classification and K-Means clustering methods have been displayed in 

several tables for comparison purposes.  
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Chapter 5: Conclusion and Future Studies  

5.1. Conclusion 

The goal of this research is to develop a Web Application for a Web Video Player presented on a 

client's machine which communicates with a Video Streaming in-house Server that security 

surveillance cameras connect to. The Web Video Player identifies the object of interest and 

retrieves data from it, processes the data and uses the processed data to record the trajectories or 

send notifications to client's machine (for example sending an alarm in case of anomaly 

occurrence). With the application of data mining and machine learning techniques such as Support 

Vector Machines (SVM), J48 Decision Tree, PART, Decision Table, Decision Stump, Multilayer 

Perceptron classifiers, and K-means clustering, a model is extracted. Two different datasets are 

used in this study including: KnownSource-Destination Train & Test datasets, and 

UnknownSource-Destination Train & Test datasets. The method tracks the object of interest 

among the video frames collected by a security surveillance camera and streamed by a web media 

server. The video frames are analyzed to collect the movement of the object of interest by obtaining 

object trajectories and feeding them into the classification or clustering methods for any training 

or test purposes.  

The main objectives of applying Generating Delta Dataset method are to apply different 

orientations of object movements and achieve higher accuracy in order to test machine learning 

approaches. These approaches are trained and tested with object movements in different directions 

where the object is detected by its color. Various popular machine learning methods that are used 

in this thesis are implemented in Batch mode as well as in Real-Time mode in a Developed Web 

Application for the comparison purposes.  

In this study, Real-Time implementation has become feasible by a Web Application installed on 

the Ubuntu operating system and is written in JavaScript, PHP and Java programming languages 

with the streaming of a media server by Live555 open-source Media Library and Kurento Media 

Server in order to achieve Real-Time performance metrics compared to Machine Learning 

techniques in Batch mode. In the developed Web Application, the K-Means clustering and SVM 

classification methods have only been implemented in Real-Time. If any anomalous behavior is 

detected, the Real-Time tracking system should notify the user by either sending an alarm or 

making a public announcement. Thus, detecting and tracking a moving object to identify the 
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suspicious activities is one of the objectives of the developed Real-Time Web Application for 

security purposes.   

By implementing the K-Means Clustering method, there is no need for human or domain experts 

to label the datasets as it is an unsupervised learning technique. The accuracy of SVM classification 

method is 73.33% and the accuracy of the K-Means clustering is 60% for UnknownSource-

Destination-Test2 which means that the accuracy of the supervised learning method is around 13% 

higher than an unsupervised learning technique in Real-Time. Six different performance metrics 

have been calculated: Accuracy, Recall, Precision, Specificity, FP Rate, and F-measure.  

In conclusion, the proposed developed Real-Time Web Application for multimedia streaming has 

been implemented to perform Real-Time classification and clustering techniques by using different 

datasets based on the movement of the object of interest detected by its color. The video frames 

are captured by a security surveillance camera and streamed by a Web Media in-house Server. The 

object trajectories are collected based on the movement of the target object and then fed into the 

Web Application for Real-Time classification and clustering purposes. It should be noted that the 

object movement can be Linear, Half-Circular or Sine movements as the supervised learning 

methods have only been trained based on these movements. 

5.2. Contributions 

The main contributions of this thesis are listed as follows: 

• Developed an in-house network architecture to detect and track the object of interest via a 

web browser and generate the object trajectories in the server side to be classified in Real-

Time and detect the movement type that is being captured by using an IP Camera. 

• A Web Application was developed to detect and track the object of interest through a web 

browser by using RTSP/WebRTC protocols to address research question one. This Web 

Application can be used for Batch and Real-Time data mining for trajectory detection. 

• Two data sets were created from hundreds of videos, including three types of movements 

with known and unknown source and destination. These video files and data sets which 

contain labels can be used by other researchers for research purposes and are accessible to 

the public in [6].   
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•  Several Machine Learning approaches for detecting the moving object trajectories in 

Batch and Real-Time modes are compared. Acquired by observation, the conclusion was 

to detect the object trajectories of a moving object, one can use PART, J48 Decision Tree, 

Decision Stump, Decision Table, and Multilayer Perceptron for Batch mode and the K-

means clustering and SVM for Real-Time mode in the Web Applications that employed 

the security surveillance cameras.    

5.3. Future Works 

Regarding future research directions, the implementation of a Web Application to be able to 

perform Real-Time machine learning methods, including more supervised and unsupervised 

learning techniques, can be considered. Additional supervised and unsupervised techniques, aside 

from SVM classification and K-Means clustering methods, can be implemented in Real-Time Web 

Application as future works. 

Further different datasets from real scenarios can be applied for training and test phases by making 

more complex movements such as Triangle, Square, or Circle, which are created offline as well as 

in Real-Time via a security surveillance camera/IP camera connected to a computer. Therefore, 

detecting more movements can be considered as another future study. 

Additionally, another possible future direction can be the object tracking and movement detection 

not only based on the object’s color, as color-based object detection is one of the most common 

methods in this field. Applying more sophisticated object tracking and object detection algorithms 

can be noted for expanding this work. The object detection and tracking can be enhanced to take 

into account more complex movements, multiple moving objects, illumination variations, different 

frame rates and bit rate in network as well as different background environments.   

It is certainly worth conducting future research in developing an event server to notify the user by 

triggering alerts (e.g. calling the police, closing a door, turning on a light) if any anomaly occurs 

during object tracking and movement detection by using the clustering and classification methods 

of the Web Application. 

Instead of using an IP camera, applying a built-in camera such as a Webcam in client’s machine 

or a smartphone camera in smartphones as a replacement for the client’s machine can be examined 

as another research direction. Moreover, this system is restricted to be merely implemented on the 
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Ubuntu operating system; other operating systems such as Windows and MacOS should be 

included in future research studies by omitting the Kurento Media Server. 
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Appendix I 

Installing GUI for Ubuntu Server 

Step1: Performing update. 

$ sudo apt-get update 

Step2: Installing the desktop. 

$ sudo apt-get install ubuntu-desktop  

Step3: Rebooting. 

$ sudo reboot [12] 
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Appendix II 

Configuring and building the Live555 Media Server source code  

Step1:  Running as Root user: $ sudo su 

Step2: Get the Live555 source code  

$ wget http://www.live555.com/liveMedia/public/live555-latest.tar.gz 

Step3:  Extract the package: $ tar -xzf live555-latest.tar.gz 

Step4: In the directory that Live555 is extracted, run: ./genMakefiles 

 

Step5: Building the code: $ make 

Step6: Installing the libraries and headers: $ make install [20] 
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Appendix III 

Installing OpenCV on Ubuntu 14.04 LTS 

$ sudo apt-get install build-essential 

$ sudo apt-get install cmake git libgtk2.0-dev pkg-config libavcodec-dev 

libavformat-dev libswscale-dev 

$ sudo apt-get install python-dev python-numpy libtbb2 libtbb-dev libjpeg-

dev libpng-dev libtiff-dev libjasper-dev libdc1394-22-dev 

 The latest version of OpenCV from the Git Repository can be downloaded by:  

$ git clone https://github.com/Itseez/opencv.git 

$ git clone https://github.com/Itseez/opencv_contrib.git 

             1)  Make a directory to put project and object files as well as Makefiles:  

$ mkdir build  ,  $ cd build 

2) Run cmake for configuration:  

$ cmake -D CMAKE_BUILD_TYPE=Release -D CMAKE_INSTALL_PREFIX=/usr/local  

3) Explanation of some parameters:  

$ CMAKE_BUILD_TYPE=Release\Debug 

4) Build:  

$ make -j7 # runs 7 jobs in parallel 

5) Library installation:  

$ sudo make install 

6) Run the tests:  

$ git clone https://github.com/Itseez/opencv_extra.git [116] 
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Appendix IV 

Installing Java on Ubuntu Operating System 

Step1: $ sudo apt-get update 

Step2: $ sudo apt-get install openjdk-8-jdk 

 

Step3: Verify the installation. $ java -version [28] 
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Appendix V 

Installing PHP on Ubuntu Operating System  

$ sudo apt-get install php libapache2-mod-php php-mcrypt php-mysql    

The next step is that to make web server searches for index.php when a directory is needed:  

$ sudo nano /etc/apache2/mods-enabled/dir.conf 

Apache web server needs to be restarted by this command:  

$ sudo systemctl restart apache2 [117] 
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Appendix VI 

Confusion Matrix of different classifiers for UnknownSource-Destination-

Test2 Dataset 

== SVM Confusion Matrix==        

 

a   b   c  <-- classified as 

5   4  1 |  a = half-circle 

0  10  0 |  b = line 

0  3  7 |  c = sine 

==J48 Confusion Matrix == 

 

a  b  c  <-- classified as 

5  2  3 | a = half-circle 

0  8  2 | b = line 

1  2  7 | c = sine 

==PARTConfusion Matrix == 

 

a  b  c   <-- classified as 

6  2  2  | a = half-circle 

0  8  2  | b = line 

2  2  6  | c = sine 

 

Figure 16: Confusion Matrix of SVM, J48, and PART for UnknownSource-Destination-Test2 

 

== Decision Stump CM == 

 

a  b  c  <-- classified as 

0  9  1 | a = half-circle 

0  9  1 | b = line 

0  4  6 | c = sine 

== Decision Table CM == 

 

a   b   c  <-- classified as 

7   3   0 |  a = half-circle 

0  10  0 |  b = line 

2   2   6 |  c = sine 

=MLP CM= 

 

a    b   c  <-- classified as 

10  0   0 |  a = half-circle 

1    9   0 |  b = line 

0    3   7 |  c = sine 

 

Figure 17: Confusion Matrix of Decision Stump, Decision Table, and MLP for UnknownSource-

Destination-Test2 
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Appendix VII 

ROC Curves for Classification Methods 

ROC Curve displays False Positive Rate on X axis and True Positive Rate on Y axis. The rate of 

misclassification can be measured by the distance of the curve and the top left corner of the plot 

[93]. The Area Under the Curve (AUC) shows that an increase in sensitivity will cause a decrease 

in FP rate. This area can illustrate how well the classifier can determine the currently identified 

instances and incorrectly identified instances. If the ROC curve is close enough to the top left 

corner, the value of accuracy that will be gained is higher [113].  

VII.I. ROC Curves for UnknownSource-Destination-Test2 

 

 

Figure 18: ROC Curve of UnknownSource-Destination-Test2 for class Half-Circle 
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Figure 19: ROC Curve of UnknownSource-Destination-Test2 for class Line 

 

Figure 20: ROC Curve of UnknownSource-Destination-Test2 for class Sine [6] 
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