
Automated Pre-Processing and Automated

Post-Processing in EEG/MEG Brain Source

Analysis

by

Seyed-Youns Sadat-Nejad

Bachelor of Biomedical Engineering, Ryerson, 2017

A thesis

presented to Ryerson University

in partial fulfillment of the

requirements for the degree of

Master of Applied Science

in the Program of

Electrical and Computer Engineering

Toronto, Ontario, Canada, 2019

©Seyed-Youns Sadat-Nejad 2019



AUTHOR’S DECLARATION FOR ELECTRONIC SUBMISSION OF A THESIS

I hereby declare that I am the sole author of this thesis. This is a true copy of the thesis, including any

required final revisions, as accepted by my examiners.

I authorize Ryerson University to lend this thesis to other institutions or individuals for the purpose of

scholarly research.

I further authorize Ryerson University to reproduce this thesis by photocopying or by other means, in

total or in part, at the request of other institutions or individuals for the purpose of scholarly research.

I understand that my dissertation may be made electronically available to the public.

ii



Automated Pre-Processing and Automated Post-Processing in EEG/MEG Brain Source Analysis

Master of Applied Science 2019

Seyed-Youns Sadat-Nejad

Electrical and Computer Engineering

Ryerson University

Abstract

Analyzing Electroencephalography (EEG)/Magnetoencephalography (MEG) brain source signals allows

for a better understanding and diagnosis of various brain-related activities or injuries. Due to the high

complexity of the mentioned measurements and their low spatial resolution, different techniques have

been employed to enhance the quality of the obtained results. The objective of this work is to employ

state-of-the-art approaches and develop algorithms with higher analysis reliability. As a pre-processing

method, subspace denoising and artifact removal approaches are taken into consideration, to provide a

method that automates and improves the estimation of the Number of Component (NoC) for artifacts

such as Eye Blinking (EB). By using synthetic EEG-like simulation and real MEG data, it is shown that

the proposed method is more reliable over the conventional manual method in estimating the NoC. For

Independent Component Analysis (ICA)-based approaches, the proposed method in this thesis provides

an estimation for the number of components with an accuracy of 98.7%. The thesis is also devoted

to improving source localization techniques, which aims to estimate the location of the source within

the brain, which elicit time-series measurements. In this context, after obtaining a practical insight

into the performance of the popular L2-Regularization based approaches, a post-processing thresholding

method is introduced. The proposed method improves the spatial resolution of the L2-Regularization

inverse solutions, especially for Standard Low-Resolution Electromagnetic Tomography (sLORETA),

which is a well-known and widely used inverse solution. As a part of the proposed method, a novel noise

variance estimation is introduced, which combines the kurtosis statistical parameter and data (noise)
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entropy. This new noise variance estimation technique allows for a superior performance of the proposed

method compared to the existing ones. The algorithm is validated on the synthetic EEG data using

well-established validation metrics. It is shown that the proposed solution improves the resolution of

conventional methods in the process of thresholding/denoising automatically and without loss of any

critical information.
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Chapter 1

Introduction

1.1 General View and Motivation

One way to understand the behavioural activity of the brain is to analyze its electrical activity. In

contrast to Magnetic Resonance Imaging (MRI) or Functional Magnetic Resonance Imaging (fMRI),

which measures the hemodynamic response of the brain, Electroencephalography (EEG) and Magne-

toencephalography (MEG) are two non-invasive measurements that measure the electrical activity of

the brain as a fluctuation of voltage/magnetic field. The observed changes are due to the excitation of

the neurons in the brain and their corresponding action potentials. The benefit of EEG and MEG in

addition to being non-invasive is their high temporal resolution (in order of milliseconds) while method-

ologies such as FMRI provide better spatial resolution. Therefore, the problem of providing high spatial

resolution through EEG/MEG while preserving high temporal resolution is a fascinating topic in the

field of biomedical signal processing. The process of obtaining the spatial location of the activated source

in the brain using the analysis of EEG and MEG measurements is called source localization or inverse

problem. The main objective in brain source localization is to overcome the disadvantages of EEG/MEG

data for having low spatial resolution. In other words, an accurate estimate about the spatial informa-

tion of the brain while the temporal resolution is kept high. Achieving the same goal by increasing the

rate of measurement for FMRI or similar imaging modalities is not possible by nature. This is because

activities and fluctuations in the brain other than neural activity occur with a delay and at a lower rate

[1]. Having simultaneous and accurate temporal and spatial information about the activities in the brain

is very beneficial for many applications. One of its uses, which recently has attracted the attention of

many neuroscientists and researchers, is the functional connectivity defined as the correlation between

different regions of the brain. This correlation is observable only if both temporal and spatial information

of neurophysiological events are available [2, 3]. Another important application of source localization is

identifying the location of the source that may cause a seizure event in an epileptic patient. Pre-surgical

evaluation of the patient based on EEG/MEG data can provide valuable information about the loca-

tion of the seizure. Source localization, as well as functional connectivity techniques, can provide some
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promising information in regards to prediction of the location of the seizures [4, 5]. Providing insight

and treatment on the neurological/neuropsychological disorders such as Alzheimer [6, 7] , depression

[8, 9], schizophrenia [10, 11, 12], epilepsy [13] and even attention-deficit/hyperactivity disorder (ADHD)

[14] are all other benefits of EEG and MEG source localization and processing techniques.

Due to the noise, high dimensionality of the data, and having a greater number of unknown pa-

rameters, the inverse problem still is an open problem that requires further improvement for many

applications. The focus of this thesis is on the pre-processing as well as the post-processing methods,

which will lead to a more efficient, higher resolution, and faster computation of EEG and MEG data,

especially in the study of brain source localization. The proposed denoising methods will focus on re-

moving the effect of ”non-brain” sources such as ElectroOculoGraphic (EOG) signals (eye movement

and blinking), while in the context of brain source localization, an automatic post-processing threshold

is introduced that increases the resolution of brain source localization methods.

1.2 Thesis Summary

The focus of this thesis is on the analysis of EEG and MEG measurements. The chapters of the thesis

are organized as follows:

Chapter 2 provides an overview of the background information and general assumptions of the topic.

Section 2.1 includes information about the anatomy of the brain and structure of neurons, which are the

basic knowledge needed for forward modelling in source localization. In Section 2.2, the biological source

of EEG and MEG measurements are explained to provide the readers with some intuition on the type of

data that will be processed and analyzed. Section 2.3 introduces the general assumption of all EEG and

MEG data analysis and connects the biological information introduced in Section 2.1 to the structure

of measurements explained in Section 2.2. The information provided in Section 2.4 helps to understand

the basic pre-possessing steps that are taken while working with EEG and MEG data. This includes the

step by step procedure on shaping the data in a format that can be processed as well as the technical

information on the pre-pressing methodologies, which are utilized throughout the thesis. An overview

of the forward model and the inverse model in brain source localization and general formulation of the

problem is provided in Section 2.5, while the detailed explanation of the forward model and the inverse

model are presented in Section 2.6 and Section 2.7 respectively.

Chapter 3 focuses on the pre-processing method, which is proposed for estimating the number of com-

ponents of blinking artifact in subspace-based denoising methods. To be more specific, the examples of

this method are be Independent Component Analysis (ICA) and Signal Space Projection (SSP). Section

3.1 is the problem formulation and its proceeding sections explain the state-of-art methods for removing

ocular artifacts (Section 3.2). Moreover, the proposed approach and its implementation procedure is

introduced in Section 3.3, and simulation results of the method is illustrated in Section 3.4.

Chapter 4 describes the proposed post-processing method introduced in the context of brain source

localization. The description of the group of L2-Regularization inverse approaches and the limitation of

this category of solution is provided in Section 4.1. Moreover, the proposed method, which is a post-
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processing step on L2-Regularization inverse solution, is introduced in the following section. Section

4.2 describes the proposed method in details and illustrates the simulation and the results obtained for

the method. In Section 4.3.1 and Section 4.4, two improvements on the method are introduced, which

both focus on providing a better noise variance estimate. In this case, the results are provided with an

experiment on the most popular L2-Regularization inverse solution. Finally, in the last section of this

chapter, by computing an example, the effect of additional constraints in the L2-Regularization based

solutions is analyzed.

Chapter 5 provides a summary and conclusion of the thesis as well as future work, which can be consid-

ered for the proposed methods.

1.3 Publications

• Y. Sadat-Nejad and S. Beheshti, Higher Resolution sLORETA (HR-sLORETA) in EEG Source

Imaging, 41st Annual International Conference of the IEEE Engineering in Medicine and Biology

Society (EMBC’19), 2019.

• Y. Sadat-Nejad and S. Beheshti, Automated EEG Source Error Thresholding (AESET) in L2-

Regularization inverse Problems, 16th Canadian Workshop on Information Theory (CWIT 2019),

2019.

• Y. Sadat-Nejad and S. Beheshti, Efficient Blinking Artifact Component Estimation in Subspace-

Based EEG and MEG Analysis, Asilomar Conference on Signals, Systems and Computers (AC-

SSC), 2019.
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Chapter 2

Background on Basic Concepts and

General Assumptions

2.1 Introduction to Brain Anatomy and Structure of Neurons

The brain is composed of three major components: brainstem, cerebellum, and cerebrum. The brainstem

connects the two other components (cerebellum and cerebrum) to the spinal cord. It is also responsible

for automatic functions of the body, such as breathing, keeping the heart rate, body temperature,

digestions, swallowing, etc. On the other hand, coordinating muscle movements, posture and balance

as basic volunteer movements are all under the command of the cerebellum. The largest component

of the brain, cerebrum, consists of two hemispheres, which are known as the left hemisphere and right

hemisphere. The structure of each hemisphere is a thick layer of folded, neuronal tissue; and they are

connected by a bundle of fibres called corpus callosum. The cerebrum is responsible for higher functions,

which could also be defined as interpreting senses such as touch, vision and hearing. Moreover, other

high-level functions that are under the responsibility of cerebrum are: control of the movement, reasoning,

speech, and emotions [15]. Each hemisphere can be further divided into four lobes: frontal, temporal,

material and occipital. Different regions of the lobes interact with each other in a complex form to

perform a specific function. The surface of the cerebrum is called the cortex. There are roughly 16

billion neurons on the surface of the cerebrum. The cortex can be categorized into two matters, known

as gray matter and white matter. Gray matter consists of grey-brown nerve cell bodies while the white

matter long nerve fibres are known as axons [15].

The electrical properties and activities within every cell and tissue are known as electrophysiology.

This phenomenon was first introduced by Galvani as ”animal electricity” [16]. In the brain, there are

specialized cells that are responsible for transmissions and process of electrical activities; these cells,

which are fundamental units of the brain, are known as neurons. There are approximately 1010 neuron

cells in the whole brain [17]. Neurons are usually composed of axons, myelin, body, and dendrites.

Dendrites are responsible for cell-to-cell communication. The information observed by the dendrites is
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integrated by the cell body to produce an action potential. Generation of action potentials causes the

release of a chemical signal in the axon called neurotransmitters. Neurotransmitters are released into

the synaptic cleft, which will then be diffused to the target neuron. This will act as a messenger for

the membrane potential to either get excited or inhibited. The excitation of the membrane potential

is called Excitatory Post Synaptic Potential (EPSP) while inhibiting it is known as Inhibitory post

synaptic potential (IPSP). Figure 2.1, part (b), illustrates two neurons which are in contact by pre and

Cell Body

Myelin

Axon

Dendrite

Axon Terminals

(a) A Neural cell with its body parts

Receptor

Neurotransmitter

Axon Terminal

(b) Pre-syanptic, neurotransmitters and
post-synapic neurons.

Figure 2.1: Neuron and its Synapse.

post-synaptic neurons. If there is a pre-synaptic action potential, neurotransmitters will be released to

the post-synaptic neuron. This will cause a post-synaptic action potential in the second neuron (if the

trigger is above the threshold). The resultant action potential has two important characteristics. Firstly,

the time span is very short (few milliseconds), and secondly, it has bi-phasic pattern [15].

The neurotransmitter and post-synaptic action potential will act as excitatory or inhibitory message

for the target neuron, which through a process, leading to the depolarization of the membrane. This

depolarization causes a potential difference and flow of the current. In general, there are two types of

current flow: primary current and secondary current. The primary current is referred to the majority

of the current, which takes the shortest distance to flow from the cell to the sink; while the secondary

current is the one which takes the longer route [15].

The time span of the excitatory or inhibitory postsynaptic potential is larger than the action potential,

5



Primary
Current

Secondary 
Current

Figure 2.2: Primary and secondary current flow of a neuron.

and it is approximately ten milliseconds. Also, the postsynaptic potential has a monophonic pattern.

Due to the significant distance from the surface of the brain and low conductivity of the brain tissues,

observing the activity of a single neuron is not possible. Therefore, the summation of multiple neurons is

observed by the sensors. Due to the biphasic characteristic of the action potential, most of the power of

the action potentials in the summation may cancel out. Hence, it is more likely to observe postsynaptic

potentials instead of the action potentials as the source during EEG/MEG measurements. The direction

of the sources, as well as the strength of the source, is dependent on the summation of the multiple

neurons [18].

Action Potential Excitatory/Inhibitory 
 Post-Synaptic Potential

10-15ms2-5ms

Figure 2.3: Action Potential (On the left) and excitatory/inhibitory post-synaptic potential (on the
right).
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2.2 EEG and MEG

2.2.1 Electroencephalography (EEG)

EEG is a measuring system with set sensors (order of 10 to 100), responsible for measuring the electrical

activity of the brain in a non-invasive manner. The measurements on each channel illustrate the electrical

changes of the brain with respect to time. This is done by showing the difference between the electrical

potentials of each sensor and the reference electrode. More information on how the reference is set is

explained in Section 2.4.1. The data observed by EEG electrodes are known to be originally generated

from the flow of the current in neurons. A single neuron is not measurable from the surface of the head,

and this is due to its distance from the head‘s surface and low conductivity of the skull and surrounding

tissues. Therefore, it is assumed that the measured potential is from the population of the neurons that

are activated simultaneously.

Electric Current

Figure 2.4: The basis of EEG measurements in Neurons.

2.2.2 Magnetoencephalography (MEG)

MEG measurement intends to detect the magnetic field produced by neurons in the brain. Compared to

the environmental magnetic noise, these brain fields are small, and hence, sensitive detectors are required

to obtain the data. In 1972, the first MEG device with Superconducting Quantum Interference Device

(SQUID)-based was used, which was able to detect the magnetic field of the brain [19]. The current

MEG devices use SQUID coupled with magnetometers to observe the magnetic field generated by the

neurons of the brain. Using magnetometers is necessary to allow the device to observe the magnetic

field from a larger area. The MEG measurement is in the frequency ranges of 10mHz to 1KHz, and

several picoTesla in the magnitude. This is while the urban magnetic noise goes as low as 1nT, which

is a factor of 1 million larger than MEG signals of the brain [17]. Therefore, in addition to susceptible

sensors, proper shielding is also necessary for a better result.
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Figure 2.5 illustrates the poles of neurons, which generate current in the same direction. Based on the

right-hand rule, with each current, there is a magnetic field associated with the direction shown in the

figure. Since the direction of each neuron is same, one can illustrate field associated with the poles of

the neurons as one magnetic field. This magnetic field is observed by MEG device.

Magnetic Field

Figure 2.5: The basis of MEG measurements in Neurons.

2.2.3 EEG and MEG Complementary

EEG and MEG measurements are complementary. This is due to the nature of the measurements. If

the current source in the brain is fully tangential, is it not observable by the EEG measurement and the

magnetic field is only observable on the surface of the head. On the other hand, if the current source in

the brain is purely radial, it will not produce any magnetic field outside of the head, and therefore it is

only observable by the EEG measurement[17]. Figure 2.6 illustrates this concept by showing the coronal

section of the human brain and two sources (dipoles). One dipole is located horizontally (tangential

dipole) while the other is vertical (radial dipole). If a tangential dipole exists as a source in the brain,

EEG would not be able to detect a source as such due to the placement of the dipole; on the other hand,

the radial dipole would not produce any magnetic field that is observable with MEG [18].
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Radial Dipole
No External 
Magnetic Filed

Tangential Dipole
Only External 
Magnetic Filed

Figure 2.6: Coronal section of the brain with tangential and radial dipoles.

2.3 Principal Supper Position

Section 2.1 describes the biological structure of EEG and MEG data, while Section 2.2 illustrates the

origin of the measured data and its source. These general concepts allow for the construction of valid

assumptions that make the related problems solvable. The first and most important assumption of all

brain source localization methods is the supper position of the sources. The primary assumption is that

the observed potential on the surface of the brain is linear a summation of the sources in the brain.

This is shown in Figure 2.7. One could see that the sources within the brain (highlighted in yellow) are

projected to the surface of the head via the superposition principle. This means that the obtained signal

at each electrode is a linear combination of sources as well as additive noise.

EEG Sensors

Source

Figure 2.7: Supper position principle between the sources and the sensors. The head model is inspired
from [20].
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2.4 pre-processing

In this chapter, the focus is on general pre-processing steps applied to raw EEG and MEG data before

any particular analysis, such as source localization, is applied. Processing includes all of the steps that

occur between collecting the data and analyzing it [21]. These steps include some organization and

ordering (such as electrode positioning) to more advanced processes such as artifact removal. First, a

brief overview of basic pre-processing steps such as time sampling, electrode positioning, referencing, and

frequency filtering is provided, then the chapter will focus on the subspace-based method for artifact

removal known as Blind Source Separation (BSS) [22, 23, 24]. ICA and SSP as two important applications

of BSS in the context of EEG/MEG signal processing are explained in details. All mentioned methods

utilize the statistical characteristic of the desired data and the noise (artifacts) to separate the irrelevant

components from the data. In Section 3.3, I am proposing a method that estimates the number of

artifact components in the case of blinking artifacts. The method is described in details, and the

following simulations and results are illustrated.

2.4.1 Time Sampling, Electrode Positioning and referencing

Sampling

Appropriate sampling must occur at the time of recording. While the physiological fluctuation of neural

activity occurs continuously, the data must be discretized and sampled during the recording to be used

in digital devices such as computers. The sampling stage involves following Nyquist criterion which

states that to accurately sample data with a maximum frequency of fmax the sampling rate (Fs) must

be at least 2 × fmax. This means that if Fs ≥ two × fmax does not hold, the used sampling rate will

lead to aliasing [25].

Electrode Positioning and Naming

As explained earlier, the obtained data from EEG and MEG measurements consist of a set of channels

in which each channel includes activities of the brain obtained from that specific sensor. This means

that a EEG data with 19 channels includes 19 sensors which each sensor is located at a specific location

on the surface of the head. Electrode positioning includes following a standard metric for the position of

the sensor, depending on the number of channels, that allows anyone who obtained the data for further

processing known where each channel was located. In EEG measurements, in particular, this standard

is used to allow for replication of the experiment since the number of electrodes could vary a lot [26].

The standards are described as two numbers, which indicate the percentage of the distance from one

electrode to others. For example, 10/20 Standard indicate that the distance between an electrode to

other electrodes is 10% or 20%. It is trivial that, when a higher number of electrodes is used, the

distance between each electrode will be lower. Therefore, for dense EEG measurements, 10/5 standards

have developed [26]. Moreover, each electrode is named with a letter (identifying the lobe) and a number

or another letter that identifies the hemisphere location. The common letters used for identifying the lobe

are: F,T,O,C,P which stands for Frontal, Temporal, Occipital and Parietal respectively. The odd suffix
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numbers following the mentioned letters refer to left hemisphere while even numbers are representing

right hemisphere. Lastly, the letter z is used as the suffix to explain the electrodes that are in the

midline. This means that the F4 refers to an electrode positioning on the right hemisphere of the frontal

lobe, while Pz describes an electrode positioning the midline of parietal lobe [27]. Consider the following

sketch demonstration in Figure 2.8 for a visual demonstration of electrode naming and positioning.

Figure 2.8: Electrode positioning: from left to right are superior, frontal, and lateral views of the brain.
The figure is edited and modified version of the figure in [27].

The electrode placement is often shown with the 2-D plane projection of the electrodes, as shown in

Figure 2.9 [27].

Figure 2.9: Two Dimensional (2-D) projection of the electrode placement with each channel shown with
‘Letter Number’ format or ‘Letter Letter’ format.

One of the earliest steps toward any EEG/MEG processing is registering the obtained data with the

electrode channels to ensure that each channel is named and positioned correctly. Brainstorm [28] and

EEGLAB [29] are two MATLAB toolboxes that provides various electrode positioning standards for

different number of channels.

Referencing

While MEG is a reference-free measurement, EEG measurements require referencing. The referencing

is used because the voltage values presented by each channel is relative. The placement of the reference
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electrode is critical, as a close-to-brain reference will record brain activities (which must be avoided)

while far-from-electrode reference will have very different measurements and hence the signals will be

very noisy. Average mastoid (bone behind the ear) and earlobe are two mainly used references EEG

measurements [21]. However, both of the mentioned require an extra electrode designed and placed

during the measurements. The most simple solution, when the reference electrode is not available, is

to use average reference. In average reference, each measure is illustrating the difference between the

channel and the average of all data. In all experiments of this thesis, the average reference is utilized.

2.4.2 Frequency Filtering

The observed EEG/MEG measurements always include unwanted measures and activities referred to

as noise. The objective of any denoising/filtering process is to remove the noise while maintaining

the data. The difficulty of maintaining this balance has led to the introduction of various denoising

and processing approach. Frequency filtering is one of the most straightforward approaches used to

remove high-frequency artifacts and low frequency-frequency drifts [21]. It is known that for most of

the physiological and clinical tests, the activities of interest are in the range of 0-30Hz [30]. Therefore,

a simple band-pass filter with a high-pass frequency of 0.5Hz and low-pass frequency of 50Hz provides

an acceptable high and low-frequency filtering. Moreover, a notch-filter with the primary frequency set

at 50Hz or 60Hz is used to attenuate electrical noise [21].

2.4.3 Artifact Removal With Subspace Approaches

In many cases, the artifacts are the underlying activities which are not removable by simple filtering

methods introduced in Section 2.4.2. For the cases as such BSS is used. In this section, basic concepts

of ICA, Principle Component Analysis (PCA), and SSP are explained.

Independent Component Analysis (ICA)

Independent Component Analysis (ICA), aims to perform a linear transformation on the data such

that the obtained result includes a set non-Gaussian data (components) with each component being

statistically independent [31]. In the context, of EEG/ MEG signal processing, ICA could be used to

separate signals from the noise (that is assumed to have Gaussian distribution). The basic concept of ICA

considers having signals which are obtained after linearly mixing statistically independent components

and hence its objective is to find the linear mixture transformation matrix [31]. In the context of

EEG/ MEG measurements, the assumption is that the neurological data on the cortex (components)

are statistically independent and the obtained data on the surface of the head are a linear mixture of the

mentioned components. For this reason, ICA have appropriate application in EEG / MEG denoising.

This concept can be presented with vector-matrix notation as follows:

X = AS (2.1)
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Where X is the observed data (known), S are the components (unknown), and A is the transformation

matrix (unknown). To obtain A and S having the X, there are two primary assumptions. First is

that the components S are statistically independent, and second is that the mentioned components

have non-Gaussian distributions [31]. For simplicity, let us assume that all components have identical

distribution. To estimate one of the components (i.e. Sl), consider the notation in (2.2) which describes

a linear combination of observed data by the vector W (to be determined):

Y = WTX =
∑
i

WiXi (2.2)

If the vector W was a row of the inverse of A, then the obtained Y = Sl. Hence, the main question

is how to estimate W while A is unknown. Moreover, to understand the concept of ICA, consider the

following:

Z = ATW (2.3)

Which leads to:

Y = WTX = WTAS = ZTS (2.4)

Above illustrates that the constructed Y by the matrix WT is a linear combination of S, where elements

of Z are the weights. Considering (2.4), one could see that WTX = ZTS, and obtaining the correct WT

would lead to Z having only one non-zero placed as lth location (This is the optimum case for Z).

By central limit theorem, it is known that ZTS (and hence WTX), for some Z that is not optimum

as described above, is more Gaussian compare to S itself. This prior knowledge could be used as a

criterion to find WT that lead to ZTS being non-Gaussian. This criterion is known as maximizing non-

Gausianity for WTX. Maximizing non-Gaussianity of WTZ for the described case above will lead to

obtaining one of the components (i.e. Sl). Obtaining multi-component is also relatively easy and possible

as the components are independent (and therefore uncorrelated) [31]. There are various measures for

estimating Gaussianity (and non-Gaussianity) of the data, In the next paragraph most popular methods

will be introduced and explained.

ICA 1: Kurtosis

Kurtosis is the fourth-order cumulant, and it is one of the measures used to find non-Gaussianity. For

the standardized data obtained by z-score: Yz = Y−Ȳ
σY

, where Ȳ is mean of Y and σY is the variance of

Y , the kurtosis is calculated as shown in 2.5.

kurt(Y ) = κ(Y ) = E{Y 4} (2.5)

This value, for a Gaussian random variable, is always equal to 3, and hence, any deviation from 3

illustrates non-Gaussianity. Considering the introduced notation for kurtosis, many literature such as

[31], introduce a new definition of kurtosis, called excess kurtosis as: κ(random variable) − κ(normal)
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which is shown by kurtexcess as follow:

kurtexcess(Y ) = κ(Y )− 3 (2.6)

With the definition of kurtosis defined in (2.6), for non-Gaussian random variables, the value will be non-

zero. Any positive value for (2.6) is called superGaussian while any negative value is called subGaussian.

In practice, the matrix W is first initialized with random weights; then through optimization, the weights

are changed such that absolute value of (2.6) is maximized. Joint Approximation Diagonalization of

Eigenmatrices (JADE) is the name of the algorithm for ICA computed based on Kurtosis. The concept

is explained in Section 2.4.3. The algorithm was first proposed and developed in [32].

ICA 2 : Negentropy

Entropy measures uncertainty of a random variable [33] and it can be interpreted as the degree of

information obtained from the random variable [31]. The mathematical calculation of entropy for a

discrete and continuous random variable is shown, and it has proven in [33] that entropy of Gaussian

variable is larger than any random variable of equal variances. Therefore, this measure could also be

used for identifying non-Gaussianity.

DISCRETE: H(Y ) = −
∑
i

P (Y = ai) logP (Y = ai) (2.7)

CONTINUOUS: H(Y ) = −
∫
i

f(Y ) log f(Y )dY

Where ai are the possible values of Y . Similar to the case of Kurtosis, the new formulation could be

defined that is non-zero for non-Gaussian random variables. This formulation is called negentropy is

shown as follows:

J(Y ) = H(YGauss)−H(Y ) (2.8)

Where YGauss is a Gaussian random variable with covariance equal to the covariance of Y . The obtained

result of (2.8) is zero when Y is a random variable from Gaussian distribution and non-negative for any

other variable. However, the estimation of the mentioned method for negentropy is complicated, and

therefore, various methods have been introduced to approximate (2.8). Maximum entropy principle

[34], and higher-order moments [35] are two of the popular methods utilized to obtain approximate of

negentropy.

ICA 3 : Mutual Information Minimization

The similar concept of entropy introduced above; mutual information minimization could also be used

in the form of differential entropy to measure the dependency of a random variable. This concept is

known as mutual information and could be used as a measure to maximize non-Gaussianity. Consider

14



(2.9) that measures the mutual information between I between m scalar random variables:

I(Y1, Y2, · · · , Ym) =

m∑
i=1

H(Yi)−H(Y ) (2.9)

The measure in (2.9) is always non-negative and equal to zero in the case of statistically independent

random variables. Similar to previous discussions, give relation in (2.4) could be used in the form of the

optimization problem to define W such that (2.9) is minimized [31]. The ICA method developed based

in this concept is referred as infomax.

RunICA : The MATLAB Toolbox for implementing ICA on EEG and MEG data

The concept of ICA as artefact removal method was brought to EEG and MEG signal processing by

Jung et.al [36]. RunICA is a extended version ICA method, embedded in EEG and MEG signal pro-

cessing toolboxes such as EEGLAB [29]. Due to the popularity of this method among MATLAB-based

Toolboxes, this section is dedicated to explaining its concept.

The RUNICA algorithm, is based on the information maximization (infomax ) explained in Section 2.4.3.

The objective of this method is to maximize the joint entropy H(Y ) with respect to W . The proposed

method in [36], explains that by using tanh function allows for the nonlinear squashing function, which

provides necessary higher-order statistics for separation of sub-Gaussian and super-Gaussian compo-

nents. In the proceeding section, RunICA is the other blind source separation method that will be

utilized to demonstrate the capability of the proposed method.

Signal Space Projection (SSP)

Signal Source Projection (SSP) is another subspace method used in the context of EEG and MEG signal

processing (mostly MEG) to denoise and filter artifacts from the signal. SSP algorithm projects the

data from signal space (measurement) to source space and uses topographies (i.e spatial distribution of

data at one point) to separate artefacts from the original signal. The method relies one two primary

assumption : 1- Spatial distribution of the artefact is different from the source 2- External artefacts such

as eye blink have low dimensional when they are projected on source space [37, 38]. For a well structured

noises such as Eye Blinking (EB), subspace representation of the artefact would be as follow:

ϑ = Uϑ+ e (2.10)

where U is a matrix (noise subspace) consist of orthonormal bases, while ϑ is m component column

vector with e representing small error term. The major idea behind SSP algorithm is that by projecting

the noisy measurement M with the given orthogonal complement operator defined in (2.11), the noiseless

measurement could be obtained [37, 38].

P = I − UUT (2.11)
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Where I is identity matrix, and UT is transpose of U matrix. Hence simply by multiplying (projecting)

the data with the matrix P , the denoised data will be obtained. This method will be further analyzed

and utilized in Section 3.

2.4.4 Computationally Complex Pre-Processing Methods

It is worth mentioning that in addition to the explained frequency filtering methods, and subspace

approaches, various denoising approaches exists in the filed with a similar objective of removing artifacts

from EEG and MEG measurements. This includes Machine Learning [39, 40] and Deep Learning [41, 42],

generic algorithms [43], and algorithms that extend subspace approaches for further improvement of the

method [44]. However, the mentioned methods have high computational complexity and often not used

in practice; therefore, they are not in the scope of this thesis.

2.4.5 Whitening

The whitening process, also known as prewhitening [45] is an important pre-processing tool used in ICA

and many inverse problems. The objective of this process is to linearly transform the data into space

where components are uncorrelated (i.e. data becomes white) [31]. This leads the covariance of pre-

whitened data equal to identity matrix [45]. One common way to obtain whitened data is to utilize Eigen

Value Decomposition (EVD). Consider the covariance of the matrix X defined as: Cx = E{XXT }. In

this case, EVD of the matrix is:

CX = UΣUT (2.12)

Where U illustrates orthogonal matrix of eigenvectors and the diagonal matrix Σ illustrates singular

values [45, 31]. With the given covariance matrix, the whitened data, shown with X̃, will be as follows:

X̃ = UΣ−1/2UTX (2.13)

where the notation of Σ−1/2 can be computed element-wise by taking the square root of each element in

the denominator [46]. This technique can be utilized as a pre-processing step, along with centring the

data, for ICA method to ensure that components of the matrix X are uncorrelated. Moreover, using

covariance of the noise instead of covariance of the data makes the noise embedded in the matrix white

noise. This concept will be utilized and explained in the section section.

2.5 Overview of Forward Model and Inverse Model in Brain

Source Localization

Brain source localization has an objective of identifying the location of the source in the brain. However

only having the EEG and MEG measurements are not enough to perform estimation as such; therefore

further assumptions and knowledge about the characteristic of the source and conductivity of the different

layers of the head (brain, all the tissues, scalp) are required.
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As explained in Sections 2.1 and 2.7, there are active sources in the brain (population of the neurons)

that have current flow. This current flow, in the form of potential difference, is observed on the surface

of the head after travelling through different volumes in the brain. The forward modelling is the study of

understanding and modelling the source characteristics as well as the volume/geometry of the head. This

is while inverse modelling refers to the estimation of the positions of the source having the knowledge

and assumption about the source characteristics and the volume of the head.

One way to understand the forward and inverse model is by looking at Figure 2.10. In forward model,

one starts with modelling the physiological source (neurons), to volume conductor for the body tissue

(geometry of the head), trying to estimate the flow and distribution of the source in a way that describes

the observed potential. In the inverse model, the objective is to estimate the location of the source,

having the measurements as well as an estimate of the physiological models.

Source
Head Geometry

Body Tissue and 

Different Layers

Observed

Measurements

Forward Model

Inverse Model

Figure 2.10: General overview block diagram of forward and inverse modeling.

While the focus of this thesis is on the Inverse problem, an introductory knowledge about the forward

modelling is required. In Section 2.6, the major assumption and mathematical representation of different

forward modelling will be introduced. In Section 2.7 inverse modelling, as the core concept of this thesis,

will be reviewed in details.

2.5.1 General Overview and Formulation in Brain Source Localization

The first assumption that has to be discussed in the forward modelling is the characteristic of the source.

There are two different types of modelling assumed for the source. The first type of modeling assumes

that the population of the active neurons can be modelled with a number of current dipoles. This

type of modelling is called Equivalent Current Dipole (ECD) modelling. The second type of modeling

assumes that the sources are distributed on the surface of the cortex. The difference between the two is

that in the ECD model orientation must also be considered and calculated for the sources while in the

distributed source, it is assumed that all of the sources are normal to the surface of the cortex and hence

the orientation is fixed [47]. There are many studies support that a distributed source model is more

plausible because potential difference observed on the surface of the head is often produced by pyramidal

cells that are located in the gray matter perpendicular to the surface of the cortex [48, 49, 50, 51]. For

this reason, this thesis focuses on methods with a distributed source model as the main assumption.

Let us assume that N is the number of sensors (electrodes), and T is the time with n being a discrete
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sample of the time T . The source (J) with fixed orientation in the source space is a matrix of J ∈
<1D×T . By the principle of superposition explained in Section 2.3, the sources will be mixed together

and projected to the sensor space, which is where electrode measurement occurs. The mixing matrix,

also known as lead field matrix, obtained from forward modelling, can be mathematically written as

H ∈ <N×1D for distributed source model. The matrix H will be defined by using the forward model

and considering spatial parameters such as head volume, the geometry of the head, the conductivity of

different layers and potential location of the sources (grid resolution).

In this case, the inverse problem in the case of source localization for EEG and MEG is known to have

formulation defined as a mapping from sources to the sensors [52]. This means that the relation between

sources within the brain (source space) and the EEG/MEG electrodes on the scalp (sensor space) is

defined with the following formulation:

M̄ = HJ (2.14)

where the noiseless measurement M̄ is Ne electrodes and T time points (Ne × T ) matrix, while the H

(gain matrix) that represent the forward model is Ne ×Ns matrix with Ns representing the grid points

(number of potential sources in the brain). The matrix J describes the active sources within the brain

with the dimensionality of Ns × T . As mentioned earlier, in the distributed source model, the objective

is to estimate the amplitude of the source J while the orientation is fixed to be perpendicular to the

surface. The location of the sources is prefixed and defined within the matrix H as a fixed grid/voxel

that is on the cortex. The simplified illustration of source position and its projection on the cortex is

shown in Figure 2.11.
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Project
the grid 
on the brain

Source amplitude per grid point 
representation

Figure 2.11: Simplified representation of the grids projection on the surface of the head, while each
source is located at the center of each grid square.

Furthermore, the representation of (2.14) for each discrete point of time n could be written as follows:

M̄(n) = HJ(n) (2.15)

Which in the matrix form is:


M1(n)

...

MNe(n)

 =


H1,1 H1,2 . . . H1,Ns

...
. . .

...

HNe,1 . . . . . . HNe,Ns



J1(n)

J2(n)
...

JNs(n)

 (2.16)

Note that the gain matrix H is fixed through the time and hence does not require to be specified with

respect to time. Moreover, the matrix representation in (2.16) is shown this way to provide a sense

that Ne � Ns (i.e. the number of electrodes is much smaller than the number of source grid points

which is desired to be estimated). Often the number of sensors are in the order of the 100 while the

number of unknown sources shown with a grids/pixels is in order of 10, 000 which makes the solution of

J(n) sources underdetermined [52]. Moreover, in the non-ideal case, where noise is present due to the

existence of a medium between the brain cortex and the surface of the skin (including the skull and the

skin), other physiological signals (such as eye blink, heartbeat, etc.), and corruption by instrumentation
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noise during the process of measurement, the equation in (2.15) could be re-written in the form of:

M(n) = HJ(n) + ϑ(n) (2.17)

where M(n) illustrates noisy measurements and the noise is ϑ(n) which is Ne×1 matrix. In some cases,

the noise ϑ can be further decomposed to differentiate between physiological source and instrumentation

source. This can be written as:

M(n) = HJ(n) + ϑp(n) + ϑi(n) (2.18)

where

ϑ(n) = ϑp(n) + ϑi(n)

and

ϑp(n) = Physiological Noise

ϑi(n) = Instrumentation Noise

Moreover, for the cases where the objective of the source localization is to locate the sources that have

caused epilepsy or seizure, the formulation above must be further decomposed. In the cases as such,

the background process of the brain is also considered as noise, and it is not in the interest of the

experimented. Hence the equation must be written as:

M(n) = H{Je(n) + Jb(n)}+ ϑ(n) (2.19)

where

Je(n) corresponds to the sources that cause epilepsy.

Jb(n) corresponds to the sources that cause the background activity of the brain.

The construction of lead-field matrix is explained in Section 2.6 and a review on the novel inverse methods

will be discussed in the Section 2.7.

2.6 Forward Model

Forward modelling can be divided into two categories: 1- Source Modelling and 2-Head Modelling.

Source modelling describes the characteristic of the source, while head modelling explains the properties

of the head as a medium. These two elements of forward modelling are utilized to compute a matrix

which is called lead-field matrix [52]. Lead-field matrix is the matrix introduced in the Section 2.5.1

with the notation H. This matrix which is also called gain matrix performs a projection of the source

from the source space to the signal space.

Unlike the inverse modelling, forward modelling for a known measurement is unique. Generally, skull and

other body tissues around the brain are poorly conductive, and therefore a small fraction of the current

passes through the skin and skill to the EEG sensors. This fact makes forward modelling very important.

Forward modelling is a difficult problem due to the in-homogeneity and ant-isotropic properties of the

brain. Details description of various forward models is briefly introduced in the following section.
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Volume Conduction Model

Volume conduction model, also known as Head Model, defines geometrical and electrical properties of

the head. Let’s assume that the source in the brain is given with specified location, orientation, and

magnitude; forward modelling provide a mathematical explanation on how the measurement observed

are related to the source. In other words, head modelling explains the path that the source must

travel before it is observed by the EEG/MEG measurements. Therefore, the objective is to provide

a mathematical expression of the head, to explain how current flow and distribute through the brain.

Volume conduction models are generally two models: 1-Analytical (Spherical) 2-Numerical (Realistic).

Usually, volume conduction models are done by the use of other imaging modalities to understand the

details of the brain tissues [53]. In the following section, Analytic models and Numerical Models of the

forward model are described.

Analytical Models

Analytical or spherical shell model is the simplest case of head modelling. It includes one to several

nested spheres for representing different layers of the brain such as scalp, skull and the cortex [54]. This

model assumes that the conductivity properties of the head are uniform. This means that the model

is homogeneous and isotropic [55, 56]. It is often practical to assume different levels of conductivity of

different nested spheres. As the name and description suggestions, using this model, lead-field matrix

computation will be analytical and straightforward.

Figure 2.12: Four layers spherical head model illustrated in [57]. .

Numerical Models (Realistic Head Models)

Realistic head models are developed to enhance the accuracy of the lead-field matrix. This procedure is

done by providing more detailed information about the geometry of the head as well as the conductivity

of different layers. In this case, to have a more precise head model, other imaging modalities such as

MRI are used to provide information about the different layers of the head. For more accurate source

localization result, it is suggested to construct an individual forward model for the patient (using their

MRI) [57]. In the cases where individual MRI is not available, the average of multiple MRI could be

used to construct a model [28].
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Figure 2.13: Illustration of how MRI images are utilized to generate Boundary Element Method Bound-
ary Element Method (BEM) model of the head. The MRI and different constructed layers are obtained
from BrainStorm MATLAB Toolbox [28].

Boundary Element Method (BEM) [58], Finite Element Method (FEM) [59], and Finite Difference

Method (FDM) [60] are three of the most popular realistic head models used in brain source localization.

Source Space

Source space is referred as the grid or the mesh that is located on the cortex of the head. The source

space represents the location of the source within the grids defining the cortex surface. In the case of

the distributed source model inverse problem, the objective is estimation source amplitude at each given

time sample. On the other hand, in the case of free orientation dipoles model, the orientation of the

source is also considered.

Generally, there are two ways for positioning the dipoles (sources): 1-At the vertices of the mesh, 2- At

the centroid of the grids [45]. Moreover, the source space could be defined in three-dimensional voxel

form instead of two-dimensional grids. This means that the whole brain is considered as the source space

instead of the cortex surface.

2.7 Inverse Model

The problem of the inverse model deals with finding the sources from the measurement. This thesis

considers the inverse model with the assumption of a distributed source model, which is also known

as the brain imaging method [52]. In this case, the source is presented as a current distribution of

dendritic trunks of neurons with a normal orientation to the surface of the cortex. In this method, the

only unknown parameter is the amplitude of the source located on each grid point; therefore, with this

assumption, the inverse problem is considered linear. As mentioned earlier, the number of unknowns
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(value of source J at every grid) is much higher than the number of known (electrode measurements on

the surface of the head), and therefore the problem is ill-posed and under-determined. This means that,

even in the noiseless environment where (2.15) holds, the estimate of the source using the pseudo inverse

equation of H as shown in (2.20), will lead to obtaining a non-unique solution that has localization error.

Ĵ = H+M (2.20)

where H+ = (HTH)−1HT is pseudo inverse of H.

The derivation shown in (2.20) provides a solution which is not stable, nor unique and therefore introduc-

ing an additional constraint that makes the solution unique is required. This concept will be explained

with computation in Section 4.5 .

In the paper [61], which is a complete review on EEG inverse solutions, these constraints are introduced

as Hypothesis that are set for the solution. Three main group of hypothesis or constraints are: 1-Spatial,

2-Temporal and 3-Spatio-Temporal hypothesis. Various formulations have been introduced to solve for

the source location while considering the additional constraints. In the next section, a brief overview of

a group of solutions which are regularization-bases solutions is provided.

2.7.1 Regularization-Based Methods

Regularization-based methods, as a general method including L2−Regularization methods, are the meth-

ods that formulate the problem with the following cost function:

U(J) = ||M −HJ ||22 + λf(J) (2.21)

where f(J) is the prior assumption (additional condition) that is set to make the solution unique. The

parameter λ is used to set the trade-off between the least-square error the additional constraints. Note

that (2.21) cost function is obtainable using various formulations including Bayesian formulation, error

minimization, Lagrangian and Wiener filter formulation [62].

Using (2.21) formulation, various solutions have been proposed with the focus on providing the additional

constraint (f(J)) such that the obtained solution have lower localization error and higher accuracy [61].

For instance, Minimum Norm Estimation (MNE), which was initially introduced by Hämäläinen et.at [63]

focuses on the minimization of the overall intensity (energy) of the source distribution as the additional

constraint [64]. In this case:

f(J) = ||J ||22 (2.22)

Introducing this priori information makes the solution unique and has shown to increase the accuracy

of localization. Moreover, the additional constraint in the form of L2 least-square allows for obtaining

a closed-form solution for the problem, leading to a computationally fast solution. However, the major

problem with this solution is that it will suppress the deep sources and which leads to incorrect localiza-

tion [65]. To compensate for this problem, one could use the information from the forward model and

assign various weights for the elements of this matrix. For example, the weight matrix $ can be defined
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as $ii = ‖Hi‖ where Hi is ith column of H. This lead to the following:

f(J) = ||$J ||22 (2.23)

The elements of the weight matrix are known as ”Depth-weight”. The ”Depth-Wight” is introduced to

provide a higher weight of the points on the H(r) that are deeper. This method is called Weighted Min-

imum Norm Estimate (WMNE), which is an extension of the explained MNE with additional weights as

constraints. WMNE model is one of the most popular L2-Regularization methods and will be used in Sec-

tion 4.2.1, to evaluate and illustrate the proposed post-processing method. Low Resolution Electromag-

netic Tomography (LORETA) is a source localization method that was introduced by Pascual-Marqui

[66]. The method is called low-resolution electromagnetic tomography because the spatial resolution

is relatively low while time resolution is improved. LORETA is a minimum norm estimation solution

but with Laplacian and weighted current source. Low spatial resolution is due to the imposed spatial

smoothness constraint, which is expressed by the use of a three-dimensional discretized Laplacian ma-

trix. The primary assumption of this method is that neighbouring grids/voxels have similar electrical

activity. The regularization term in this formulation has the following notation:

f(J) = ‖B$J(n)‖2 (2.24)

As shown in (2.24), compare to WMNE, the parameter B is the additional element included, which

corresponds to discrete Laplacian operator [66]. LORETA method could be considered as WMNE

method in a transformed domain [61]. The objective of the additional constraint B is to provide a

smoother result as the inverse solution. The method Dynamic Statistical Parametric Mapping (dSPM),

proposed in [67], provides the basic idea of normalizing the source estimate with respect to the variance

of the noise. The objective of this approach is to decrease the influence of the presence of noise on the

observed estimate. The paper [67] shows that the covariance of the noise C could be used to estimate the

noise itself. Using the noise variance, or source variance to normalize the solution of the inverse problem

is the main idea behind this approach. Pascual-Marqui initially introduced Standard Low Resolution

Electromagnetic Tomography (sLORETA) in 2002 [68] as an extension of LORETA [66], which constructs

the inverse problem with the weighted-Laplacian condition. However, localization inference is based on

images of standardized current density. This means that the main emphasis of SLORETA and its core

concept is standardizing the solution of any given source estimate with closed-form expression [68].

Therefore, in practice, the method is called SLORETA, even if the Laplacian matrix is embedded in

the original equation. This method could be considered as the most popular method in linear inverse

modelling of EEG and MEG measurements, due to its simplicity and high accuracy. The benefit of this

method is that it has zero localization error for noise-less measurements. This is due to the fact that the

biological variance of the actual source is also taken into account in addition to the variance of the noise

(compare to DSPM method). The assumption is that the biological variance is uniform across the brain.

[68], and hence the method is standardized (normalized) with respect inverse operator. Consider the
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definition in (2.25), which is standardization of the source estimate for the case of EEG measurements:

[ĴsLORETA]l =
[Ĵ ]l

[SĴ ]ll
(2.25)

where Ĵl is the current density estimate (source estimate) at the grid point l and [SĴ ]ll is lth diagonal

element of the matrix SĴ . The notation [ĴsLORETA]l is the result of sLORETA source estimate after

standardizing the source estimate with respect to SĴ . The matrix SĴ is described next.

In all mentioned methods here, the additional constraints (f(J)) is in form of L2− regularization, which

allows for obtaining a closed-form solution for cost function, such that for any point of time, the source

estimate is as follows:

Ĵ = WM (2.26)

where W is a kernel operator illustrating the closed-form model for L2-based cost function.

Now consider (2.15) that illustrates the noiseless model, the general expression of the inverse problem is

the equation M = HJ . Substituting (2.15) into (2.26) will provide:

Ĵ = WHJ (2.27)

Let [SĴ ] = WH:

Ĵ = [SĴ ]J (2.28)

The Equation shown in (2.28) means that the relation between the estimation of the source Ĵ and

the true source J is through the matrix [SĴ ]. The expression above shows that the true source ( source

estimation with zero error in case of no additive noise) is derived by (2.25). The derived standardization

equation allows for the computation of zero-error source estimate in the case of noise-free measurements.

This method is the primary focus of the thesis, due to its popularity among linear inverse models.

The mentioned solutions above are considered as prevalent methods of source imaging due to their

acceptable source estimate and fast computation. However, they generally provide a blurred solution.

One category of solutions proposed to compensate for this limitation was the introduction of an additional

constraint on f(J) in the form of Lp-norm problem. This is written in the form of:

f(J) = ||WJ ||p (2.29)

where 0 ≥ p ≤ 1. While this allows for more sparse solution [69], the computational time of the solution

increases as the equation does not have a closed-form solution anymore. Minimum Current Estimate

(MCE) is an algorithm with p = 1 leading to convex optimization and assumption for having fixed

orientation [70]. Focal under determined system solution (FOCUSS) is another method proposed in [71],

which updates the weights through an iterative process using L0-norm. This leads to gradually shrinking

the source estimate and resulting in sparse solution [61]. Furthermore, more than one constraint in the

transform domain, T could be used to obtain a new source estimate. For example, a sparsity on spatial

domain and smoothness on the temporal domain could be combined in the form of L1, L2 solution to

provide a new approximation for source estimate [61]. Mixed-Norm Estimate (MxNE) is an example
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Figure 2.14: An overview on Regularization based solutions [45].

of the algorithm with such constraints [72]. Figure 2.14 illustrates an overview of various least-square

algorithms.

2.7.2 Computationally Complex Inverse Solutions

Other than the regularization-based solutions which relatively have simpler formulation, there exist var-

ious solutions for an inverse problem which have higher complexities with higher computational time.

Among them are Tensor-Based solutions that consider additional dimensions for the data (other time

space and time) and utilize the information obtained from these additional spaces to compute source

estimate. The proposed methods under this category often focus on possible variations for these addi-

tional dimensions. Space-Time-Frequency (STF), which provides Short Time Fourier Transform (STFT)

in the space domain as the third dimension [73] and Space-Time-Wave-Vector (STWV), which provides

Wavelet transform in the space domain [74] are examples of this category. The Bayesian framework is

another general framework, which looks at the source localization from the probabilistic approach. All of

the methods in this category are focused on finding the fittest prior assumptions that make the solution

of the problem more universal and accurate. Maximum a Posterior Estimation, Variational Bayesian

(VB), and Emperical Bayesian (EmpB) are three classes of this category. Considering Bayesian general

formulation, methods such as MNE, WMNE, MCE and MxNE could all be considered as derivation

of maximum a posterior estimation where the prior (p(J)) is fixed. However, the formulation can get
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more complicated by introducing additional levels into the hierarchical model with more parameters to

be considered. While in some cases, these methods illustrate better performance over the conventional

methods, due to their complexity and high computational cost, they are practically not beneficial and

therefore, are considered out of the scope of this thesis.

2.8 Signal Denoising and Best Basis Selection

This thesis is heavily based on the proposed denoising approach in [75] and its subspace Singular Value

Decomposition (SVD) based approach in [76]. Therefore, this part of the thesis is dedicated to intro-

ducing the approach in [75], while the applications of the methods are explained in details in Chapter 3

and Chapter 4.

Consider y(n) to be a noisy signal at sample n, which is constructed from noise-less data ȳ(n) and

additive noise ω(n) as shown in 2.30

y(n) = ȳ(n) + ω (2.30)

Further more, assume that (2.30) is in a subspace where, sorting y(n) in descending order and selecting its

first Sm components would provide us the denoised data ȳ(n) (condition of such subspace and its proof

is provided in [75]). In this case, obtaining the denoised version of y(n) shown with ŷ(n) is achievable

if Sm∗ as the optimum index of the ordered data is selected correctly from all possible Sm values. The

method, analyze this case by considering Data Error, and Reconstruction Error describe below:

Data error: XSm =
1

N
||y − ŷSm||22 (2.31)

Reconstruction error: ZSm
1

N
||ȳ − ŷSm||22 (2.32)

where N is the length of the data.

The optimum index in ordered data, Sm∗ is achieveable by minimizing (2.8).

Sm∗ = arg min
Sm

ZSm (2.33)

While this error is unavailable, it is proven in [75], that the probabilistic upper bound of (2.8), shown

with Z̄Sm is achievable by utilizing (2.32), noise variance estimate, confidence probability, and criterion

of Description Length (DL).

Sm∗ = arg min
Sm

Z̄Sm (2.34)

The finalized derivation, as well my proposed simplification is presented in Appendix A, while the

method is used in Chapter 4. Moreover, the similar approach is utilized in [76] for selection of number

of eigenvalues. This method could be considered as a branch of [75] method. The application of this

method is presented in Chapter 3.
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Chapter 3

Reliable Automated pre-processing

This chapter focuses on a proposed pre-processing method that provides a reliable and automated number

of component estimation for the purpose of sub-space based artifact removal. The proposed method

improves the efficiency of existing subspace methods such as ICA and SSP by providing an accurate

estimate on the number of components that are required to be removed.

3.1 Ambiguities of Independent Component Analysis (ICA) and

Signal Space Projection(SSP)

The main problem in the mentioned subspace artifact removal methods is that the order of the indepen-

dent components is unknown [31]. Recall that in (2.1), both A and S are unknown and therefore any

order (dimensions) for the mentioned data can be chosen. This cause ambiguity and selection of the cor-

rect number of components becomes an important question in the pre-processing step. Selecting a high

number of components and removing additional components from the data, leads to losing important

information from the measurements; while selecting a low number of components leads to not obtaining

the optimum demonizing result. In this chapter, a method is proposed for the automatic selection of the

number of components in the case of artifact removal. The proposed method is explained and illustrated

through the process of blink artifact removal, which is one of the common existing artifacts in EEG and

MEG measurements.

3.2 Ocular Artifact (OA) Removal by Subspace Methods

Both EEG and MEG methods are often contaminated with additional unwanted components known as

artifacts. One of the most prominent artifacts is an Ocular Artifact (OA) which includes EB and other

low-frequency pattern artifacts caused by eye movements [77]. The difficulty of removing unwanted

components while maintaining the original underlying signal, and its importance in many applications

such as BCI and neuroscience researches [78], has caused a great deal of focus on developing algorithms
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in the context of artifact removal from EEG /MEG measurements [78]. Among the existing algorithms,

subspace-based approaches [79] such as Independent Component Analysis (ICA) [46] and Signal Space

Projection (SSP) [37] are well known and widely used due to their relative efficiency. These algorithms

rely on the decomposition of the data and the separation of relevant components from artifacts. To

perform such algorithms, pre-knowledge about the number of components involved in the artifact is

required, which is often a user-dependent process and difficult to obtain. Here, a method of estimation

of the number of artifact components using Mean Square Eigenvalue Error (MSEE) [76] is proposed.

This estimate allows the subspace-based algorithm to provide robust EB artifact removal.

3.3 Eye Blink (EB) Number of Components (NoC) Estimate as

Application of Number of Source Eigenvalue Error NoSEE

Subspace-based methods use topographies (i.e. the spatial distribution of data at one point) to separate

artifacts from the original signal. These methods rely on two primary assumptions: 1- Spatial distribution

of the artifact is different from the source 2- External artifacts such as eye blink have low dimensionality

[37, 38]. Subspace-based algorithms such as ICA and SSP first project the neural data M into subspace

(also known as component space), then the number of components corresponding to artifacts is estimated

and removed. Lastly, non-artifact components are transformed back to their original space to represent

the data. The block diagrams in Figure 3.1 illustrates a high-level overview on ICA and SSP artifact

removal procedures, where M̂ the EEG /MEG data when artifacts are removed. Regardless of the

chosen algorithm, finding the number of artifact components (shown with m) is an important necessary

procedure.

M
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Figure 3.1: Block diagram of ICA and SSP subspace-based methods used for removal of artifacts.

Selecting the number of components (m) is usually done manually and is a user-dependent process.

Additionally, selecting the correct number of components requires expertise and knowledge with extensive
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analysis of the spatial and temporal character of the data (an example will be shown in Section 3.4.5).

Here an algorithm that would estimate the optimum number of components m̂ for subspace-based

algorithms such as ICA and SSP is proposed. Here a brief explanation of the proposed algorithm is

provided.

Let us assume that our signal of interest is the blinking artifacts while the EEG/MEG data are the

unwanted signals. This allows us to re-write the general equation as follow:

Ω = Ω̄ + υ (3.1)

where Ω is pure blinking signals and υ is representing the EEG/MEG additive data. The objective is to

find the number of components in Ω, which is similar to the Number of Signal Source Estimate (NoSS)

proposed in [76]. The proposed method in [76] uses the covariance matrix of the noisy signal of interest

(in here matrix Ω) as shown in (3.2), to estimate the optimum number of eigenvalues by mean square

eigenvalue error (MSEE) estimation. While the original equations and derivations could be found in

[76], in here, they are presented with a new notation, and with a new perspective which considers EEG

and{GlsMEG as data, and their corresponding artifact as noise.

CΩ =
1

N

N∑
n=1

E(Ω(n)ΩT (n)) = CΩ̄ + σ2IP×P = UσΩU
∗ (3.2)

where N is length of the data, σ2 is variance of the noise and I is Identity matrix. Additionally σΩ is

P × P matrix of eigenvalues and U illustrates eigenvectors. Moreover CΩ̄ could be decomposed to:

CΩ̄ = UσΩ̄U
∗ (3.3)

As described in [76], the objective is to choose the optimum m largest values of σ, denoted by σΩ(m),

such that the following (MSEE) in (3.4) minimized:

Zm = ||σΩ̄ − σΩ(m)||2 (3.4)

While Zm is unavailable due to unavailability of noiseless eigenvalues shown with σΩ̄, In [76] the following

Xm available eigenvalue error

Xm = ||σΩ − σΩ(m)||2 (3.5)

is used to provide probabilistic bounds on the unavailable Zm. It is shown in [76] that minimizing the

upper bound of Zm [76], denoted by Z̄m, leads to the optimum number of components:

m̂ = arg min
m

Z̄m (3.6)

However, to use the formulation above with real MEG/EEG data, υ is required to be White Gaussian

Noise (WGN) distribution [76]. This is ensured by prewhitening all data by use of non-blinking events and

utilizing the resultant data as the input for the proposed algorithm. The details prewhitenningprocess
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areexplained in Section 2.4.5. However, the step-by-step procedure of the proposed algorithm is provided

in Section 3.3.1.

3.3.1 Step-By-Step Procedure of The Proposed NoSEE application

Step 1: Highlight and separate MEG/EEG data into blink and non-blink events (As shown in Figure

3.2).

Non-Blink Non-Blink Non-Blink Non-Blink Non-Blink

Blink Blink Blink Blink

Figure 3.2: A segment of MEG data with blink and non-blink events highlighted.

Step 2: Export ”Non-Blink” regions and concatenate them into a matrix called WB .

Step 3: Obtain prewhitening operator using covariance matrix of WB and one of the known methods

such as EigenValue Decomposition (EVD).

F = Us1Σs1 (3.7)

where

CWB
=
[
Us1 Us2

] [Σ2
s1 0

0 Σ2
s2

][
UTs1

UTs2

]
(3.8)

where Us1 and Us2 are eigenvectors and Σ2
s1 and Σ2

s2 are eigenvalues respectively [45].

Step 4: Perform prewhitening on the (3.1) as follows:

Ω̃ = F+Ω (3.9)

where F+ is representing Moore-Penrose pseudo inverse of F [45].

Step 5: Use Ω̃ instead of Ω in (3.2) and follow the rest of the proposed method to find the number of

components for blinking artifacts.
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3.4 Simulation Results of the Proposed pre-processing Method

Evaluating artifact removal algorithms for neural data is a challenging task, as free-artifact neural signals

are not available [80]. To ensure that the proposed number of artifact component estimates is useful,

both synthetic and real data have been used to evaluate the performance and validate the method. The

description of both are provided in the following sections.

3.4.1 Synthetic EEG Data for the Proposed pre-processing Method

The synthetic EEG data is utilized for numeric evaluation and performance of the proposed method. As

suggested in [81], the noise-like behaviour of EEG data allows us to represent its activities by simulating

it as pink noise. After generating EEG-like background activities as pink noise, a set of blinking signals is

added to the EEG data. Blinking signal activities were simulated to have large amplitude spikes (about

10 times larger than EEG background activities) [81, 82] and last for 100 − 400ms [82] with interval

repetition of 5 seconds [83]. To ensure that blinking spikes are distributed between channels similar

manner to real EEG data, sinusoidal signals with different frequencies [84] (representing source space

data) were located as dipoles near frontal sensors where blinking artifacts are often measured [85]. Then

electrode space representation of data is obtained by projection of the dipoles using theSpherical head

model provided in [86]. Figure 3.3 illustrates synthetic EEG generated for 19 channel signals with the

samplingfrequency of 250Hz and time duration of 30 seconds. The randomly generated pink noise as the

Figure 3.3: Simulated EEG data with blinking artefact from electrode-space for 19 channels and 30
seconds.

background activity was varied for every simulation. Additionally, the number of blinks, amplitude, and

frequency of the blink simulations were changed, such as the true number of component changes. This

was repeated 75 times to examine the liability and stability of the method. SSP projection, extended-

ICA [87] known as runICA (explained in the Section 2.4.3), and Joint Approximation Diagonalization of

Eigenmatrices (JADE) [32] (explained in the Section 2.4.3) were used along with the proposed number
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of the componentestimate to perform artefact removal analysis. This will be further explained in Section

3.4.4.

3.4.2 Real MEG Data

To validate the proposed algorithm, publicly available MEG data provided in [88] is used. The data

contain 6 minutes of one subject data acquisition. MEG data were obtained at a sampling frequency

of 2400Hz and down-sampled to 600Hz with CTF 275 system. A totalof 274 MEG channels were used

to collect the data. The procedure explained in [88] was performed as a pre-processing step. SSP

method explained earlier was used to perform Eye blink artifacts removal. Figure 3.4 illustrates the

time series MEG data for a time point where blinking has occurred for all 274 channels. In total, 15

Figure 3.4: Real MEG illustrating a blinking point time data obtained from an individual using 274
channels. Plot obtained from Brainstorm Toolbox [28].

time events where blinking has occurred is marked each with a duration of approximately 3 seconds.

All non-blinking events were concatenated together to make the prewhitening matrix, while all blinking

events were contacted for SSP projection. The 6 minutes data was prewhitenned, and the obtained result

was fed to the proposed Number of Source Eigenvalue Error (NoSEE) algorithm for blinking artifact

number of component estimation.

3.4.3 Evaluation Criteria of the Proposed pre-processing Method

To evaluate the performance of the proposed method on the synthetic EEG data, Root Mean Square

Error (RMSE) [89] is utilized. This error illustrates the normalized difference between the noise-less EEG

and the obtained EEG after performing blink artifact removal. The lower value of RMSE illustrates the

33



better performance of the algorithm.

RMSE =

√√√√ 1

N

N∑
i=1

(ȳ(i)− ŷ(i))2 (3.10)

where ȳ(i) illustrates artifact-free simulated EEG (generated pink noise) at a discretepoint i, ŷ(i) is the

data obtained after removing the blink artifacts, and N is the length of the data. Moreover, validation

of real MEG data was done by performing extensive manual analysis on the SSP components. The

manifested analysis is following [88], which is a standard analysis that is done for manual estimation of

the number of components.

3.4.4 Synthetic EEG Result and Discussion for the Proposed pre-processing

Method

After performing the proposed method (NoSEE) on the synthetic EEG data, the obtained Number of

Component (NoC) was compared with 1, 2, 3 and 4 components, which were selected manually. As

described earlier, two ICA and one SSP method was used to perform artifact removal on the data, which

demonstrate the efficiency of the proposed method for various subspace-based algorithms. Table 3.1

illustrates the obtained RMSE for 5 randomly selected trials out of the 75 trials. The column NoSEE

shows the RMSE obtained after using NoSEE algorithm and the number in the bracket represents the

chosen number of the component by the algorithm.
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Table 3.1: RMSE of SSP, runICA and JADE artifact removals . C(i) represents choosing the first i
components. Last column illustrates RMSE as well as the optimum chosen NoC by the proposed method
(in parenthesis). Last row is the averaged results over 75 trials.

SSP C (1) C (2) C (3) C (4) NoSEE

Trial 1 0.00495 0.00438 0.00467 0.00964 0.00438 (2)

Trial 2 0.00498 0.00435 0.00462 0.00927 0.00435 (2)

Trial 3 0.00424 0.00372 0.00924 0.01006 0.00372 (1)

Trial 4 0.00679 0.00608 0.00462 0.00994 0.00462 (3)

Trial 5 0.00671 0.00618 0.00446 0.00773 0.00446 (3)

Average 0.00516 0.00456 0.00554 0.01032 0.00442

runICA C (1) C (2) C (3) C (4) NoSEE

Trial 1 0.00488 0.00437 0.00520 0.00567 0.00437 (2)

Trial 2 0.00426 0.00695 0.00813 0.00918 0.00426 (2)

Trial 3 0.00423 0.00447 0.00732 0.00868 0.00423 (1)

Trial 4 0.00674 0.00618 0.00565 0.01784 0.00565 (3)

Trial 5 0.00663 0.00608 0.00541 0.00564 0.00541 (3)

Average 0.00511 0.00490 0.00603 0.00797 0.00463

JADE C (1) C (2) C (3) C (4) NoSEE

Trial 1 0.00414 0.00487 0.00584 0.00815 0.00414 (2)

Trial 2 0.00488 0.00437 0.00519 0.00986 0.00437 (2)

Trial 3 0.00423 0.00632 0.00628 0.00724 0.00423 (1)

Trial 4 0.00678 0.00625 0.00612 0.00711 0.00612 (3)

Trial 5 0.00663 0.00606 0.00528 0.00612 0.00528 (3)

Average 0.00511 0.00504 0.00649 0.00761 0.00463

As it is illustrated in Table 3.1, the proposed NoSEE method results in obtaining the lowest value

of RMSE in every case. Also, the average RMSE over 75 trials is displayed in the last row of every

artifact-removal method, which shows a more accurate performance of NoSEE compares to manually

fixing the number of components.

Table 3.2: The accuracy in % describing the estimate of number of components (NoC) over 75 trials.

SSP runICA JADE

Proposed Method 85.3% 98.7% 98.7%

Manual Fixed NoC 33.3% 33.3% 33.3%
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Table 3.2 illustrates the high accuracy of the proposed method in all subspace-based algorithms. The

row Manual Fixed NoC represents the accuracy of the method when NoC is fixed to be either1, 2, or

3. It can be seen that the accuracy in SSP is lower compared to other methods, which is predictable as

SSP is more dependant on the number of blinks and the length of the data.

3.4.5 Real MEG Result and Discussion of Proposed pre-processing Method

Performing the proposed method on the real MEG data, provided us with a value of m = 2 as the

estimate for the number of components in blinking artifact. Therefore, our objective in this section is

to analyze and validate this observation using the standard methods performed for manual selection

of the number of components. Since the proposed method selected m = 2, the first 4 components

will be analyzed validate and exam the suggested NoC. One common way to evaluate the components

and identify the components responsible for blinking is to analyze the topography of the component.

Topography component illustrates the spatial distribution of each shown component on the head. This

is shown in Figure 3.5. Four different topographies are responsible for the four first components where

SPP1 is the first SSP projection component, SSP2 is showing the second component, and etc. The

value shown in percentage illustrates normalized singular values (components). A higher percentage is

an illustration of the greater influence of that component on overall blinking signals.

Figure 3.5: Topography of the first four components from concatenate MEG blinking artefacts

Topographical illustration of blinking activities often shown to beflat at every area of the topography

except at frontal area. In the frontal area, abrupt polarity reversal is expected to be seen [84]. This

is obvious and observable on the first component of the shown topography in Figure 3.5. The second

component is most likely illustrating the Saccade, which is a type of eye movement, which is shown

maximally onto anterior sites [84]. This is while no eye-related activities could be obtained from the

third and fourth components by the topographical analysis. The second method for manually examining

the components corresponding to blinking is comparing the times series data of the components of EOG

data (if it is available). Figure 3.6 illustrates the first four components along with vertical and horizontal
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EOG labelled as VEOG and HEOG, respectively. By comparing the EOG activities with the first four

Figure 3.6: Comparison between EOG times series and the four first components

components, one can see that the first two components are capturing most of the EOG activities while

the change in SP3 and SP4 are insignificant. One could see that the major peak shown in VEOG is

mostly captured by the first component while step-like variation which is an illustration of Saccade

components [84, 90] shown in the HEOG is obtained by the second component. Hence it is concluded

that the manual inspection of the MEG data using SSP components analysis validates the number of

blink components estimated by the proposed method.
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Chapter 4

Automated Source Thresholding in

Low Resolution Inverse Problems

As explained earlier in the Section 2.7, among inverse problem formulations, there exists group of solu-

tions which provide a reasonable estimate for the location of the source while being simple and compu-

tationally fast, such as the L2-Regularization based category of solutions. However, these solutions tend

to provide low resolution and blurred estimated. This chapter of the thesis is dedicated to describing

the proposed post-processing algorithms in the form of automatic thresholding which would increase the

resolution of the L2-based inverse solutions. Various development in the initially proposed algorithm

has occurred in the form of multiple publications, the proposed algorithms and their developments will

be explained in chronological order.

4.1 AESET in L2-Regularization Inverse Problems

In the context brain source localization, L2-regularization based solutions are computationally fast and

simple due to the fact that the L2-norm has a closed form solution. Solutions with L2-norm regularization

term, are over smooth and lack the required accuracy needed for many applications. Therefore, post-

processing thresholding is usually implemented with these algorithms. However, the value of these

thresholds is set manually, causing loss of relevant information, important sources or low accuracy in the

estimate. Here a new thresholding algorithm that automatically chooses the optimum threshold in the

sense of L2-Norm denoising and based on Minimum Noiseless Description Length (MNDL) thresholding

is introduced. The results show that the proposed thresholding overcomes the existing problem of manual

thresholding and provides accurate results without missing any sources.

Consider (2.26) expression, which illustrates how source estimate is obtained at any given sample. The

post-processing step of thresholding set a threshold on the result of Ĵ(n) amplitudes and indicate that

any value less than the mentioned threshold will be replaced by zero through hard thresholding. The

primary assumption of our proposed method for automating this thresholding is that the existing noise
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in the obtained Ĵ(n) have WGN characteristic. This is a reasonable assumption since many L2-based

inverse problems have pre-assumption that the noise has WGN [91], moreover, in many methods, the

closed-form expression provided for each inverse problem solution is whitened [92, 93] before computation

of Ĵ . This allows us to write the obtained source estimate as follows:

Ĵ = J + ω (4.1)

where ω has WGN distributed on the grid points with variance σω. Since the amount of activation of

a source within the grid is shown with the amplitude of the source for that grid, i.e., higher amplitude

means it is more likely that the grid point contains the source, simple thresholding can denoise the

source to some extent. Therefore, setting a threshold on the result of the source estimate observed from

L2-Regularization methods is a common practice. Thresholding is done to detect significant activities

within the brain and to be able to localize the active source with higher resolution.

𝐿2 − 𝐵𝑎𝑠𝑒𝑑
𝐼𝑛𝑣𝑒𝑟𝑠𝑒 𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑠

Denoising 
(Manual Thresholding)

መ𝐽
መ𝐽𝑡ℎ

𝑀

Figure 4.1: Existing L2-Regularization post-processing (Thresholding)

As shown in Figure 4.1, thresholding is currently done manually. This makes the performance of

the methods rather subjective. Since in the case of real EEG source localization, the ground truth is

unknown, manual thresholding is shown to become troublesome, unreliable and can induce the risk of

losing valuable information. In this work, a new rigorous automated thresholding to eliminate manual

thresholding is introduced.

𝐿2 − 𝐵𝑎𝑠𝑒𝑑
𝐼𝑛𝑣𝑒𝑟𝑠𝑒 𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑠

Denoising 
(Automated Thresholding)

መ𝐽
መ𝐽𝐴𝐸𝑆𝐸𝑇

𝑀

Figure 4.2: Proposed automated post processing (Automated EEG Source Error Thresholding (AESET)
threholding)

4.2 Automated EEG Source Error Thresholding (AESET)

Hard thresholding of values of Ĵ with a threshold value m(τ) is equivalent to sorting these values and

choosing the first m values (Jτ → Jm(τ)). Therefore there is a map from threshold value τ to a value

of m between zero and Ns (length of J). Consequently, the choice of optimum threshold is equivalent

to the choice of the optimum subspace selection and the optimum value of m. For each value of the
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threshold, and therefore m, the following error is available:

Available Source Error: Xm =
1

Ns
||Ĵ − Ĵm(τ)||22 (4.2)

By Maximum Likelihood approach, it is known that as the value ofm is increased( lowering the threshold)

this error monotonically approaches zero. The optimum value of m such that it provides the minimum

description length (DL) of the data is intended to be find . Based on 4.1 the PDF of the source estimate

is:

f(Ĵ ; J) =
1

(
√

2πσ2)Ns
e
−||Ĵ−J||22

2σ (4.3)

The objective is to chose value of m such that the noiseless description length is minimized (MNDL)

[94, 95]:

mAESET = arg min
m(τ)

DL(J ; Ĵm(τ)) (4.4)

where

DL(J ; Ĵm(τ)) = − log2(f(Ĵm(τ); J)) (4.5)

Based equations (4.3) and (4.5), minimizing the description length is equivalent to minimizing following

unavailable error:

Desired Source Error: Zm(τ) =
1

Ns
||J − Ĵm(τ)||22 (4.6)

While this error is not available, it is shown in [96, 75] that using the available source error the mean and

variance of Zm(τ) can be estimated with confidence and validation probabilities P (Q(α)) 1 an P (Q(β)),

where α and β are 4 for the probabilities to be 0.99. Consequently, the probabilistic upper bound of

Zm(τ) is in the form of:

Z̄m(τ) = E(Zm(τ)) + β
√
var(Zm(τ)) (4.7)

In this case the optimum value of m in (4.4) is estimated based on the probabilistic worst-case scenario

as following:

m̂AESET = arg min
m(τ)

Z̄m(τ) (4.8)

The pseudo-code for AESET is provided in Algorithm 1.

1Q(α) =
∫ α
−α(

1√
2π

)e
−x2
2 dx
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Algorithm 1 AESET Algorithm

Input: Source Estimate Ĵ from L2-Regularization methods

Output: Automatically thresholded source estimate Ĵm

Sort |Ĵ | in Descending order

Compute Xm:

for (i = 1;i < Ns;i = i+ 1) do

Ĵm(i) = [Ĵ(1 : i); zeros(Ns − i)]
Solve for Xm(τ) using (4.2)

end for

Estimate Z̄m(τ):

Noise-Variance=Variance( Lowest 10% values of Ĵ)

σ=
√
(Noise-Variance) , α = 4 , β = 4

for (m = 1;m < Ns;m = m+ 1) do

Estimate optimum Z̄m(τ) using (4.6)

end for

Set the threshold using observed Z̄m(τ):

Use the index corresponding to the minimum Z̄m(τ)

as the index for Ĵ thresholding to compute Ĵm(τ)

through hard thresholding

Sort back Ĵm(τ) into Ĵ elements order

4.2.1 Simulation of AESET

To evaluate the performance of AESET thresholding method, multiple simulations were performed using

synthetic data. The active sources were constructed for one, two and three patches of the source, where

each source within the patch is restricted to be perpendicular to the cortical surface [97]. For each

case, the EEG simulation was observed by applying the lead-flied matrix to the constructed sources

(HJ), while noise level varied in each scenario to achieve the Signal-to-Noise Ratio (SNR) of 5dB,

10dB and 15dB. SNR is defined as the logarithmic ratio between the power of the signal and power of

the noise [97]. Evaluation of the algorithm performance was done with Brainstorm [28], which is freely

available for download online under GNU general public license. ICBM152 anatomy, distributed by the

Montreal Neurological Institute (MNI) [98] was used as the default anatomy with 15002 as its number

of vertices for the cortex surface. In the simulation, 41 electrode channels were used. Three-layered

spherical head model was used as the forward model for both simulation and the inverse solution [99].

The proposed method is examined on the most popular linear inverse model that use L2-Regularization

source estimation methods, WMNE, DSPM, and SLORETA. The manual thresholding values of 3%,

10% and 70% were used for the comparison as suggested in [100], [101], and [102] respectively.
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4.2.2 Evaluation Criteria for AESET method

Two types of error measurement are relevant in this scenario, and are used to evaluate the performance

of the thresholding method:

1- Mean Square Error (MSE)[103], which is defined as the L2-norm difference between reconstructed

current and the ground truth.

MSE =
||ν̂ − ν̄||2
||ν̄||2

(4.9)

where ν̄ is the ground truth for the source observed from J and ν̂ is the estimated source with different

values of thresholding. In the source imaging problem, lower MSE is desired as long as the sources are

not missed.

2- Percentage of Undetected Source number (PUS) [104], which is defined as the real source whose

location to its estimate is greater than 0.6 times the unit distance of the source. Here, the patches of

the sources and the average radius of their area as the unit distance is used.

PUS =
Nun
Nreal

(4.10)

where Nun is the number of undetected sources and Nreal illustrate the total number of sources.

4.2.3 Simulation Results of AESET

Figure 4.3 illustrates the performance of the three methods with different thresholds at 5dB SNR.

As can be seen from the plots, very high thresholding such as the threshold of 70% would lead to

losing important information in the estimate. Additionally, lower thresholds cause the solution not to

be accurate enough. The proposed method AESET is adaptive in the sense that it uses statistical

information about the source estimate to perform thresholding. As can be observed from the figure, in

most of the cases AESET method outperforms the manual thresholds in the sense of providing a more

accurate solution without losing important information.
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Figure 4.3: Three sources estimation evaluation for SNR of 5dB. The subscript under each method
illustrate the amount of thresholding in percent.

It should be mentioned that visual inspection of the result from the figure is not enough as there

may be underlying activities in the depth of the cortex that are not see-able by the figure. Table 4.1

provides quantitative information with regards to the performance of the method, for three SNRs and

for three cases with one, two, or three sources. The information provided in the table is the result

of averaging twenty trails MSE and PUS, wherein each simulation noise, amplitude and time delay of

sources, size and location of the patches and the number of sources within each patch varied randomly.

Note that in PUS the objective is to see if any of the sources will be lost in the process of thresholding

by imposing different scenarios, and here minimum MSE is desired in source imaging methods as long

as the thresholding method does not miss the sources (PUS=0). As the table illustrates, only for low

SNRs and one source 70% thresholding outperforms AESET and this is due to the error in noise variance

estimation of the approach.
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Table 4.1: MSE (PUS), Averaged over 20 trials for three cases (One Source, Two Sources and Three
sources

Methods One Source Two Source Three Source Three Source Three Source

5dB 5dB 5dB 10dB 15dB

sLORETA0% 27(0%) 25 (0%) 23 (0%) 22 (0%) 22(0%)

sLORETA3% 26 (0%) 25(0%) 23(0%) 22(0%) 22(0%)

sLORETA10% 24 (0%) 23 (0%) 22 (0%) 19(0%) 21(0%)

sLORETA70% 6 (0%) 7 (30%) 7 (32%) 6(41%) 5(47%)

sLORETAAESET 20 (0%) 18 (0%) 17 (0%) 19 (0%) 19(0%)

WMNE0% 9(0%) 8 (0%) 6(0%) 7 (0%) 6 (0%)

WMNE3% 8 (0%) 8 (0%) 6(0%) 7(0%) 6(0%)

WMNE10% 6 (0%) 6 (0%) 4(0%) 4 (0%) 6(0%)

WMNE70% 2(0%) 2 (32%) 1(64%) 1(62%) 1 (58%)

WMNEAESET 6(0%) 6(0%) 4 (0%) 4(0%) 4(0%)

dSPM0% 24(0%) 25 (0%) 27(0%) 27(0%) 27(0%)

dSPM3% 25(0%) 25(0%) 26 (0%) 26 (0%) 27 (0%)

dSPM10% 22 (0%) 24 (0%) 25 (0%) 23(0%) 24 (0%)

dSPM70% 6(0%) 7 (37%) 6(37%) 9(32%) 8 (33%)

dSPMAESET 19(0%) 23 (0%) 20(0%) 21(0%) 19(0%)

As shown in the table, the over-smoothness of the L2 -regularization often leads to observing no unde-

tected sources, unless the employed thresholding is more than required and cause loss of information as

the thresholding of 70% illustrate. Note that although the MSE of 70% thresholding is smaller than all

the other methods, it misses the sources once there is more than one source.

4.2.4 Analysis of the Obtained Results for Further Improvements on AESET

method

As it was mentioned earlier, the proposed method here considers the lowest 10% values of the Ĵ as the

representation of noise and its variance as a noise variance estimate. The suggested method for noise

variance estimate is uncertain, and the suggested 10% tail, is not optimum under all conditions. To

further improve the method, as it will be described in the next section, a new data-driven noise variance

estimate is proposed. The proposed method is performed and evaluated solely on SLORETA, and this

is because SLORETA is the most popular method and AESET method have illustrated acceptable

performance on this method.
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4.3 HR-sLORETA in EEG Source Imaging

The proposed approach here describes improvements that were done on the automated threshold method

explained above. Due to the popularity of SLORETA compare to all other mentioned methods, and effi-

cient performance of AESET on this method, further improvements were performed only on SLORETA.

The proposed method is introduced as Higher Resolution sLORETA (HR-sLORETA). While the method

follows the same procedure and problem formulation, a new noise variance estimation is introduced,

which is described in the following section.

4.3.1 Noise Variance Estimation Using Kurtosis Analysis

It is shown in [75] that the desired source error in (4.6) is a Gaussian distribution with the following

variance:

var(Zm) =
2m

N2
s

(σ2
ω)2 (4.11)

As the equation above illustrates, to find a solution for (4.11), an estimate of the noise variance σ2
ω is

required. Sorting the source estimate Ĵ in descending order and choosing the last Ns− i values as the

estimate of noise in Ĵ is an acceptable assumption as the lowest values in the source estimate represent

the noise. Additionally, the standardization that is done in SLORETA suppress noise within the estimate

which further supports the assumption. Hence the primary question is the optimum value of i that is

representing the noise estimate within the source estimate. Estimating this value by an iterative process

within a range of values between imax and imin is proposed. For each value of i, the estimated noise

variance is

σ̂2
ω(i) =

1

Ns − 1

Ns∑
p=i

||Ĵp − µi||2 (4.12)

where:

µi =
1

N

Ns∑
p=i

Ĵp (4.13)

Therefore, for each value of i optimum denoised value that is a function of i is defined:

i→ σ̂2
ω(i)→ Ĵm∗(i) (4.14)

Once Ĵm∗(i) corresponding to σ̂2
m(i) is obtained, an estimate of subspace noise can be calculated:

ω̂(i) = Ĵ − Ĵm∗(i) (4.15)

The result of 4.15 illustrates the difference between the SLORETA source estimate and HR-sLORETA,

which is the noise within the SLORETA source estimate. Inspired by ICA denoising method described in

Section 2.4.3, the optimum value for i is chosen by an error criteria constructed based on the the kurtosis

of the subspace noise. Kurtosis is standardized fourth moment about the mean and is formulated for
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the estimated subspace noise as follows [105]:

κω̂(i) =
E(ω̂(i)− µω̂(i))

4

(E(ω̂(i)− µω̂(i))2)2
=
µ4(i)

σ4
ω̂(i)

(4.16)

where µω̂(i) and σω̂(i) are mean and standard deviation of the subspace noise estimate respectively. As

the primary assumption is that the noise has a Gaussian distribution, this value has to be compared with

the optimum value for the normal distribution that is 3 [105]. Using this statistical knowledge about

the characteristic of the noise to define an error, the Kurtosis Error can be defined as:

εκ(i) = ||3− |κω̂(i)|||2 (4.17)

The optimum value for the i is the value that minimizes the Kurtosis Error and equivalently represents

the most consistency between the prior assumption on the additive noise and resulted residuals of the

algorithm:

i∗ = argmin
i
εk(i) (4.18)

which lead to the optimum value of the denoised source estimate Ĵm∗(i
∗) .

4.3.2 HR-sLORETA Simulation

EEG source imaging of SLORETA is performed using Brainstorm [28], a MATLAB toolbox freely

available for download online under GNU general public license. The anatomy of the head is constructed

using MNI Colin 27 [106], and three-layered spherical head model [107] is used for both forward model

and inverse model. The number of potential sources (grid on the cortex surface) is set to 15002 with

65 electrode measures as the number of sensors. The sources are defined as patches of neurons, where

the orientation of the neurons are restricted to be perpendicular to the cortical surface. Moreover, the

sources are positioned randomly on the surface of the cortex (grids). For each patch, a synthetic source

is generated, which represent the summation of all existing neurons in the patch. The variation in source

patch signals is with the introduction of time-shift and amplitude change to mimic the propagation of

source activation across the brain. Additionally, a normally distributed noise with various amplitude is

added in each simulation, which corresponds to different SNR values. EEG simulation is constructed

by multiplying the synthetic sources by the gain matrix. While the total number for potential sources

(Ns) is set to 15, 000, it is empirically observed that even in the higher number of sources such as the

one shown in Figure 4.4, the number of active sources does not exceed 300− 400 points. Therefore the

range of values for i are set to imin = 500 and imax = 2000 which corresponds to that the last 14, 500 to

13, 000 points respectively. The method is examined using one, two, three and four patches of sources

with SNR values of 5dB, 10dB, and 15dB. The result shown here is the average of 10 trials. The method

is compared with manual thresholds of 3% [108], 10% [109] and 70% [110] and the automatic threshold

using Otsu [111] as suggested in [112]. ( Note that in addition to manual thresholding, a gray-level

thresholding algorithm introduced by Otsu [111] is also suggested in [112], as a method of automatic
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thresholding).

4.3.3 Evaluation Criteria for HR-sLORETA

One of the important characteristics in improving the solution of SLORETA is to introduce no additional

False Negative (FN) compared to the original SLORETA. This means that the method does not cause

loss of any sources. This is evaluated by PUS [113], which was described previously. The result of PUS

criteria is shown by percentage (%), and any value other than 0 suggests that the method is missing a

source; and since missing the source is in contrast with the motivation of this paper, any method that

illustrates PUS> 0% will be eliminated. The second criteria used in this paper is Spatial Dispersion

(SD) [114]. Spatial Dispersion measures the resolutions of the source estimate in the unit of mm. The

lower the value, the higher is the resolution in the source imaging and it is defined as follow:

SDr =

√√√√∑N
k=1(dkl.||Ĵkl||)2∑N

k=1 ||Ĵkl||2
, l = 1, . . . , Ns (4.19)

where dkl is defined as the euclidean distance between the true source located at grid point r and its

closest source estimate at the location k.
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4.3.4 Simulation Result and Discussion of HR-sLORETA

The method is evaluated under four different scenarios where the number of sources increases, and for

each scenario, SNR values of 5dB, 10dB and 15dB were examined. Figure 4.4 illustrates one trail of four

sources and performance of each method. As it is shown in Figure 4.4, HR-sLORETA is providing the

highest resolution without loss of any source patch. One must note that visual observation is not enough

since deeper regions of the cerebral cortex is not visible. Table 4.2 provides the result and performance

of the method averaged over ten trails.
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Figure 4.4: Illustration of SLORETA with various thresholds SLORETA for the case of 4 sources.

As it is shown in Figure 4.4, SLORETA70% which corresponds to the solution of SLORETA with manual

thresholding of 70% illustrates losing two of the four source patches. Using the evaluation method PUS,

the performance of the method in terms of having any False Negative (FN) is evaluated. The observed

result shows that the only method that has non-zero PUS, PUS> 0% is SLORETA70%. The value of

PUS was zero for all other methods suggesting no information was lost in the process. The threshold

SLORETA70%, shows PUS=50% for two sources and PUS of 30% to 60% for three and four sources on

average over ten trails. Therefore for further evaluations, SLORETA70% method is eliminated in the

following analysis. Using Spatial Dispersion which evaluates the method’s resolution, HR-sLORETA
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along with the mentioned competitors are evaluated. The results are illustrated in Table 4.2. As the

table shows, at the lower values of source patches, Otsu method is comparable with HR-sLORETA. Note

that Otsu is a faster algorithm and have the computational time of under 1 second while HR-sLORETA

requires a 3−4 seconds to run. However, as the number of sources increases, the performance of the Otsu

drastically degrades. In fact, for any of the trials where the number of sources is greater than two, the

Otsu method performs very poorly. This is an expected issue that has been discussed in the application

of the Otsu thresholding method for gray-level images (As the intensity of background activity increase,

the performance of the gray-level threshold decrease). HR-sLORETA shows robust performance in the

presence of a different number of sources. This is quite beneficial in applications where source imaging

is used, and the number of sources is high than three as for the examples in [115, 116].
Table 4.2: SD in mm Averaged over 10 trials

Method One Source Two Source Three Source Four Source

5dB

sLORETA0% 818.61 140.06 36787 15170.91

sLORETA3% 200.56 72.72 180..33 294.18

sLOTERA10% 27.92 22.21 66.61 53.35

sLORETAOtsu 14.45 6.88 142.09 119.85

HR-sLORETA 27.42 16.31 23.75 31.21

10dB

sLORETA0% 2173.74 131.57 246.21 3463.20

sLORETA3% 175.29 60.67 185.94 289.29

sLOTERA10% 27.07 23.01 68.51 55.8

sLORETAOtsu 13.12 6.39 55.82 79.99

HR-sLORETA 19.9 13.19 19.5 30.24

15dB

sLORETA0% 21273.05 123.78 8919.77 7194.19

sLORETA3% 182.32 53.1 5272.19 294.87

sLORETA10% 26.85 22.56 25.94 55.39

sLORETAOtsu 13.15 6.96 126.70 76.94

HR-sLORETA 17.81 11.51 19.17 29.21

The performance of the methods can be further investigated by analyzing the standard deviation of

the SD errors as the number of sources increases. Table 4.2 illustrates the standard deviation of Spatial

Dispersion Error for Otsu and HR-sLORETA methods as they are the most competitive methods in the

above experiments. As the table shows, standard deviation of SD in Otsu thresholding is comparable

with the value of its SD, especially in low SNRs, whereas the SD standard deviation of HR-sLORETA

is smaller than the SD itself for the proposed method. This confirms the robustness of HR-sLORETA
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compares to the Otsu approach.

Table 4.3: Standard Deviation of SD Error for Otsu and HR-sLORETA.One S, Two S, Three S, and
Four S illustrate using one source to four sources in simulation respectively.

Method One S Two S Three S Four S

5dB

sLORETAOtsu 2.43 0.81 107.34 48.98

HR-sLORETA 4.06 2.29 5.36 9.96

10dB

sLORETAOtsu 1.31 0.26 10.51 12.47

HR-sLORETA 2.18 1.11 2.30 3.05

15dB

sLORETAOtsu 0.85 0.24 11.26 8.40

HR-sLORETA 1.78 0.97 2.52 3.57

4.4 Improved HR-sLORETA

The proposed method (HR-sLORETA) provides acceptable and stable performance. Yet, the method

could be further improved because of the following reasons:

• Otsu method still illustrates a better performance for a single source case.

• Although the noise variance estimation through kurtosis analysis introduced in Section 4.3.1, pro-

vides an acceptable estimate, the obtained estimate is not optimum, and further improvements

could be made.

In Section 4.4.1, a new noise variance estimate is introduced and explained.

4.4.1 Noise Variance Estimation Using Kurtosis and Entropy Analysis

The method introduced in Section 4.3.1 for obtaining a noise variance estimation is an iterative process,

which evaluates various noise variance representations and selects the one with the minimum kurtosis

error defined in (4.17). In each iteration, the noise variance estimation is obtained from the tail of the

ordered data. In this case, the variable that changes with each iteration is the selected length of the tail;

therefore the desired length of the tail that represents the best noise variance estimation is the objective

of the defined loop. The critical analysis of this method raised two important flaws, which are described

here:

1. Using the tail of the data itself is not the appropriate subject, because:
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• The tail-range selection method enforces the noise variance estimation to be dependant on the

amplitude of the tail of the data. In the cases where the difference between the maximum and

the minimum amplitude of the data is extreme, noise variance estimation from the data-tail

may be miss-leading. This means that in some cases, the true noise variance estimate may

not be in the subspace of the selected range.

• By using the tail range of the data, it is difficult to evaluate and analyze the range of the noise

variance that has been tested, unless for every iteration, explicitly noise variance estimate is

computed.

2. Minimizing the kurtosis error in (4.17) ensures that the selected noise variance estimate leads to

noise with normal distribution after the process of thresholding. However, this method does not

guarantee that the selected noise variance estimate is optimum.

To compensate for the mentioned flaws in the noise variance estimate, a new version noise variance

estimate is introduced, which have the following characteristics:

1. Instead of using the tail of the data for the noise variance estimation, a specific range is given for

the noise variance estimate, that will be evaluated in the iterative process (i.e. examine values for

noise variance set between 0.1 to 4 with a defined increment).

2. Another well-defined characteristics of the normal distribution is having maximum entropy [117],

[33] compare to all other distributions. This means that there is a trade-off between minimizing

the kurtosis and maximizing the entropy. Therefore, selecting a noise variance estimation that

could maximize the entropy of the resultant noise in addition to the previously mentioned kurtosis

error could be used as an error function.

Considering that now the value of i corresponds to iteration process among various noise variance

estimates (i.e. σ2
ω(i)), the following cost function is defined to obtain optimum i and therefore optimum

noise variance estimate:

i∗ = argmin
i

(
εk(i)− εEnt(i)

)2

(4.20)

where εk(i) is given in (4.17) and εEnt(i) is :

εEnt(i) = −
l=L∑
l=1

(p log2(p)) (4.21)

where L is the length of the data and p is the probability of the data obtained from the histogram [118].

Similar to the previous work, obtaining the optimum i∗ leads to denoised estimate Ĵm∗(i
∗).
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4.4.2 Improved HR-sLORETA Simulation and Evaluation

The experimental setting for the simulation and evaluation of Improved HR-sLORETA is similar to the

one explained in Section 4.3.2 and Section 4.3.3 respectively. Note that in this case, the range of i defines

the range for noise variance estimate. For this simulation imin = 0.1 and imax = 4 with the increments

of 0.1. The method is examined by using one, two, three patches of sources with SNR value of 5dB to

illustrate the worst-case scenario. The method is compared with previously introduced HR-sLORETA

as well as the Otsu automatic thresholding method [111]. Similar to the previous experiment in Section

4.3.3, qualitative analysis and SD are used to evaluate the method.

4.4.3 Simulation Result and Discussion of Improved HR-sLORETA

The qualitative analysis of the method is illustrated in Figure 4.5. The figure illustrates the performance

of the Otsu method, HR-sLORETA, and Improved HR-sLORETA methods on one, two and three sources

for the SNR of 5dB.
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Figure 4.5: Quantitative comparison of Otsu method, HR-sLORETA, and Improved HR-sLORETA in
SNR of 5dB using one, two and three sources.

As is shown in the Figure 4.5, Improved HR-sLORETA illustrates the superior performance over the

original HR-sLORETA method and Otsu method even at one source. Other than that, the quantitative

analysis of the method is shown in Table 4.4 using SD metric. The lower value on this error shows better

the performance (providing higher resolution) of the method.
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Table 4.4: SD in mm for SNR of 5dB

Method One Source Two Source Three Source

5dB

sLORETA0% 1203.6 389.4526 142.9251

sLORETAOtsu 25.4421 194.1483 92.5864

HR-sLORETA 101.7381 70.3529 9.0719

HR-sLORETAImproved 23.1331 6.88 5.7667

One must note that the simulation and result of this section are only provided to obtain an initial

understanding about the performance of the method based on the proposed theory. To have an acceptable

scientific conclusion about the superiority of the method over its competitions, a higher number of

simulation and evaluation of the method under various conditions (different SNR values, different number

of sources) are necessary. This is considered as future work of the method and explained in Chapter 5.

4.5 Additional Observation on The Effect of the Added Con-

straint in Regularization-Based models

As described in Section 2.7, Regularization-based models are one of the popular frameworks within

inverse solutions. While the first part of the equation ( ||M −HJ ||2) is a well-known error construction

equation, the additional constraint on the right-hand side which is: (λf(J)) is an added constraint.

The objective of this short study is to investigate the influence of the added constraint on the result;

particularly in the case of WMNE with f(J) = ||J ||21. The purpose is to see, if this additional constraint

is required due to the existence of the noise, or to provide a unique solution for the ill-posed problem.

To analyze this question, the proposed source reconstruction method in [75] is used instead of the error

||M −HJ ||22 to find the value of J without any additional constraint. This could be shown as follows:

U(J) = ||M −HJ ||22 + λf(J)
Replaced with−−−−−−−−−→ U(J) = Z̄m(J) (4.22)

where Z̄m(J) is the probabilistic upper bound of Z(J)m that is true source error:

Zm(J) = ||M̄ −HJm||22 (4.23)

Comparing Zm(J) with the error shown as ||M −HJm||22, one could see that (4.23) considers the true

noise-less error while ||M − HJ ||22 is the reconstruction error based on the noisy measurements M . If

the minimization function U(J) = Z̄m(J) represent acceptable source estimate, one could say that the

additional constraint f(J) is introduced to compensate for the existence of noise. On the other hand,

if the source estimate from the minimization of (4.22) does not provide an acceptable result, it can

be concluded that the additional constraint is to make the solution unique as in nature the problem
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is ill-posed and under-determined. While in theory, the lateral case is the hypothesis, I have put this

problem under the test by obtaining the source estimate using the following formulation:

Ĵ = argmin
m

Z̄m (4.24)

where simplification of Z̄m is shown in the Appendix A.

In here, Xm = ||M −HJm||22, where Jm are the solutions of J with m number of non-zeroes.

Similar to the process that was explained in Chapter 4, two sources were simulated, and the performance

of the source estimate using only Z̄m as shown in (4.24) was evaluated. Figure 4.6 demonstrate the source

estimate based on the equation defined in (4.24).

-1

-0

True Source Source Estimate by (4.3)

Figure 4.6: Illustration of (4.24) performance on two synthetic sources.

As it is shown, the source estimate by (4.24) is not able to accurately estimate the location of the source.

The illustrated result is one of the many solutions that can be obtained for this ill-posed problem. To

be more precise, the error reconstruction by Zm is the solution with the least amount of additive WGN

(due to the nature of Zm); however, it is not the desired solution. The obtained results emphasize

the importance of the additional constraint in estimating the correct solution. Among the introduced

constraints, L2 based solution (SLORETA in particular) has shown to provide an acceptable result with

the additional constraint defined as weighted source energy (described in Section 2.7). However, the

primary drawback of these solutions is having blurred and low resolution. Due to this reason, in the

Section 4.1, a novel method is proposed, which improves the resolution of the L2-based solutions without

losing any important information or source.
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Chapter 5

Conclusion and Implications for

Future Research

This thesis is focused on analyzing and processing brain source signals, which are obtained in the form

of EEG and MEG measurements. EEG and MEG data both illustrate high temporal resolution while

they have low spatial information. Moreover, EEG and MEG data are contaminated with additive noise

and undesired biological signals, called artifacts. The objective of this thesis was to study the existing

methods and propose new solutions that can potentially increase the efficiency of EEG and MEG data

analysis. In this case, two main applications were introduced, first for estimating the number of compo-

nents in ocular artifact removal (pre-processing); and second, to automate the process of thresholding

in L2-Regularization inverse solutions (post-processing).

In the case of pre-processing and denoising EEG and MEG measures, subspace artifact removal

approaches, such as ICA, and SSP are taken into consideration. In order to utilize the subspace methods

in the form of artifact removal, estimating the Number of Components (NoC) is required.

Unlike the conventional method where time-consuming analysis by an expert is required, in here, an

automated process for estimating NoC is introduced, which is less dependent on the expertise input and

more reliable. The proposed method is evaluated by both synthetic EEG data and real MEG data. The

EEG-like synthetic data was used to evaluate the accuracy of the method in estimating NoC. This was

done through the method of denoising EB artifacts using SSP, runICA and JADE subspace approaches.

The obtained results illustrate the accuracy of 85.3%, 98.7% and 98.7% respectively. Moreover, an open-

source MEG data was used to compare the proposed procedure and the manual estimation of NoC by

data analysis method. The result of this section, illustrate that the proposed automated method can

correctly detect the NoC as it was suggested in the manual procedure. While the proposed method

and explanation in the thesis covers the mathematical and theoretical aspect of the method, to further

evaluate the method, input of a clinical practitioner should be considered. Furthermore, to improve

the proposed method, automating the selection of blinking and non-blinking time-frames, as well as

sensitivity analysis of the method on the number of time samples required from blinking and the non-
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blinking region is suggested.

The second part of the thesis, which is introduced in the form of post-processing, considers the source

localization techniques used in EEG source imaging. In particular, popular L2-Regularization inverse

solutions are studies in details. In order to improve the state-of-art inverse solutions, a post-processing

method in the form of automatic thresholding is introduced. However, the major problem with L2-based

inverse solutions is that they have a low resolution; nevertheless, the proposed method could denoise

the source estimate to further increase their resolution without losing neither important information nor

source.

The method is further improved and focused on SLORETA, which is the most popular inverse

solution. This improvement is made by introducing more accurate noise variance estimation, which is

the requirement of the proposed thresholding method. The method is evaluated by using synthetic EEG

data for the different number of sources and different SNR values. This assessment is done by using well-

established evaluation metrics such as Percentage of Undetected Sources (PUS) and Spatial Dispersion

(SD). The proposed noise variance estimation utilizes entropy and kurtosis of the obtained noise to

construct an error function. However, in the current algorithm, the influence of each two parameters

are with the same weight. The method can further develop and improve by adding a weight to each

evaluation parameter and sets a trade-off for the reliance of error on entropy and kurtosis. To ensure the

performance of the new noise variance estimate, a higher number of simulation is required. Moreover,

the use of real EEG data in the simulation could also be considered for the future work of the project.
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Appendix A

Mathematical Simplification of The

Error Reconstruction Algorithm

In this appendix, the mathematical simplification on the upper bound of reconstruction error (Zm),

proposed in [75], is provided. This simplification leads to 3± 1 seconds improvement in the speed of the

algorithm computational time (averaged over 20 trials), which was necessary for the proposed automatic

thresholding.

The following (A.1) is the equation (62) of [75], which will be used as the starting point of the simplifi-

cation:

Z̄m =
m

N
σ2
ω + Um + β

√
2m

N
σ2
ω (A.1)

where Um is illustrated on (50) of [75] as the following:

Um = Xm −mω +
2α2σ2

ω

N
+Km (A.2)

where mω and Km are shown in (52) and (51) of [75] respecitvely as:

mω = (1− m

N
)σ2
ω (A.3)

Km = 2α
σω√
N

√
α2σ2

ω

N
+Xm −

1

2
mω (A.4)

Let us start with expanding (A.1) by substituting (A.2) in the equation:

Z̄m = Xm −mω +
2α2σ2

ω

N
+Km +

m

N
σ2
ω + β

√
2m

N
σ2
ω (A.5)
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Moreover, substituting (A.3) into (A.5) will lead to:

Z̄m = Xm − (1− m

N
)σ2
ω +

2α2

N
σ2
ω +Km +

m

N
σ2
ω + β

√
2m

N
σ2
ω (A.6)

Re-arranging the equation and expanding the mω bracket will lead to:

Z̄m = Xm − σ2
ω +

m

N
σ2
ω +

2α2

N
σ2
ω +

m

N
σ2
ω + β

√
2m

N
σ2
ω +Km (A.7)

Factoring-out
σ2
ω

N will result in:

Z̄m = Xm +
(
β
√

2m+ 2m+ 2α2 −N
)σ2

ω

N
+Km (A.8)

Substituting (A.4) into (A.8) is:

Z̄m = Xm +
(
β
√

2m+ 2m−N + 2α2
)σ2

ω

N
+ 2α

σω√
N

√
α2σ2

ω

N
+Xm −

1

2
mω (A.9)

The most right hand side equation which is Km could be multiplied and divided by σω√
N

:

Z̄m = Xm +
(
β
√

2m+ 2m−N + 2α2
)σ2

ω

N
+

σω√
N

( σω√
N
×
√
N

σω

)
2α

√
α2σ2

ω

N
+Xm −

1

2
mω (A.10)

Simplifying (A.10) will lead to:

Z̄m = Xm +
(
β
√

2m+ 2m−N + 2α2
)σ2

ω

N
+
σ2
ω

N

(√N
σω

)
2α

√
α2σ2

ω

N
+Xm −

1

2
mω (A.11)

which is equal to:

Z̄m = Xm +
(
β
√

2m+ 2m−N + 2α2
)σ2

ω

N
+
σ2
ω

N
2α

√
α2σ2

ω +NXm − N
2 mω

σω
(A.12)

Factorization with respect to
σ2
ω

N will lead to:

Z̄m = Xm +
(
β
√

2m+ 2m−N + 2α2 + 2α

√
α2σ2

ω +NXm − N
2 mω

σω

)σ2
ω

N
(A.13)

Finally, factoring 2α from the equation in the bracket will result in:

Z̄m = Xm +
(
β
√

2m+ 2m−N + 2α(α+

√
α2σ2

ω +NXm − N
2 mω

σω
)
)σ2

ω

N
(A.14)
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