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ABSTRACT

Restraint temperature and shrinkage strains are one of the major reasons for cracking of 

reinforced concrete. Cracking of concrete reduces structural integrity, initiates or 

accelerates deterioration mechanisms, causes serviceability problems and may raise 

esthetical concerns. Particularly for liquid retaining structures, cracks are vital for 

structural functionality. Measures must be taken to prevent or control crack. In most 

cases, it may not be feasible to prevent crack formation, but crack width can be controlled 

by providing sufficient amount of reinforcement. Design guides provide limited 

information on adequate reinforcement ratio for temperature and shrinkage cracks. 

Optimized reinforcement design for temperature and shrinkage cracks requires additional 

guidelines. This study deals with temperature and shrinkage cracks in reinforced concrete 

structures. The Finite Element Method (FEM) was used in order to investigate the crack 

risk, magnitude of crack width, and adequate reinforcement ratio for controlling cracks 

within the design specifications. In order to find the thermal and shrinkage strains effect 

during early ages, computer simulations was performed for hardening concrete. Using the 

computer program ABAQUS/6.4, incremental numerical analysis technique was 

implemented that provided realistic simulation of stress/strain history. Considering an 

appropriate value for thermal and shrinkage strains, a parametric study was carried out to 

estimate the reinforcement ratio for fixed base walls. The crack width was estimated 

based on the calculated steel stress and the ACl 318-02 crack prediction equation. With 

consideration of AGI 350-01 specification for allowable crack width, the required amount 

of reinforcement ratio for various wall dimensions was recommended.
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CHAPTER 1 
INTRODUCTION

1.1 Introduction

Concrete is used as a structural material because it is economical and it is easy to 

fabricate in different forms. But, use of concrete is limited due to its brittle properties. 

Concrete cracks easily and that may have significant effects on structure in both short and 

long term. In concrete design and application, measures must be taken either to prevent or 

control crack formations. Deterioration mechanisms are initiated or accelerated by crack 

formation. Cracked concrete is susceptible to water penetration and any aggressive 

substances with water such as chloride and sulphate that either initiate or accelerate 

deterioration mechanisms in concrete. Crack formations influence durability, 

functionality and performance of the concrete structures. Reduced life span, reduced 

strength at later ages, increased porosity, and damaged aesthetic appearances are some 

consequences due to cracking. For these reasons, prevention or limitation of crack width 

in concrete is vital.

One of the reasons for crack formation is restrained volumetric change that starts after 

placing concrete. Just after placing, concrete materials exhibit volumetric changes due to 

temperature and moisture content variation. Volumetric changes continue as long as 

concrete is exposed to temperature and moisture content variation. Generally, the highest 

rate of volumetric deformation occurs during hardening period and this rate steadily 

decreases until the end of first year (ACl 207.1R-96). The primary reasons for volumetric 

deformations are temperature variation and change in moisture content. Both temperature 

and moisture content variations may cause expansion (swelling) as well as contraction 

(shrinkage) in concrete. Volumetric deformation of concrete is a particular concern when 

it is in the form of restrained contraction (shrinkage), (Figure 1.1). Even though change 

o f volume may be invisibly small, its magnitude may be sufficient to cause crack in 

concrete.

Generally, the terms expansion and contraction are used to describe thermal deformation, 

while the terms swelling and shrinkage are used to describe volumetric deformation that 

results from moisture loss. Practically, expansion/swelling and contraction/shrinkage are



the same phenomenon, and single term could be used to refer either reduction of volume 

or increase in volume.

Volumetric deformation

Temperature & Moisture content variation

I -------------------
I Expansion & Swelling Î g Contraction & Shrinkage i

Figure 1.1: Types of volumetric deformation of concrete and primary reasons

Thermal deformation starts with hydration temperature. Exothermic nature of hydration 

reaction generates heat that causes increase of body temperature in concrete. Like most 

other natural materials, concrete expands due to increased body temperature in this first 

phase, (Figure 1.2). When rate of hydration starts to decrease, concrete temperature also 

decreases. Decrease in temperature continues until the structural body temperature 

reaches to ambient temperature level (Figure 1.2). At this second phase, concrete 

naturally contracts. When these two phases, expansion and contraction, are not restrained, 

deformation would be free and no stresses would develop. However, in reality all 

structural elements are restrained to certain degree and restrained volumetric 

deformations create stresses.

Temperature

Expansion 
Phase ^ Contraction 

Phase g

A m b ie n t L eve l

Time
t2ti

Figure 1.2: Typical temperature history o f concrete after placing



Volumetric deformation that is caused by moisture content variation is more complex. 

Swelling is a rare phenomenon and it may occur when concrete is exposed to moisture. 

Shrinkage on the other hand can develop in various forms. Plastic, drying, chemical, and 

autogenous shrinkage mechanisms are primary shrinkage types. Plastic, chemical, and 

autogenous shrinkage are generally observed in early ages, while drying shrinkage occurs 

in relatively long term.

Full strength gain of concrete may take a long time. Shortly after placement, strength gain 

increases rapidly starting from almost zero stiffness. Approximately in a week, concrete 

reaches 60 to 70% of its full strength. While young concrete is at the first strength gain 

stage, restraint induced stresses may cause cracking. Generally, restraint induced stresses 

are well below the stresses that is caused by structural loads, but they may exceed the 

tensile strength of concrete. When restraint induced tensile stresses exceed tensile 

strength of concrete, cracks are inevitable. Depending on structural geometry, there are 

two types o f restraint conditions. One of the restraint conditions occurs from the element 

itself, which is called internal restraint. Internal restraint is a common problem in thick 

sections, while external restraint exists in most structures. Internal restraint is caused by 

out-of-phase deformation of irmer and outer parts of thick sections (Figure 1.3). During 

hydration period, temperature distribution in the section is not uniform. External faces are 

exposed to surroundings and heat generation rate is low, while inner section is insulated 

with outer concrete and has higher heat generation rate. Deviation of heat generation rate 

through the section and non-uniform heat conduction creates non-uniform temperature 

field and a thermal gradient occurs. Thermal gradient may be negligible when the section 

thickness is small, but increased thickness may increase thermal gradient significantly. 

Large thermal gradient can be observed particularly in massive concrete sections. During 

hydration, inner part of concrete that has higher temperature would try to expand more 

than the outer part. But expansion of irmer part is restrained by outer concrete. This out- 

of-phase deformation (differential deflection) mechanism creates compressive stresses in 

inner part while creating tensile stresses in outer concrete. Surface cracks would develop 

when tensile stresses exceed tensile strength of surface concrete (Figure 1.3). This 

deformation mechanism is called internal restraint. After concrete reaches peak



temperature, second phase of deformation starts. In contraction phase, inner part of 

section contracts more than the outer part, which reverses the stress distribution through 

the entire section. In second phase, contracted inner part is under tension while 

compression stresses would develop in outer part. For this reason, the surface cracks that 

are formed during hydration are generally temporary and they tend to close when 

concrete reaches ambient temperature level.

Tem porary surbce 
^cracks

Figure 1.3; Typical internal restraint condition in a thick concrete element

More important and common form of restraint is external restraint condition. Unlike 

internal restraint case, cracks in external restraint condition are permanent and full depth 

cracks. External restraint occurs when there is differential deflection between newly cast 

elements and previously cast adjoining structure. Similar to internal restraint conditions, 

there are two phases of deformation in external restraint condition. In the first phase, new 

concrete would expand while this expansion is restrained by the interaction in contact 

face between new concrete and adjoining structural part. A typical case for external 

restraint condition is shown in Figure 1.4 that is a new wall cast on previously caste base 

slab. When the wall is expanding due to hydration temperature, compressive stresses 

would develop in most part of the wall while tensile stresses being generated in the base. 

In second phase, when the wall starts to contract, interaction between wall and the base 

would restraint contraction. Again, stress distribution is reversed and tensile stresses 

would develop in most part of the wall this time. At this stage, when generated tensile 

stresses exceed the tensile strength of concrete, full depth cracks would form. Typical full 

depth cracks (through cracks) formation in a restrained wall is shown in Figure 1.4.

4



Through Cracks
Young Concrete Wall

OldBase Slab

Figure 1.4; Typical external restraint condition, (new concrete wall is cast on previously 

cast base)

Obviously crack in concrete structures is always undesirable for many reasons. For many 

years, engineers have recognized effects of restrained volumetric deformation and 

resulting cracks; but the importance of the problem has been increased with development 

o f concrete technology. Previously, early-age cracks that are caused by restraint 

deformation were referred as thermal cracks. But today, this term has become out of date. 

While durability aspect of concrete has become more of interest in recent years, designers 

started to use high performance concrete (HPC), which is proved to be more durable. In 

terms of performance and durability, advantages of HPC compared to traditional quality 

concrete may be undisputable, but there are some unfavorable properties of HPC. 

Chemical and autogenous deformations at early ages make HPC more sensitive to early- 

age cracks. Awareness of contribution of shrinkage in to early age crack risks is increased 

with new concrete technology. Therefore, to describe restraint deformation related cracks 

the term thermal cracking is not sufficient. In this thesis, the term volumetric changes are 

used to include all reasons for volumetric deformation during hardening and for harden 

concrete.

Until recent years, crack controlling at early ages have been focused mainly on control of 

temperature of poured concrete. In the past, cracks were predicted from the calculated 

maximum temperature difference in structural elements. Prevention of cracking was



based on limitation of temperature difference between new and old element as well as 

within the element. Limits for temperature difference to be applied were developed based 

on practical and laboratory experiments. The main disadvantage of temperature based 

crack risk estimation is that only temperature change considered and other important 

parameters ignored. In reality, volumetric changes induced cracks are result of 

combination of temperature, shrinkage, material properties and restraint conditions. 

Regardless of temperature history, a structural element may crack when it is restrained 

while the other may not if it is free to deform. Therefore, restraint is a precondition for 

stress generation that may change for different structures according to their geometric 

properties. Another important parameter that influences crack formation is the material 

properties and its development in hardening concrete. In general case, compressive 

stresses are generated in the first phase of volumetric changes, which is the expansion 

phase. In contraction phase, tensile stresses are developed. Assuming that the material 

properties were constant, compressive stresses would compensate the tensile stresses and 

crack risks would be reduced significantly. However, in normal strength concrete, fresh 

concrete has very low modulus of elasticity and high relaxation. Accordingly, as it 

expands, creates very low compressive stresses. When concrete temperature cools down 

and contracts, it has high elastic modulus and that creates relatively high tensile stresses 

and increase crack risk. Compare to normal strength concrete, strength gain of HPC is 

very rapid during hardening. Higher elastic modulus during expansion phase may create 

relatively high compressive stresses and that may compensate part of tensile stresses 

during contraction. In practice, zero stress condition is assumed when concrete is at the 

peak temperature, which may overestimate tensile stresses particularly for HPC.

It is evident that material properties and restraint condition are important parameters on 

volumetric changes induced stress. Until recent years, due to practical reasons and luck of 

proper tools, design engineers considered only temperature in crack risk estimation. 

Today, development of computer technology and laboratory testing methods has 

improved understanding of concrete structures. Problems associated with volume changes 

o f concrete can be minimized or solved more accurately by realistic analysis techniques. 

In this research, effect of volumetric changes on reinforced concrete is studied 

analytically by using the finite element method (FEM). The risks of crack formation are



investigated. Crack development and effects of reinforcement on crack width is analyzed 

with FEM.

1.2 Background

Normally, concrete may crack either under structural loads or under restrained volumetric 

deformation. Because of the important role of volumetric deformation in crack formation, 

it has attracted significant interest for researchers. During the last decades, there has been 

extensive studies and publications within this field. Research institutes such as ACI, and 

RILEM have produced substantial publications and guidance for engineers to deal with 

temperature and shrinkage deformation and associated crack problems.

The problems associated with temperature and shrinkage has been addressed by ACI 

committees 207 and 209. ACI 209R (1992), ACI 207. IR (1996) and ACI 207.2R (1995) 

are three different reports that provide guidance for engineers to deal with problems 

associated temperature and shrinkage. Previously, it was thought that cracks due to 

temperature are a risk for only mass concrete (Andersen, 1998). But today, it is well 

known that, with new type concrete (HPC), temperature and shrinkage induced cracks 

can occur even in slender structures. ACI’s reports were produced based on normal 

quality concrete. Crack risk prediction in construction process is mainly based on 

experiments. Although, in terms of design, ACI may provide practical approaches on 

prediction of crack risks, the simplicity and assumptions made cause poor correlation 

between the predictive analysis and actual measurement. ACI 207.2R (1995) discusses 

restraint volumetric deformation mainly for mass concrete. Some slender structures, such 

as walls, are also discussed in ACI 207.2R-95. ACI 224R (2001) is a design guideline for 

control of cracking in concrete structures. Although ACI 224R-01 discusses temperature 

and shrinkage cracks, it does not provide particular guide for reinforcement design. 

Temperature and shrinkage induced stresses are excessive particularly at early ages of 

concrete. Because of complexity of understanding early age concrete behavior, there 

were not sufficient publications until recent years. In Europe however, especially by 

RILEM contributions, substantial amount of studies have been dedicated to understand 

early-age concrete behavior and volumetric changes. In the following, studies on restraint



volumetric deformation, early-age concrete properties, and cracking of concrete are 

discussed.

In early 1980’s, concrete mix designs evolved and applications of HPC became more 

popular. With this development, temperature and shrinkage problems became 

increasingly an interesting issue. In a case study, Liou (1999) showed that under certain 

conditions thermal stresses alone could be much larger than those caused by actual 

structural loads. A record size wall is constructed as part of Kawasaki Island in Japan. In 

the middle of Tokyo Bay, construction of 103 m diameter, 119 m deep and 2.8 m thick 

wall illustrates importance of hydration temperature and resulting stresses. Recorded data 

indicate that thermal stresses could be more important than soil and water pressure 

exerted from outside the wall. Considering the fact that such wall may crack not because 

of huge external loads but just because of internal hydration temperature, it is not 

surprising that in recent years design codes pays more attention to temperature load.

The report published by CIRIA (Harrison, 1981) responded to demand for general guide 

to deal with temperature problem. Harrison described restraint strain as product of the 

coefficient of thermal expansion, total temperature change during the hydration, and 

restraint factor. It is stated that if restrained strain exceeds the tensile strain capacity of 

concrete, cracks would occur. Harrison described young concrete properties and 

discussed parameters involved in restraint-induced stresses. It was shown that by taking 

appropriate measures during the design and construction process, early-age thermal 

strains could be reduced. Harrison presented values for coefficient of thermal expansion 

for different concrete mixes with different type of aggregate content. Based on 

experimental observations, maximum change in temperature and parameters involved in 

temperature development presented in a classical way. Harrison described types of 

restraint conditions, degrees of restraint for a simple case, and the resulting cracks. Mix 

proportion to optimize temperature development, concrete placing temperature, influence 

o f formwork, influence of construction sequence, provision of movement joints, and 

crack control with reinforcement was discussed in this report. CIRIA report did not 

include effect of strength development o f concrete, and shrinkage phenomenon. 

Incremental numerical analysis technique may be used for realistic simulation of early- 

age concrete behaviour. Truman, et al. (1991) implemented incremental numerical



analysis technique on a mass-concrete structure. It was shown that realistic simulation 

method could be used to optimize construction procedure, which may result remarkable 

saving in cost. In massive coTicrete structures significant amount of temperature may 

develop within the section. Excessive thermal gradient may create excessive tensile stress 

and eventually form cracks. For this reason, these types of structures are constructed in 

sequences that would allow dissipation of hydration temperature. Minimizing the number 

of lifts for construction may result significant amount of savings in the cost. 

Determination of number of lifts requires heat transfer and stress analysis. Truman, et al. 

performed Finite Element (FEO heat transfer analysis for a dam construction to determine 

temperature history of concrete. Using an experimental material model and calculated 

temperature history, stress analysis was performed. The material model used in the stress 

analysis was developed based on experiments. However, instead of experimental material 

model, an analytical method could be used for complete simulation of hardening 

concrete. Material model can be prepared from temperature history of structure since 

concrete properties can be described as function of time and temperature.

Bran^ et al. (1992) published a similar study that uses incremental analysis technique. 

Based on test results, concrete heat of hydration characteristics were determined. The 

produced data implemented in numerical temperature analysis that considered both 

environmental interaction and concreting phases. Calculated temperature values used in a 

three-dimensional finite element formulation to compute the stress distribution. For 

material modeling, linear elastic behaviour was assumed for concrete. Branco et al. 

ignored shrinkage and creep effects during computer simulation. Although researchers 

have used an advance analysis technique, material modeling that implemented can be 

improved to be more realistic. Consideration of non-linear behaviour of reinforced 

concrete is essential particularly under tensile loads. Also, it is known that shrinkage du  ̂

to moisture loss mu y cause higher volumetric deformation and should not be neglected. 

Another shortcoming of this study as in Truman et al. (1991) paper is that test results 

were used for determination of strength development instead of equivalent age approach. 

However, it is worth to mention that Branco et al. (1992) used an analytical method to 

determine temperature history of concrete. A detailed model is given for surface 

environmental interaction in heat transfer analysis that will be explained in Chapter 2.



It is a common approach to estimate crack risks based on the magnitude of temperature 

differences either within the cast section or between sections cast in different stages. 

Emborg and Bemander (1994) criticized current design codes that estimates crack risks 

based on temperature differences. It was suggested that restraint condition and material 

properties are as important as temperature in stress generation. Most important 

parameters involved in early age stress development are temperature in the element, 

temperature of adjoining structure, material mechanical properties, and the restraint 

condition. Emborg and Bemander showed that temperature differences provide only 

general information about the risk of early-age cracking. A material model developed by 

Emborg and Bemander to represent early-age concrete that consist of three elements 

(viscoelastic, fracture behaviour and thermal displacement). Researchers used one

dimensional FEM in stress analysis that allowed assigning different temperature and 

mechanical properties to each element. Results of an example problem showed the 

difference between temperature based and proposed material model may vary 

significantly. In proposed material model by Emborg and Bemander, incremental total 

strain was described as sum of thermal, fracturing, elastic and creep strain. This model 

does not include shrinkage strains. This is because authors have considered only thermal 

strains and not total early-age strains. Presently, concrete mix designs require additional 

shrinkage parameter in total strain calculation. Unlike previous studies, all the 

mechanical properties were modeled on the basis of maturity (equivalent age) 

development. Modeling concrete properties based on its equivalent age provides 

analytical technique that will be discussed in Chapter 3.

With progress of numerical analysis technique, cracking of concrete is modeled by 

smeared crack approach that is originated in decomposition of the strain tensor into 

concrete strain and cracking strain. Smeared crack model includes cracking strain in 

deformability. Borst and Boogaard (1994) paper included effect of cracking strain in 

numerical analysis of early-age concrete by FE software DIANA. Numerical strategies 

for deformational and fracture behaviour of early-age concrete was presented. Total 

deformation model is modified via replacement of fracture strain by smeared crack strain. 

Tensile strength development is one of the key parameters in material modeling. But in 

Borst and Boogaard's paper it was assumed to be constant.
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Saetta et al. (1995) summarized the FE formulations for heat transfer and stress 

displacement analysis of concrete structures exposed to variable thermal loads. However, 

as in classical way, the study did not include mechanical properties and restraint effect on 

thermal stresses.

Ayotte et al. (1997) used the FE software AD IN A to simulate thermal deformation of a 

mass concrete element. Measurements were taken from a mass-scale structure and 

computer simulation was compared with this data. Comparison of calculated and 

measured data showed good agreement. However, the number of assumption made 

during the simulation may be regarded as unrealistic. Material strength development was 

determined by experiments rather than equivalent age concept. Non-linear behaviour of 

concrete and shrinkage properties was neglected. It is common technique to model creep 

behaviour of concrete in numerical analysis by effective elastic modulus concept. They 

used modified elastic modulus to include creep effect in FE analysis.

Baetens et al. (2002) emphasised the importance of computer tool in analysis of early-age 

concrete. In recent years, special computer programs such as DIANA, HEAT, and 

FEMMASSE are developed particularly to d^^l with early age concrete problems. Huang 

(1999) simulated early age concrete with FE software TEC-PLOT to study the internal 

restraint and crack formation. It was suggested that internal restraint condition might 

cause cracks not only for thick sections but in slender structures as well. Bosnjak and 

Kanstad (2001) performed simulation of a structure to compare with experimental 

measures. During construction of a culvert structure in Oslo, temperature and strain 

development in different part of the structure were measured. Using FE software DIANA, 

stress history of concrete was analyzed. It is very noticeable that improvement of studies 

in early-age concrete simulation is parallel to the advancement on numerical analysis 

tool. Bosnjak and Kanstad (2001) used DIANA in simulation that is particularly powerful 

in simulation of hardening concrete. But surprisingly, effect of reinforcement is igno' 1 

in this study.

In this thesis, the computer program ABAQUS/6.4 will be used as FE tool. Although 

ABAQUS/6.4 does not provide options to simulate hardening concrete, it is possible t 

analyse reinforced concrete. Providing detailed input data, and implementing incremental
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analysis technique, ABAQUS/6.4 can also simulate hardening concrete that will be 

discussed in Chapter 4.

Andersen (1998) presented a complete review of the methods that can be taken to prevent 

early-age cracks. Requirements to prevent cracking based on temperature differences, 

allowable strain, and allowable stresses were explained. It was suggested that temperature 

based requirements is most practical and applicable during construction. Limiting thermal 

gradient in concrete element is a classical technique that has been part of codes and 

standards for a long time.

Elbadry and Ghali (1995), addresses thermal load effect on prestressed concrete 

elements. It is suggested that thermal loads to be considered in design process can be as 

high as live loads. Including thermal loads in design of prestressed elements may require 

high level of prestressing since the design criteria is zero tensile stress. However, high 

prestressing is not preferable because it increases cost in addition to losses that result 

from high creep and can produce excessive camber. Elbadry and Ghali suggest that 

partial prestressing may be more beneficial that allows cracking. In partial presetressed 

elements reinforcement can be used to control crack width. Obviously hydration 

temperature is not the concern in prestressed structures since the prestresses are applied 

after most of the hydration process is completed. Also, prestressed elements generally 

have well designed expansion joints, which eliminates external restraint and consequent 

cracks. However, thermal gradient may develop due to surrounding temperature variation 

in thick sections that are under service conditions. Therefore, internal restraint may be a 

concern in designing of prestressed concrete. Elbadry and Ghali suggested that the 

designer has to decide whether partial prestressing is beneficial or not when the internal 

restraint creates crack risk. Vitharana et al. (1998, 1999) discussed similar problem lor 

reservoir walls. After crack formation, significant reduction of thermal stresses was 

observed. The reason for stress reduction is similar to the bridge girders. Relaxation of 

structure should be anticipated since cracking of concrete eliminates or reduces restraint 

effect.

Vitharana et al. (1998, 1999) reported that concrete tensile strength that is subjected to 

thermal and service loads, is much low er than those recommended in design codes. This 

may be explained by effect of rate of loading on specimens. Chantelois et al. (1999)
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observations on several experiments have shown that thermal load rate has significant 

effect on crack fomiation. Tensile strength can be reached easily and create cracks when 

the loading rate is high. It was observed that during fast loading a thermal difference of 

18 °C was sufficient to form cracks while 30 °C thermal difference was required to form 

cracks in slow rate loading. Concrete wall specimens subjected to severe thermal loads 

were tested. It was observed that strength increases in low temperature while expansion 

coefficient decreases. Creep coefficient of 0.35 is suggested for mature concrete 

subjected to thermal loads.

Mitchell et al. (1998) reported results of experimental study on hardened concrete 

properties. Concrete specimens with strength of 30, 70, and 100 MPa were tested. 

Development of temperature rise in adiabatic conditions, specific heat, thermal 

conductivity, coefficient of thermal expansion, compressive strength, modulus of 

elasticity, and tensile strength was observed. Strength development under different curing 

conditions was compared. Creep and shrinkage behaviours were examined and 

experimental study was compared with code predictions. It was shown that CEB-FIP 

model had good agreement with experiments.

Restraint factor for base fixed walls that are recommended by ACI 207.2R-95 are 

developed based on Carlson and Reading’s (1988) experimental study. They determined 

the degree of restraint in walls by using rubber models in experiments to simulate 

shrinkage of concrete walls. Rubber has good and well-known elastic properties, which 

provides simplicity, but it can only represent elastic range of concrete material. Several 

mortar model experiments were also conducted to confirm the finding from the rubber 

models. In experiments, it was shown that the calculated restraint factor could be used in 

actual concrete design.

Kheder et al. (1994) and Kheder (1997) studied the base restraint walls that are exposed 

to volumetric changes. They showed that geometric properties of wall are important 

parameters on restraint factor that generates stresses. Full-scale reinforced concrete walls 

were monitored during experiments. Authors mention that there is a relation between 

geometric properties and crack formation, which indicates effect of degree of restraint. 

Numerical analysis was performed to determine approximate variation of degree of 

restraint. It was suggested that reinforcement could be used effectively based on
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calculated degree of restraint. Effective reinforcement concept is the distribution of 

reinforcement based on the magnitude of stresses.

In determination of temperature rise in concrete and consequent stresses, the rate and 

total quantity of heat evolved play an essential role. Lu et al. (2000) conducted 

experiments to determine characteristics of temperature rise in concrete during hydration 

reaction. It is very common in literature to see use of Arrhenius Law in determination of 

hydration heat rate. Lu et al. proposed a more practical way for determination of heat rate 

that is not less realistic than conventional methods. Arrhenius Law contains a number of 

parameters that are selected based on adiabatic temperature rise of concret Profile of 

adiabatic curve directly related to the concrete mix and reflects its characteristics. Lu et 

al. suggest that the rate and total quantity of heat evolved during the hydration could be 

estimated directly from adiabatic curve. Numerical analysis was performed for 

determination of degree of internal r-^straint that is the ratio of restrained strain to free 

strain. Previously, Harrison (1981) and Andersen (1998) had discussed limiting thermal 

gradient to prevent internal restraint cracks. Anderson mentions that it is common to limit 

maximum temperature difference between internal and external part of the concrete to 20 

°C. Lu et al. used 20°C difference to calculate internal degree of restraint, which is found 

to be 0.36. This value is similar to Harrison’s recommendations, which is based on 

European codes. The difference in Lu et al. study is that degree of restraint was 

determined as function of creep, shrinkage and thermal strains.

Cusson and Repette (2000) investigated reasons for early age cracks on a bridge barrier 

wall that is constructed by HPC. Assuming linear material behaviour, numerical analysis 

was performed that included effects of reinforcement on degree of restraint. It was shown 

that degree of external restraint does not change through the depth of section and 

reinforcement slightly increases degree of restraint. Calculated variation of degree of 

restraint in a base fixed wall showed that ACI 207.2R-95 formulation might 

underestimate restraint for reinforced concrete. It was suggested that using HPC for 

secondary structural members such as barrier wall is not necessary and may have 

disadvantages in terms of durability. Excessive autogenous shrinkage and high hydration 

heat capacity o f HPC increases crack risks significantly.
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Generally, in design codes minimum reinforcement requirements for crack control are 

based on one-dimensional conceptual approach. Pettersson and Thelandersson (2001) 

suggested that this might cause over estimation of reinforcement. Results of linear elastic 

numerical analysis of a reinforced concrete walls have shown that crack spacing is also 

controlled by external restraint. In fact, Kheder (1997) had observed this in experimental 

study. External restraint acts as reinforcement and limits crack spacing. Even if 

reinforcement is not used, crack width is limited due to certain crack spacing. Reduced 

crack spacing would require less reinforcement to limit crack width. Pettersson and 

Thelandersson performed two-dimensional FE analysis for mature reinforced concrete 

wall that is externally restrained. Critical total volume change that may cause cracks was 

calculated. It was seen that effect of reinforcement in stress development might be 

disregarded as it is acting after crack formation. Relation between reinforcement ratio, 

crack width and critical volume change was searched. A formulation to determine crack 

width that is developed based on one-dimensional spring element was proposed. 

Pettersson and Thelandersson suggest that design code requirements might be 

conservative in estimation of required reinforcement. However, Pettersson and 

Thelandersson’s critic on design codes may not be correct for ACI 318 (2002) and ACI 

350 (2001). ACI 318-02 and ACI 350-01 requirements for minimum temperature and 

shrinkage reinfoi ement are shown in Tables 6.1 and 6.2. Maximum reinforcement ratio 

in ACI 350-01 specification is 0.6%. To keep the crack width in allowable range, Kheder 

(1997) and Gilbert (1992) mentions that required reinforcement ratio may exceed 1%. It 

is also mentioned in ACI 224R-01 that 0.18 to 0.20% reinforcement ratio may not keep 

crack width in acceptable level. Interestingly, ACI 318-02 recommendation for minimum 

reinforcement ratio ranges between 0.18 to 0.20%. This comparison may raise a question 

whether ACI codes underestimate required temperature and shrinkage reinforcement ratio 

rather than beir.g conservative. In fact, according to Gilbert, compared to ACI, Australian 

code AS 3600-1988 requirement is much more conservative. In any case, it is difficult to 

say whether codes are conservative or underestimate the required reinforcement. The 

required reinforcement ratio to control crack totally depends on restraint induced stresses, 

which is almost totally random for each structure.
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Temperature and shrinkage reinforcement design is based on the estimated crack width. 

Considering the allowable crack width, the amount of reinforcement may be determined. 

To predict crack width, the design codes such as ACI and CEB-FIP offers formulations. 

ACI crack prediction equation is developed from Gergely-Lutz model. In addition to 

Gergely-Lutz model, 1999 version of ACI 318 included a new crack prediction equation 

that is proposed by Frosch (1999). Gilbert (1992) also proposed a model to estimate crack 

width for fully restrained concrete members subjected to shrinkage strains. Although it 

was shown that estimated crack widths based on the proposed model showed good 

agreement with Australian code, Gilbert’s model is not practical to use in design. Major 

crack prediction equations involve the steel stress/strain in calculations. In practice, it is 

difficult to estimate the exact stress/strain in reinforcing steel. For this reason, both ACI 

and CEB-FIP codes allows approximation when predicting the crack width. However, the 

FEM may be used to calculate steel stress/strain, which will be discussed in Chapter 6.

In recent years, with the development of HPC, conventional techniques to calculate 

concrete properties have become more questionable. Therefore, recent studies are trying 

to develop new mathematical models to calculate concrete properties such as creep, 

shrinkage, and activation energy of concrete hydration. Huo et al. (2001) proposed a 

modified version of ACI 209R (1992) formulations for creep and shrinkage and 

suggested that it is more reliable for HPC. Oh and Cha (2003) developed a different 

approach for calculation of degree of hydration that includes moisture effect in hydration 

reaction. Presently, degree of hydration is calculated based on the temperature history, 

but Oh and Cha’s mathematical model includes temperature history as well as moisture 

distribution. Finally, Schindler (2004) questioned the value of activation energy that is a 

parameter in equivalent age calculation. Currently, an approximation is recommended in 

literature and in design codes (CEB-FIP). However activation energy may vary for 

different concrete mixes that affects temperature development.

1.3 Objective

This research focuses on understanding of reinforced concrete structures behaviour that is 

subjected to volumetric deformations. The goal is to contribute to the improvement of 

concrete technc logy and suggest practical design guide for engineers. The main objective
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is to determine the required amount of reinforcement to control shrinkage and

temperature cracks.

Particular aims of this study are as follows:

• To study the restrained volumetric deformations, material properties, restraint 

factor.

• To carry out a realistic simulation of reinforced concrete structure that is 

subjected to volumetric deformation and predict stress/strain history.

• To study hydration temperature, shrinkage and time dependent material 

properties.

• To study temperature and shrinkage cracks, and estimate the minimum amount of 

reinforcement for crack control.

• To expand the recommendations given by design guides for required amount of 

reinforcement.

1.4 Organization

The entire work in this thesis is presented in seven chapters. Introduction, literature 

review, and objectives are presented in Chapter 1. Volumetric deformations and restraint 

conditions are described in introduction. Effects of temperature and shrinkage strains on 

cracks development is also explained in Introduction. Literature review is given under the 

Background section.

Chapters 2, 3 and 4 present the methods on estimating temperature and shrinkage induced 

stresses. In Chapter 2, determination of temperature history using the FEM is described. 

Time dependent material properties are discussed in Chapter 3. Based on code 

formulations, estimation of shrinkage strains is shown in the same chapter. Chapter 4 

describes the stress-displacement analysis of maturing reinforced concrete using 

ABAQUS/6.4. Concrete modeling using the FEM, and an example simulation to predict 

stress/strain history is presented in Chapter 4.

The restraint factor for base fixed reinforced concrete walls is studied. This is discussed 

in Chapter 5. The restraint factor is calculated for various walls and the results are 

compared with those design guidelines.
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In Chapter 6, the code requirements for temperature and shrinkage reinforcement is 

discussed. Conceptual models and equations to predict crack width are discussed. 

Estimating crack width using the FE analysis is shown in same Chapter. Parametric study 

is conducted on various dimensional walls in order to determine the required amount of 

reinforcement ratio. Based on allowable crack width and results of parametric study, the 

required amount of temperature and shrinkage reinforcement ratios are presented in 

Chapter 6.

Chapter 7 concludes the work presented. Suggestions for further studies in this field are 

provided. Examples of input files for computer simulations are listed in Appendix A.



CHAPTER 2 

HYDRATION TEMPERATURE

2.1 Introduction

The main factor that leads to deformation and consequent stress development at early 

ages is the hydration temperature. Because of the exothermic behavior of the hydration, 

reaction there would be heat generation and thermal gradient within the concrete. Within 

few days after casting, concrete body temperature would decrease to ambient 

temperature. During this process, just like most of any other natural materials, concrete 

would undergo bulk volume change.

For harden concrete, amount of temperature induced volume changes is simply product 

of temperature and thermal expansion coefficient. However, neither of parameters 

involved are constant during early ages of concrete. Especially significant variation of 

concrete temperature increases complexity of the problem.

Even though the key parameter that converts temperature into strain is the coefficient of 

thermal expansion, it is relatively constant at early ages. Before setting of concrete, in the 

first 8 to 16 hours, concrete may have high expansion coefficient due to dominant water 

phase of fresh concrete. But after setting, concrete expansion coefficient drops to about 

10x10^ /°C and becomes more stable. On the other hand, exact temperature o f concrete 

and its variation at any given time depends on many variables. It is a necessity to know 

the exact deformation due to temperature for stress analysis. But to calculate the exact 

deformation, it is essential to know the temperature at any given time. Hydration 

temperature depends on the quantity of heat energy during hydration. Amount of heat 

energy that is gained or lost depend on size of the member, its geometry and exposure 

conditions. On the other hand, heat generation rate and its magnitude depend on amount 

of cement, supplementary cementing materials, fineness of cementing material and 

temperature during hydration. Number of parameters that involved in temperature history 

makes it very difficult to predict the exact temperature over the time.

Determination of temperature history is not only required to calculate thermally induced 

volumetric changes, but it is also an essential base to estimate concrete strength 

development that is necessary to asses induced stress at early ages. There are several
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reasons that may cause stress in concrete at early ages. Primary concern at this stage is 

restrained induced stresses. But there might be additional early age stresses because of 

form removal or prestressing as well. To find the effect of forces at early age of concrete, 

the strength at that age need to be determined.

Strength development and concrete mechanical properties are directly related to its 

temperature history. Firstly, temperature history needs to be determined in order to 

estimate strength development that is required for early age stress analysis. Calculated 

temperature history can be used to estimate time dependent material properties as well as 

temperature induced stresses.

2.2 Time Dependent Temperature Distribution Analysis

Temperature development of hardening concrete is generally described by Fourier’s law. 

According to Fourier’s law, temperature distribution of a body is a dynamic heat balance 

between internal and external energy sources. From this basic principle of energy 

balance, it is evident that sum of heat generated inside the body of concrete structure plus 

heat gain or losses from the boundaries must be equal to temperature distribution. Widely 

known Fourier’s law of temperature distribution of a cross section for a homogeneous 

and isotropic material is expressed as follows (Mitchell et al. 1998):

- +  : r  +  -
y dx^ dy^ dz^ j

+ Q = pc —  \ (2.1)

where,

k = thermal conductivity, WI m°C 

Q = rate o f heat generated inside the body, W / 

p  = density o f material, kg / 

c = specific heat of material, J  !{kg°C)

T = temperature, "C 

t = time, sec
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The terms that are on the left side of Eq.2.1 represents the boundary conditions, and the 

right side of this differential equation is the primary unknown with its coefficient 

parameters. For a simple structural geometry, the solution of Eq.2.1 can be found by one 

of variational methods, providing that thermal conductivity, specific heat and density of 

material are known. However, the smallest complexity of the geometric shape may 

require FEM in order to find temperature distribution. Obviously the scale of problems 

always requires massive computation and an advanced computer program is required to 

find the solution of Eq.2.1.

2.3 Thermal Properties

Thermal properties of concrete that need to be specified to solve Eq.2.1 are thermal 

conductivity and specific heat. Thermal expansion coefficient is another thermal 

properties of material, which is considered in stress displacement analysis. In following 

brief description of specific heat and thermal conductivity will be given. Thermal 

expansion coefficient will be described in Chapter 4.

2.3.1 Specific Heat of Concrete

Specific heat is defined as the amount of heat energy required to increase temperature of 

a unit mass of material by one degree. Since concrete is a composition of several 

components, its specific heat depends on these components. For example, specific heat of 

water is 4.18 J/g.°C, whereas the specific heat of aggregate and cement is about 0.9 and 

0.75 J/g.°C respectively. Therefore, value of concrete specific heat depends on water’s, 

aggregate and cement’s specific heat.

During early ages, similar to other properties of concrete, specific heat of concrete also 

changes during hydration process. The primary reason for variation of specific heat of 

young concrete is the significant variation of moisture content present in the body. 

Reduction of moisture content during the hydration process reduces its specific heat. 

Although amount of specific heat of saturated concrete may change significantly with 

changing temperature, for dry concrete it is relatively stable when temperature changes. 

Because of teclinical difficulties of measuring specific heat of hardening concrete, it is 

generally measired on mature concrete at different temperature. Figure 2.1 shows
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variation of specific heat at different temperature that is taken from test of mature 

concrete.
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Figure 2.1; Variation of specific heat of oven-dried concretes with temperature (Mitchell 

etal. 1998)

The value of specific heat of concrete in heat transfer analysis is generally assumed to be 

about 1.0 j/g-°C. But this value may change slightly according to its content and its 

tempei^ture.

2.3.2 Thermal Conductivity of Concrete

Thermal conductivity can be defined as the rate of heat flow through a unit area o f a 

material under a unit temperature gradient. Thermal conductivity is measured in joules 

per second per square meter of area of a body, when the temperature difference is 1 °C per 

meter o f thickness of the body. Conductivity of concrete depends on moisture conditions, 

type and amount of aggregate, porosity, and density of material.

Thermal conductivity of hardened concrete ranges generally between 1.4 and 3.6 W/m°C 

(Neville, 1995). Mitchell et al. (1998) reported that thermal conductivity is relatively 

constant at different temperature level. Table 2.1 shows change of thermal conductivity at 

variable temperature. Observation of this table indicates that in hardening process, 

thermal conductivity is stable particularly for high strength concrete and does not change 

significantly even for normal strength concrete.
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Table 2.1: Thermal conductivity of three concrete mixes for various temperatures 

(Mitchell et al., 1998)

C oncrete
S treng th Density

H ardened  C oncrete M aturing C oncrete
T em pera tu re Conductivity T em p era tu re Conductivity

(MPa) (kg/m>) (°C) (°C) (W/m»C)

30 2130
25 1.17 28 1.72
37 1.14 31 1.74

70 2419 27.5 1.59 — —

100 250C
26 1.77 _
73 1.77 22 1.8
82 1.65 — —

2.4 Boundaries for Heat Transfer Analysis

For the solution of Eq.2.1, heat boundary conditions must be defined, which also may 

change at different time intervals and for variable temperature. Generally speaking, for 

concrete structures, the heat exchange between the concrete body and its surroundings 

may be in the form of solar radiation, thermal radiation, and convection. Heat gain is 

primarily due to exothermic hydration reaction that defines part o f the boundary 

condition for Eq.2.1. Heat exchange or loses may be result of numerous factors: 

Geographical location, orientation, altitude, atmospheric conditions, time of the day, day 

o f the year, solar radiation absorptivity of the surface, color and texture of the surface 

material, surrounding air movement, wind speed, temperature difference between the 

concrete and air, heat radiation emission by fne concrete body, form characteristics, 

contaci surface to adjoining structures would determine amount of convection heat 

transfer, solar and thermal radiation. Energy transfer or environmental interaction that 

determines boundary conditions of Fourer’s law may be expressed as follows (Branco et 

al., 1992):

9 = + (2.2)

where,

q = rate o f energy transferred between the boundary and the environment per unit area, 

W/m^

= energy transfer due to convection 

q  ̂= energy transfer due to thermal radiation
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= energy transfer due to solar radiation 

Heat transfer due to convection, g ^ , i s a  parameter of movement of air particles, and the 

difference between air and surface temperature. Branco et al. showed this relation by 

Newton’s law that is shown in following:

(2.3)

where,

-  convection heat transfer coefficient, W/(m“ .°C)

-  surface temperature of the structure, °C 

= air temperature, °C

The value of convection heat transfer coefficient, , depends on many factors and it is

usually determined experimentally. Branco et al. used an empirical equation to determine 

convection coefficient as follows:

A = ^ n + h f  (2.4)

where,

ĥ  = coefficient that is a function of surface roughness (average value is 6 W/m^ °C for 

concrete)

h^= coefficient that is a function of wind speed (average value is =3.7v W/m^ °C, 

where “ v ”, m/sec, is the wind speed)

Heat transfer due to thermal irradiation, , is expressed similar to convection and it is

shown in following, which is simplified form of Stefan-Boltzmann law (Branco et al., 

1992).

(z-s)
where.
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= Coefficient of irradiation (W/m^ °C). It depends on surface temperature, concrete 

emissivity, and the Stefan-Boltzmann constant, (5.68x10'* W/m^K.'*)

Approxiamte estimation of coefficient of thermal irradiation is expressed as follows 

(Branco et al., 1992):

/;,=^[4.8-k0.075(7:,,-5)]! (2.6)

where,

e = concrete emissivity, (0 < g < 1 )

Heat absorption due to solar radiation, , is affected by time of day and year, latitiude 

and altitude of the structure, and cloudiness of the sky. An approximate expression for 

solar radiation is given in following (Branco et al., 1992):

( .  . _ 1-f-cos/^!9 , = 4  I j Sme  + l   ----
V ^  J

(2.7)

where,

a = absorptivity coefficient of the surface material, ( 0 < a < 1 )

Ij  and/, are direct and indirect solar radiation.

9  is the incidence angle of the radiation in the structure surface elements, and y  is their 

inclination.

Equations 2.2 to 2.7 are approximated and empirical expressions. But, they can be used to 

define heat transfer boundary conditions in an analytical way. Generally, it is difficult to 

determine values for involved parameters. Detailed information about field conditions is 

necessary to model boundary conditions in analytical method. In most cases, field data is 

not available. For this reason, it is common to perform heat transfer analysis in a 

simplified way and then calibrate the resulting temperature field. Based on field 

temperature data, calibration of computer model is necessary for different structures to 

reach a reasonably accurate solution.
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2.5 Heat of Hydration

In Eq.2.1, “ 0 ” represents the body heat flux or the rate of heat generated during 

hydration inside the structure. For determination of hydration heat flux in a concrete 

element, the generated heat per volume unit is of interest. Hydration of Portland cement 

is an exothermal process that may release up to 500 Joules of heat per gram of cement 

(Neville, 1995). Total heat of hydration of a particular mix depends on cement type and 

content. Accurate amount of heat release for particular cement can be determined in lab 

tests. Based on lab data, the generated heat per mass unit of cement can be multiplied by 

the cement content to find total heat energy to be released.

Increase in temperature of an object is proportional to energy put in to it. This basic law 

is expressed as in following equation, which is the fundamental form of Eq.2.1.

AT = (2.8)
' _____

where,

AT -  Increase in temperature of an object, “C 

q = amount of heat put in to objcctj'oule 

c = specific heat, joule /{m.° C) 

p  -  density, kg/

To find temperature variation history o f an object by Eq.2.8, time derivative of heat 

energy must be known and that is the heat generation rate. In adiabatic conditions; 

concrete element temperature due to hydration reaction at a particular time depends on 

the hydration reaction rate. And the reaction rate depends on total heat already released, 

fineness of cement and temperature of concrete during hydration reaction. Determination 

o f hydration rate requires a temperature function that can be used to model temperature 

development. Aloia (2002) explained Arrhenious Law (Eq.2.9), which is a common 

temperature function. Arrhenious law is basically allows to describe basic kinetics of 

chemical reactions. Providing that reaction activation energy, proportionality constant
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and initial temperature are known, the rate of heat in concrete hydration process can be 

determined as follows (Aloia, 2002):

K{T) = Aexp I RT
(2.9)

K{T)= Rate of a particular temperature 

A = Proportionality constant, 1/s 

E„ = Apparent activation energy of concrete, J/mol 

R = Gas constant, 8.314 J/(molK)

T= Temperature, °C

Parameters involved in Eq.2.9 may change for each different concrete mix. Providing that 

the test results on adiabatic temperature rise are available, proportionality constant and 

apparent activation energy for each mix can be determined. Determination of concrete 

temperature due to cement hydration reaction by using a temperature function as in 

Eq.2.9 is essentially an approximation because hydration involves several simultaneous 

and interdependent chemical reactions. Application of Arrhenious law to estimate 

hydration rate requires temperature history of concrete during hydration and accurate 

value of activation energy. Apparent activation energy and proportionality constant can 

be derived from the field temperature history and adiabatic temperature raise data. This 

would provide estimation of hydration rate. However, in incremental numerical analysis, 

a temperature function is not necessary to determine the heat rate. Figure 2.2 shows 

temperature development of different mix concretes in adiabatic conditions. Rate of 

temperature-increase varies because the rate of heat release changes during hydration.
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Figure 2.2: Temperature rises of 30, 70, and 100 MPa concrete during temperature 

matched curing (Mitchell et al., 1998)

FE program ABAQUS/6.4 (Hibbitt et al., 2004) provides option of incremental analysis, 

which is very convenient to model hydration heat rate when the adiabatic curve is known. 

Truman et al. (1991) used a simple equation to model the heat rate in incremental 

numerical analysis. Following equation and an adiabatic temperature rise data of a 

particular concrete (Figure 2.2) can be implemented in any incremental analysis to 

calculate the heat o f hydration (Truman et al., 1991).

c p ^T  I 
Ar ;

(2 .10)

where,

2 =  heat o f hydration, J

specific heat,yon/e/(w.“C) 

p  = density, kg /

AT = the change in temperature, °C 

At = the change in time, sec
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Eq.2.10 is a modification of Eq.2.8 that accounts for differentiation of temperature over 

the time. From adiabatic temperature rise, AT and A/ can be easily determined and then 

hydration heat can be calculated for each time increment.

Amount of total generated heat in concrete element is a product of amount of cement 

content in the element and generated heat per mass unit of cement. Providing that specific 

heat, density and generated heat per mass unit of cement are known, adiabatic 

temperature rise can be estimated from Eq.2.8.

For example; consider 1 m  ̂of concrete with specific heat of 1000 J/kg^’C and density of 

2400 kg/m^. If concrete has 300 kg of cement, which generates 400 J/gr energy, increase 

in temperature can be calculated from Eq.2.9 as follows:

300^400x1000 
c.p 1000x2400

Normally, most of heat is generated within first 24 hours of hydration that can be 

observed in Figure 2.2. Generally about 70% of heat is released in first 24 hours after 

placement (ACI 207.1R-96). After first 24 hr, heat release may continue up to three years 

or longer with almost a constant rate. Considering these facts, it may be assumed that, in 

adiabatic conditions, concrete element in this example will reach to 35 ^C within first 24 

hours.

Approximate determination of development history of 35 °C in concrete body would 

require a temperature function. However, use o f temperature function not only requires 

adiabatic curve data but also detailed temperature field data. However, implementing 

Eq’s.2.8 and 2.9 in incremental numerical analysis that is performed step by step, the 

total heat energy released during hydration can be estimated. This would complete the 

required input data for the solution of Eq.2.1. In this thesis, the computer program 

ABAQUS/6.4 was used that is suitable for incremental analysis. The following case study 

describes temperature history analysis of concrete structure.
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2.6 Case Study

Bosnjak and Kanstad (2001) have reported an experimental study on a culvert structure in 

Oslo. In total 340 m culvert has been caste as alternative bays in sections of 15 m length. 

During the construction, three of these sections were instrumented by temperature sensors 

and strain gauges. From the casting, temperature and strain development was monitored 

and recorded. A section of this culvert construction with the locations of temperature 

sensors and strain gauges are shown in Figures 2.3 and 2.4 (Bosnjak and Kanstad, 2001).

Newly cast wall

Previously cast 
foundation

Figure 2.3: Wall cast on previously caste foundation in culvert construction

Mix design of concrete that is used in culvert construction is shown in Table 2.2. The 

amount of cement used is 350 kg for 1 m  ̂of concrete, which is the heat source during 

hydration. In addition to cement, there is also 18 kg of silica fume in this mix that is 

actually more reactive than cement and generates more heat.
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Figure 2.4; Locations of the temperature sensors and strain gauges 

Table.2.2: Concrete Mix Design used in culvert wall

Material Content(kg/m3)

Cement. OPC Type CEMI52.5 350
Silica Fume 18
Plasticizer, Sika AER 4
Superplastiziser, Sikament 92 3
Air. Sika AER 0.7
Svelvik Sand 0-8 mm 953
Svelvik Gravel 8-14 mm. 206
Svelvik Gravel 14-24 mm 658
Total water content 154.4
Water/binder-ratio 0.4

31



Lab tests have been conducted to determine material properties. Thermal conductivity 

and specific heat o f this particular concrete are determined as follows:

Thermal Conductivity: 2.2 J/ms°C 

Specific Heat: 1100 J/kg°C

Cement content in this mix is given as 350 kg/m^. The mix contained silica fume, which 

has higher hydration rate. For practical reasons, it can be assumed that cement and silica 

fiime have same reaction rate and would generate 400 J of heat per gram. By multiplying 

the amount o f cement content to the heat energy per gram, the total heat energy to be 

released can be calculated. 70% of calculated energy would be released in first 24 hours. 

The remaining energy would be released with exponentially decreasing rate over the 

time. Also, before concrete placing, a small amount of energy would have been already 

released. A certain percentage of heat energy need to be considered as loses that would 

account for very early and late ages of hydration. For this analysis, 10% loses assumed 

that is shown in Table 2.3.

Table 2.3: Approximated total heat energy capacity of cement hydration

Cernant Content (gifm3) Heat Energy (J/gr) Total Heat Energy per m3 Loses(%) Residual heat to Im 
released (J)

368000 400 147200000 10 132480000

For this case study, temperature history of one week will be determined. Length of the 

heat transfer analysis is 168 hours, which is equivalent to one week. 90% of 400 J/gr 

energy would be released in this time period. First, adiabatic temperature rise need to be 

determined. Using Figure 2.2, Eq’s.2.8, and 2.10, and given concrete mix design. Table

2.4 is prepared for approximate adiabatic curve. Corresponding adiabatic curve is shown 

in Figure 2.5.
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Table 2.4: Approximated adiabatic temperature rise data

Time (hr) Heat 
R e lease  (%)

In crem en ta l 
Heat (J)

In crem en ta l
Tmpr.

A diabatic 
Rise (°C)

0 0.0 O.OOE+00 0.0 0.0

6 8.0 1.06E+07 3.9 3.9
12 12.0 159E+07 5.8 9.5
18 28.0 3.71 EH)7 13.5 23.1
24 22.0 2.91E+07 10.6 33.7
30 6.0 7.95EH)6 2.9 36.6
36 2.0 2 65E+06 1.0 37.6
42 1.0 1.32E+06 0.5 38.1
48 1.0 1.32E+06 0.5 38.5
54 1.0 132E+06 0.5 39.0
60 1.0 132E+06 0.5 39.5
66 1.0 • 1.32EH)6 0.5 40.0
72 1.0 1 .3 2 M 6 0.5 40.5
78 1.0 1.32E4I6 O.i 40.9
84 1.0 1.32E+06 0.5 41.4
90 1.0 1.32E+06 0.5 41.9
96 1.0 1.32EK)6 0.5 42.4
102 1.0 132E+06 0.5 42.9
108 1.0 132E+06 0.5 43.4
114 1.0 1.32E+06 0.5 43.8
120 1.0 132E+06 0.5 44.3
126 1.0 132E+06 0.5 44.8
132 1.0 1.32EKI6 0.5 45.3
138 1.0 1.32E+06 0.5 45.8
144 1.0 132E+06 0.5 46.2
150 1.0 1.32E+06 0.5 46.7

1.0 132E+06 0.5 47.2
162 1.0 132E+06 0.5 47.7
168 1.0 132E+06 0.5 48.2

100.0

y
ëI
E

60

50

40

30

20

10

0
0 24 7246 96 120 144 166

Tim«(hr)

Figure 2.5: Approximated adiabatic temperature rise
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It is assumed that 70% of total heat would be released in first 24 hours, and remaining 

hydration reaction would be approximately constant for rest of the analysis. 

Proportionality of first four increments is being calibrated based on field temperature 

data. Using the computer program ABAQUS/6.4, anal:, sis can be performed in multiple 

steps, which is known as incremental analysis. For this case study, length of the analysis 

is divided into 10 steps. During the first 24 hours of analysis, variation in heat release rate 

is high. Therefore, smaller increments for first 24 hours are necessary, which would allow 

modification of heat rate. After first 24 hours, heat release rate is relatively constant, and 

longer period could be used. Selected length of each time increment is shown in Table 

2.5.

Table 2.5: Number o f steps during analysis with corresponding time period for 168 hr (7 

days)

Stop*
Step

Length
(day)

initial inhlal
1 0.25
2 0.25
3 0.25
4 0.25
5 0.25
6 0.25
7 0.50
8 1.00
9 2.00
10 2.00

Total Length 7

Ambient temperature is assumed to be constant at -12 °C. Thermal conductivity between 

wall and foundation is selected as 0.8 W/m°C. Unlike some other commercial FEM 

softwares, ABAQUS/6.4 does not offer exact tools to model surrounding conditions of 

concrete during hydration period and heat dissipation. But there are several options in this 

program that can be successfully implemented to simulate heat dissipation of concrete 

body. In addition to that, incremental analysis provides an option to modify these tools 

over time. In this case study, ambient thermal radiation option was used to model heat
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dissipation from concrete. Formwork characteristics were modeled by modifying 

emissivity of radiation to ambient. During the construction, forms were removed 

approximately after 36 hr. Removal of forms was simulated by changing emissivity from 

0.4 to 1 after 36 hr. Reduced emissivity in first 36 hr was used to simulate the insulation 

effects of forms. Transient heat transfer analysis performed and history output of each 

recorded point compared with the field data. Comparison of measured and calculated 

temperature histories are shown in Figures 2.7 to 2.10. A contour plot of temperature 

distribution through the wall section is also shown in Figure 2.6 that represents 

temperature stage of each node at the end of the analysis.

Quadratic-He xahe dron 
elements a

Figure 2.6: Contour plot of temperature distribution in studied culvert section
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Figure 2.7: Calculated and measured temperature history at Point 1
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Figure 2.8: Calculated and measured temperature history at Point 2
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Figure 2.9: Calculated and measured temperature history at Point 3
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Figure 2.10: Calculated and measured temperature history at Point 4

It is clear that except Point 2, calculated and measured data has good agreement in three 

other locations. But even considering only the field temperature data, it is apparent that
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Point 2 temperature data has some errors. Point 2 is located between Point 1 and Point 3. 

Temperature o f Point 2 should be between temperatures of neighboring locations at 

certain time. Also, Point 1 is closer to the foundation contact surface and heat dissipation 

rate would be faster. This would cause lower maximum temperature at Point 1, as 

compared to Point 2. These facts suggest that there might be some variation of the form 

and insulation behavior of the forms or an error in temperature sensors.

2.7 Summary

There are two major factors for volumetric changes of concrete that are shrinkage due to 

moisture loss and expansion or contraction due to temperature. To estimate thermal 

expansion or contraction, it is necessary to know temperature history of the concrete 

during early ages. Calculated temperature history during hydration and climatological 

conditions in further stages can help to determine total thermal deformation of concrete 

that is required for stress analysis. Also, in this chapter it was shown that incremental 

analysis option using the ABAQUS computer program provides practical solution for 

simulation of concrete hydration process. In each step of heat transfer analysis, heat 

energy gain and losses can be modified to simulate field conditions of concrete. In 

addition to that, it is shown that Truman et al. (1991) method to simulate hydration 

process works ./ell with incremental analysis. Instead of a temperature function that 

requires detailed lab and field data, Eq.2.10 and adiabatic curve could be used to find 

temperature history of concrete. This method is applicable in incremental analysis and it 

is practical to use. Application of this method requires only limited information about 

temperature in the field, and a calibration of very initial hours to determine 

proportionality of heat release. On the other hand, use of a temperature function requires 

detailed lab tests and calibration process based on field temperature data.
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CHAPTER 3

MATERIAL MODELING

3.1 Introduction

Thermally induced strains, chemical and drying shrinkage are the main forces for the 

stress development and crack formation at early ages. Magnitude of this early age stresses 

and crack risks depends on restraint conditions as well as young concrete mechanical 

properties. Just after setting, concrete mechanical properties start to develop. Realistic 

simulation of young concrete stress development requires consideration of developing 

mechanical properties. Compressive strength, -ensile strength, and modulus of elasticity 

increase as a function of hydration time and degiee of hydration. Characteristics of 

strength development are being studied for years h> many researchers. Development of 

compressive strength is generally modeled as dependent on age or on the degree of 

hydration. A concept called Maturity (Equivalent age) is used to model strength 

development, which accounts for combined influence of temperature and age. In this 

Chapter, based on the calculated temperature history, time dependent material input data 

will be developed, which will be used in stress-displacement analysis.

3.2 Equivalent Age

Important mechanical properties in the simulation of hardening concrete are the modulus 

of elasticity, strength and creep properties. Determination of development of these 

properties as function of time and temperature is of major concern and can be calculated 

using the equivalent age approach. Equivalent age is a parameter that combines time and 

temperature effects in calculation of concrete strength. Maturity is the concrete age at 

which the hydration at the reference temperature has reached the same stage. There are 

several methods to calculate maturity and corresponding strength characteristics. Neville 

(1995) expresses the relation between temperature and strength of concrete as following:

Strength of concrete = f  (L time interval x temperature) (3.1)
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ACI 306R-97 adapted this description for estimating maturity of concrete but does not 

suggest any analytical method for a function that can be used to calculate strength. 

Equivalent age calculation using ACI 306R method as follows:

V = Z ( r - 7 : , ) A (  (3.2)

where,

M = maturity factor, deg-hr

T = temperature of concrete, °C

To = datum temperature, °C

At = duration of curing period at temperature T, hr

ACI 306R presents some charts to find the strength of concrete cured in certain 

conditions according to calculated maturity using Eq.3.2. Using charts requires some 

calibration to find the strength of concrete with different characteristics and this method 

is not that feasible compared to CEB-FIP method. On the other hand, CEB-FIP method to 

calculate maturity seems to be more realistic. CEB-FIP formulation to estimate 

equivalent is developed based on Arrhenius law, which was discussed earlier in Chapter 

2. According to CEB-FIP model code (1990), the effect of elevated or reduced 

temperatures on the maturity o f concrete may be taken in to account by adjusting the 

concrete age as follows:

tj = ^ A ( , exp 1 3 .6 5 -  4000
273 + T(AI,)/T„

(3.3)

where,

t-j- = temperature adjusted concrete age which replaces t in the corresponding equations 

At/ = number of days where a temperature T prevails 

r  ( A/, ) = temperature during the time period A/,

7 := I, °C
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Cusson et al. (200G, Uscusses Eq.3.3 as it is only valid for Portland-cement concrete. The 

constant parameters 13.65 and 4000 in Eq.3.3 are factors related to activation energy of 

concrete, which depends on cement type and additives used in the concrete mix. 

However, CEB-FIP method is used widely in literature with slight modifications. More 

general shape of maturity function based on Arrhenius equation that is capable of 

accounting for the influence of temperature from -10° to 80 °C, is defined by Mitchell et 

al. (1998) as shown in following;

1

293 ^  + 273

where,

E = activation energy, kJ/(mol.°C) 

= temperature of concrete, °C 

R = gas constant, 8.314 kJ/mol.°C

(3.4)

The energy activation parameter, E, depends on chemical composition of the cement and 

it has following form:

E(Tc) = 33.5 kJ/mol for Tc >20 °C 

E(Tc) = 33.5+1.47(20-Tc) for Tc <20 °C

Using the maturity function given in Eq.3.4, equivalent age of a particular concrete can 

be calculated over the time as follows (Bosnjak and Kanstad, 2001):

eg =  Jexp e (
(3.5)

dt
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Observation of Eq.3.5 clearly indicates that it is equal to Eq.3.3, which CEB-FIP 

recommends for the calculation of maturity. To simplify the problems, CEB-FIP code 

recommends a value of activation energy, E, as 33 kJ/mol for temperature range»’ from 0° 

to 80 °C.

3.3 Compressive Strength

Since concrete strength development is a function of temperature, it can be calculated 

based on given equivalent age. Analytical technique that is used to calculate compressive 

strength from the equivalent age is recommended by the CEB-FIP model code. CEB-FIP 

model code 1990 recommendation for calculation of compressive strength based on 

calculated maturity as follows;

= (3.6)

where,

mean concrete compressive strength at an age of t days 

Xm mean compressive strength after 28 days

coefficient which depends on the age of concrete t (calculated as in following 

equation)

28
'r/r,

1
(3.7)

where,

t = equivalent age of concrete calculated from Eq.3.3 

ti = 1, day

s = coefficient which depends on the type of cement, s = 0.20 for rapid hardening high 

strength cement, s = 0.25 for normal and rapid hardening cement, s = 0.38 for slowly 

hardening cement.
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3.4 Modulus of Elasticity

One of the primary parameters in stress analysis is the elastic modulus of concrete. In 

addition to ACI and CEB methods, there are several equations used commonly to 

calculate modulus of elasticity. Well known ACI equation to calculate elastic modulus as 

parameter of compressive strength is shown in the following (ACI 207.2R-95);

Æ = 4 7 0 0 ^  (in MPa) (3.8)

ACI 207.2R does not specify whether Eq.3.8 can be used for calculation of time 

dependent elastic modulus. But, since elastic modulus is defined as a function of 

compressive strength, this equation may be used to calculate time dependent elastic 

modulus. Compressive strength can be calculated as time dependent, then for each time 

increment elastic modulus also can be calculated as time dependent with Eq.3.8. 

However, one can question that constant coefficient may need modification over the time. 

CEB-FIP model code 1990 suggests use of coefficient given in Eq.3.7 that accounts time 

variation with 28 days elastic modulus to calculate time dependent modulus of elasticity, 

which is shown in following:

= (3.9)

where,

£„.(0 = modulus of elasticity at an age of t days 

= modulus of elasticity at an age of 28 days 

P  7) = coefficient which depends on the age of concrete t, (Eq.3.7)

3.5 T ensile Strength

Since induced compressive stresses are negligible compare to compressive strength of 

concrete, the main concern for early age stresses and consequent crack formation is the 

tensile strength. Restraint induced early age stresses are generally tensile and concrete is 

weak in tension. For this reason tensile strength development of concrete should be 

carefully assessed at early age stress analysis.
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Generally tensile strength of mature concrete is defined by simple equation relating it to 

compressive strength of concrete. But development of tensile strength is not as clear as 

compressive strength. The ratio o f compressive and tensile strength development is 

generally not constant and changes for different concrete mixes. Effect of curing and 

drying conditions as well as dimension of structure are significant for tensile strength 

development. Despite the known effect of curing and drying conditions on tensile 

strength, except the approximate equations of ACI 207.2R-95 given in Eq.3.10, most 

known and used equations do not include these effects on tensile strength estimation.

For calculation of tensile strength, ACI 207.2R-95 recommends the following equations 

that considers effects of drying shrinkage:

f , = (negligable diying shrinkage) (3.10)

: /  = (influenced by drying shrinkage) (3.11)

From Equations 3.10 and 3.11 it can be seen that concrete that is influenced by drying 

would have lower tensile strength. Common equations to estimate tensile strength are 

developed based on relation between compressive and tensile strength of concrete. CEB 

and ACI’s formulations are examples that allow calculation of tensile strength as 

parameter of compressive strength. CEB-FIP model code 1990 formulation for tensile 

strength is given in following:

''fa n ,  = /

2

/  yJck
V  f  cko J

(3.1:2)

where,

= mean tensile strength 

1-4 MPa 

A , =  10MPa

fck = characteristic compressive strength
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f c k  — fern  +

= mean concrete compressive strength 

A /= 8 M P a

Both CEB and ACI methods to estimate tensile strength are basically approximation and 

both can be used. CEB model code suggests that for concrete older than 28 days, 

development of tensile strength is similar to compressive strength. Therefore, Eq.3.12 can 

be used for determination of tensile strength of concrete older than 28 days. For concrete 

younger than 28 days experimental determination is recommended. Bosnjak et al. (2001) 

and Cusson et al. (2000) both have used Eq.3.7 to determine tensile strength over the 

time. Based on the assumption that tensile strength development is similar to the 

compressive strength development, following equation can be written for calculation of 

tensile strength development that is used by Cusson et al.(2000):

f c t ~ P c c f c t 2 % \  (3.13)

where,

= concrete tensile strength

= coefficient which depends on the age of concrete t, (calculated from Eq.3.7)

/ct28 ^  28 days tensile strength

Bosnjak et al. (2001) have also used Eq.3.7 and Eq.3.13 with additional modifications 

based on lab tests.

ACI 207.1R-96 suggests another approximation that relates compressive strength to 

tensile strength, which is shown in following:

|jr = l.TJf:'', (psi). =
==(f32jr:'), (hfF-a).

Although all of equations for tensile strength estimations listed from 3.10 to 3.14, are 

more or less the same, Eq.3.14 seems to be more practical and represent an average of
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approximate equations. Therefore, for modeling of tensile strength development Eq.3.14 

is used in this thesis.

3.6 Case Study-Concrete Strength in Culvert Wall

Before starting stress-displacement analysis of young concrete, input file have to be 

prepared and as part of this task material properties chart has to be developed. As an 

example, the concrete that is used in culvert as discussed in section 2 .6  will be 

considered. In Chapter 2, temperature history of culvert section was determined by 

performing heat transfer analysis. Output file of performed heat transfer analysis could be 

used to estimate concrete mechanical properties over the time. From the temperature 

history of four different points of culvert wall, average temperature for every six hours is 

calculated. Based on this data. Table 3.1 is prepared that shows equivalent age of 

concrete at different ages calculated using Eq.3.3.

Table 3.1 ; Calculated equivalent age of concrete in culvert wall

Tim e

(hour)

A verage
T e m p e ra tu re

(°C)

In c rem en ta l
M aturity

(day)

Total M aturity 

(day)
0 20.0 0.0 0.0
6 21.8 0.3 0.3
12 27.1 0.3 0.6
18 35.5 0.5 1.1
24 43.0 0.7 1.8
30 44.1 0.7 2.5
36 42.5 0.7 3.2
42 39.0 0.6 3.7
48 34.3 0.5 4.2
54 30.8 0.4 4.6
60 27.8 0.4 5.0
66 24.8 0.3 5.3
72 22.2 0.3 5.5
78 19.8 0.2 5.8
84 17.6 0.2 6.0
90 15.9 0.2 6.2
96 14.1 0.2 6.4
102 12.5 0.2 6.6
108 11.0 0.2 6.7
114 9.8 0.2 6.9
120 8.3 0.1 7.0
126 6.9 0.1 7.2
132 5.8 0.1 7.3
138 4.4 0.1 7.4
144 3.3 0.1 7.5
150 1.9 0.1 7.6
156 0.9 0.1 7.7
162 -0.1 0.1 7.8
168 -1.5 0.1 7.9
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The 28 days strength and elastic modulus is determined in lab tests and values are given 

as follows:

/c(28) “  75.8, {MPa)

=40005, (M fa)

Using data calculated in Table 3.1 and tests results for 28 days strength, development of 

strength can be estimated. With combination of Table 3.1, Equations 3.6, 3.7, 3.9 and 

3.14 can be used to determine strength development history table that is shown in Table

3.2.

Table 3.2: Strength development history of concrete in culvert wall

Time
(hr) t e X m (0
(hr) (d«y) (MPa) (MPa) (MPa)

0 0.00 0.000 0.0 0 0.0
6 0.27 0.101 7.7 12711 1.2
12 0.62 0.238 18.0 19512 2.2
18 1.11 0.366 27.7 24204 2.9
24 1.79 0.477 36.2 27631 3.5
30 2.49 0.555 42.1 29810 3.9
36 3.15 0.609 46.2 31230 4.1
42 3.72 0.647 49.0 32176 4.3
48 4.19 0.673 51.0 32819 4.4
54 4.60 0.693 52.5 33300 4.5
60 4.95 0.709 53.7 33677 4.6
66 5.26 0.721 54.7 33977 4.6
72 5.54 0.732 55.5 34226 4.7
78 5.79 0.741 56.2 34434 4.7
84 6.01 0.749 56.7 34612 4.7
90 6.21 0.755 57.3 34768 4.8
96 6.40 0.761 57.7 34905 4.8
102 6.58 0.767 58.1 35027 4.8
108 6.74 0.771 58.5 35136 4.8
114 6.89 0.776 58.8 35236 4.8
120 7.03 0.780 59.1 35325 4.9
126 7.16 0.783 59.4 35406 4.9
132 7.29 0.787 59.6 35481 4.9
138 7.40 0.790 59.9 35550 4.9
144 7.51 0.792 60.1 35613 4.9
150 7.61 0.795 60.3 35670 4.9
156 7.71 0.797 60.4 35724 4.9

162 7.80 0.800 60.6 35773 4.9
168 7.89 0.802 60.8 35819 4.9

= equivalent age, day
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Pcc^t) -  coefficient which depends on the age of concrete 

/cm(0 = niean compressive strength, MPa

£■̂ ,(0 = modulus o f elasticity at age of t days, MPa 

/  (/) = tensile strength at an age of t days, MPa

Graphical representation of Table 3.2 is shown in Figures 3.1 to 3.3.
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0 24 120 144 16848 9672
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Figure 3.1 : Compressive strength development of concrete in culvert wall

Concrete strength development history for one week can be observed in Figures 3.1 to

3.3. For stress-displacement analysis of maturing concrete a table like Table 3.2 is 

necessary. ABAQUS/6.4 input file requires stress-strain curve of given material and this 

can be prepared by Table 3.2.
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Figure 3.2; Modulus o f elasticity development of concrete in culvert wall
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Figure 3.3: Tensile strength development of concrete in culvert wall
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3.7 Creep and Relaxation

Time dependent deformation of concrete under sustained load is called creep. Relaxation 

on the other hand is a decrease in stress with time in concrete subjected to constant 

deformation. An idealized graphical representation of creep and relaxation is shown in 

Figure 3.4. From these definitions it is obvious that both creep and relaxation are due to 

the same phenomenon. For this reason only term creep is generally used to describe 

combination of creep and relaxation.

<7

O

(a)

(b)

Figure 3.4; Idealized graphical representation of creep and relaxation, (a) Creep strain 

(Increased deformation under constant sustained stress), (b̂  Relaxation of stress 

(reduction on stress under constant sustained strain)

Creep magnitude depends on the magnitude of stress, the strength of concrete when stress 

is applied, age of concrete when it is stressed, length of time period for applied stress, 

type of cement used in concrete, amount of cement in the mix, properties of aggregate 

used in the mix, geometric properties of concrete element, reinforcement ratio, and curing 

conditions.

Creep may have negative or positive effects to the structure such as redistribution of the 

stress due to loads and reduction of strength due to large deformation. It is one of very
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important mechanical properties of concrete, but it is at the same time the least 

understood even for mature concrete. For young concrete, complexity of creep 

phenomenon increases for various reasons. When restrained induced stresses are high 

enough, creep may h ive a significant effect by relaxing the stresses and increasing the 

amount of total strain.

ACI 207.2R states that when maximum temperature changes occur over a relatively short 

time period, creep can only slightly modify temperature stresses. However, this may not 

be the case for all structures. Effect o f creep on early age deformation is discussed by 

ACI 207.1R-96, Mitchell et al. (1998), Cusson et al. (2000), and Bosnjak et al. 31). It 

is suggested that since concrete has low elastic modulus at early ages, concrete have high 

creep that reduces crack risks at early ages. Generally, during hydration period maximum 

temperature changes occur when concrete is gaining strength. Thermal and shrinkage 

induced stresses may exceed tensile strength capacity of concrete but creep reduces these 

stresses and crack risks. Effect of creep on reducing stresses depends on the magnitude of 

stresses. Creep effect may be significant on reducing stresses when the stresses are high. 

But in low stress condition, there would not be significant effect by creep.

For normal stress concrete, creep is proportional to stress. In order to complete the 

modeling o f material properties, sufficient model data for early age concrete tensile creep 

behaviour is needed. But, it is believed that most creep prediction models are based on 

mature concrete compressive creep behavior. This is probabiy because of tensile creep 

tests are difficult to perform. Also, creep is known to be a non-linear phenomenon. But 

common creep prediction models are based on assumption that concrete is a linear visco

elastic material. In reality part of creep is unrecoverable and causes permanent 

deformation. This non-linear behavior of creep is one of the reasons that in general creep 

is divided into two parts as basic creep and drying creep. Creep classification is shown in 

Figure 3.5.
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Figure 3.5: Creep classification (basic and drying creep)

Basic creep is the creep under sealed conditions, and drying creep is the additional creep 

due to moisture loss under constant stress. Creep estimation models are generally 

developed based on Maxwell and Kelvin Chain, which is a system consist of a spring and 

a dashpot. Concrete research institutes such as ACI and CEB offers different models to 

estimate creep. Mitchell et al. (1998) showed that CEB-FIP formulation has good 

performance for early age concrete creep prediction. Considering the fact that both ACI 

and CEB creep models are developed based on compressive creep tests, and they involve 

certain assumptions, estimating young concrete tensile creep behavior is quite 

approximate. According to Mitchell et al. CEB-FIP formulation produce good results. In 

this thesis CEB-FIP model was used in estimation of creep coefficient.

The first assumption made to estimate creep is that creep and stress are linearly related. 

For a constant stress applied at time t, creep strain may be calculated using the following 

equation (CEB-FIP, 1990):

(3.15)

where,

creep strain at time t that is loaded at t« 

o'^(/„)= stress in a uniaxially loaded concrete element 

= 28 days modulus o f elasticity

= creep coefficient that is given in following
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= (3.16)

where,

^0 = notional creep coefficient

/?^= coefficient to describe the development of creep with time after loading

t = age of concrete (days) at the moment considered 

to = age of concrete at loading calculated as follows

9
ĵ o -  ô.r
I

■ ...... 12 '• 1
2 + (̂ o,r  ̂A.r )

>0.5^0}'^ (3.17)

where,

t̂  j  = age of concrete at loading give in Eq.3.3 

= l,(day)

a  = a coefficient that depends on the type of cement (-1 for slowly hardening cement, 0 

for normal and rapid hardening cement, and 1 for rapid hardening high strength cement)

Notional creep coefficient, <f>̂ , is expressed as follows:

(3.18)

^0.46(/i//,u)"-

where,

RH  = relative humidity of the ambient environment, %

/?//„= 1 0 0 %

/1q = 100 mm

h = notational size of member, mm

Notational size of member can be calculated as follows:
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■h = 2 Æ

where,

A^= cross section of the member

u = perimeter of the member in contact with the atmosphere

(3.20)

) -
5.3

0.) I

where,

= mean compressive strength of concrete at the age of 28 days, MPa

(3.21)

0 .] + ( f / , , ) ° ' |

where,

to is given in Eq.3.17. 

ti is 1 day

(3.22)

Development of creep with time is given in following:

Ph +(^ A

0.3

(3.23)

where.

P h =150
f, RH 1

1 + 1 .2 ------I >— + 250 <1500 (3.24)
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3.7.1 Case Study-Creep Coefficient of Concrete in Culvert Wall

CEB-FIP formulations for creep model were summarized in Equations 3.15 to 3.24. 

Using this model to estimate creep coefficient at different time intervals is a tedious task 

if a spreadsheet is not used. Eq.3.3 and Eq’s.3.15 to 3.24 were used in Excel to calculate 

creep coefficient for different time intervals that is shown in Table 3.3. This table can be 

used for creep effect in stress-displacement analysis that will be discussed in Chapter 4.

Table 3.3: Creep coefficient variation over the time, and calculated required parameters 

for determination of creep coefficient

fcm - 75 u - 10650 R H  = 60 1168

= 10 = 3250(MX) 100 ^ R H 1.48

a = 0 h = 610 ^ 0  = 100 1.94

Time (hr) E quivalent*
9«

to >0.5 T im e (day) A /o) ^0

0 0.00 0.00 0.00 0.00 1.03 2.94 0.00
6 0.27 0.27 0.25 0.08 1.03 2.94 0.23
12 0.62 0.62 0.50 0.10 0.99 2.83 0.28
18 1.11 1.11 0.75 0.11 0.89 2.55 0.28
24 1.79 1.79 1.00 0.12 0.82 2.34 0.28
30 2.49 2.49 1.25 0.13 0.77 2.20 0.28
36 3.15 3.15 1.50 0.14 0.74 2.10 0.29
42 3.72 3.72 1.75 0.14 0.71 2.04 0.29
48 4.19 4.19 2.00 0.15 0.70 1.99 0.29
54 4.60 4.60 2.25 0.15 0.69 1.96 0.30
60 4.95 4.95 2.50 0.16 0.68 1.93 0.31
66 5.26 5.26 2.75 0.16 0.67 1.91 0.31
72 5.54 5.54 3.00 0.17 0.66 1.89 0.32
78 5.79 5.79 3.25 0.17 0.66 1.88 0.32
84 6.01 6.01 3.50 0.17 0.65 1.87 0.33
90 6.21 6.21 3.75 0.18 0.65 1.85 0.33
96 6.40 6.40 4.00 0.18 0.65 1.84 0.34
102 6.58 6.58 4.25 0.19 0.64 1.83 0.34
108 6.74 6.74 4.50 0.19 0.64 1.83 0.34
114 6.89 6.89 4.75 0.19 0.64 1.82 0.35
120 7.03 7.03 5.00 0.19 0.63 1.81 0.35
126 7.16 7.16 5.25 0.20 0.63 1.80 0.36
132 7.29 7.29 5.50 0.20 0.63 1.80 0.36
138 7.40 7.40 5.75 0.20 0.63 1.79 0.36
144 7.51 7.51 6.00 0.21 0.63 1.79 0.37
150 7.61 7.61 6.25 0-21 0.62 1.78 0.37
156 7.71 7.71 6.50 0.21 0.62 1.78 0.37
162 7.80 7.80 6.75 0.21 0.62 1.78 0.38
168 7.89 7.89 7.00 0.22 0.62 1.77 0.38
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3.8 Shrinkage

Shrinkage can be defined as volume reduction of concrete due to moisture loss during 

and after the hardening. Primary driving forces for shrinkage are moisture exchange with 

surroundings and cement hydration or carbonation. Although concrete volume change 

sometimes cause swelling due to moisture exchange with environment, generally 

reduction of volume is a concern. Total shrinkage is sum of volume reduction of concrete 

due to several different shrinkage phenomenon. Total shrinkage is generally categorized 

as chemical shrinkage, autogenous shrinkage, carbonation shrinkage, plastic shrinkage, 

and drying shrinkage. Primary shrinkage types are shown in Figure 3.6.

Autogenous
Shrinkage

Plastic
Shrinkage

Drying
Shrinkage

Carbonation
Shrinkage

Chemical
Shrinkage

Figure 3.6; Shrinkage classification

Hydration of cement causes reduction of absolute volume of the paste, which is chemical 

shrinkage. Part of chemical shrinkage is called aoutogenous shrinkage that is visible. 

Autogenous shrinkage is the macroscopic volume reduction of cement paste, mortar, or 

concrete caused by cement hydration (Kosmatka et al., 2002). Drying shrinkage is the 

reduction of volume due to moisture exchange between concrete element and its 

surrounding. When drying shrinkage takes place close to the surface before final setting, 

it is called plastic shrinkage.

Previously drying shrinkage was considered dominant in total shrinkage, and therefore 

chemical shrinkage was generally neglected. With development of high performance 

concrete, proportionality o f total shrinkage has changed. Due to high water cement ratio, 

total shrinkage of normal concrete may be primarily the result of drying. In high 

performance concrete, chemical shrinkage may dominate total shrinkage amount, due to 

special mix design. High performance concrete mix characteristics such as low w/c ratio 

and additional supplementary cementing materials are primary reasons for chemical 

shrinkage.
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Similar to other associated properties, estimation of total shrinkage at early ages is a 

complicated difficult task. Volume change due to plastic shrinkage may be considerably 

large but this type of shrinkage does not impose significant stresses. Before final setting, 

concrete has negligible elastic modulus and plastic shrinkage, which mainly affects the 

surface region of concrete and can be neglected in stress calculations.

Drying shrinkage may be dominant for normal quality concrete when it is exposed to 

drying for very long time at mature ages. But the length of stress analysis considered for 

the simulation of case study is relatively short time as compared to development of 

drying shrinkage. Even though there might be certain amount of drying shrinkage, 

because of relatively short simulation length it might be neglected. Also present concrete 

mix design trend is toward low water cement ratio, which also reduces drying shrinkage. 

Remaining shrinkage class need to be considered is chemical shrinkage. This type of 

shrinkage is particularly high for high performance concrete. Main problem with the 

estimation of chemical shrinkage is that design codes do not specify whether they 

account for chemical shrinkage in their estimation methods.

ACI 207.2R introduces a method to estimate drying shrinkage. Since thermal and 

shrinkage volume changes are similar (stress independent strains), they can be 

superposed. ACI 207.2R uses equivalent temperature change concept to convert 

shrinkage to thermal strain. In design of concrete structures, to consider volumetric 

changes it is very convenient to consider only temperature, rather than temperature and 

drying. For this reason, it is desirable to express drying shrinkage in terms of equivalent 

change in concrete temperature. According to ACI 207.2R-95, equivalent temperature 

change with the consideration of long-term affect of creep can be expressed as follows:

T̂DS
V

 ̂IF,-125^
V 100 /

(3.25)

where,

'̂ Ds -  equivalent temperature change due to drying shrinkage, in deg F 

Ifj, = water content of Ifesh concrete, (not less than 225 Ibiyd^)

V = total volume, m’
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s  = area o f the exposed surface, in^

At first, ACI 207.2R method for calculation of shrinkage that also accounts for creep 

effect may be very attractive to use, but obviously it is too simplistic for prediction of 

complicated creep and shrinkage characteristics.

ACI 209R-92 that is a detailed report on shrinkage and creep of concrete, also suggest a 

method to estimate shrinkage. But it is not mentioned for what kind of shrinkage this 

method is applicable. Following equation is recommended by ACI 209R-92 to estimate 

shrinkage strains.

(3.26)

where,

shrinkage strain (415x10^ to 1070x10'^ m/m)

= ultimate shrinkage strain 

/ = time after the loading

/  (days) and a  are coefficients depending shape and size 

/  = 2 0  to 130 days 

a  =0.9 to 11

CEB-FIP model code has a method to calculate total shrinkage as well. But again there is 

no clear statement whether this method includes aoutogenous shrinkage. Cusson et al. 

(2000) reported that CEB-FIP formulation may not be reliable for estimation of 

aoutogenious shrinkage. In a case study, it was seen that CEB-FIP prediction for 

Siirinkage was largely exceeded by the corresponding aoutogenous shrinkage strain 

predicted by an empirical model. According to CEB-FIP model code, the total shrinkage 

or swelling strains may be calculated as follows:

4:= ( ' - f ,  ) (3.27)

where,
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£T„ ( /,/,)=  total shrinkage strains 

= notional shrinkage coefficient 

A  (/ - /,)  = coefficient to describe development of shrinkage with time 

t = age of the concrete

ts = age of concrete at the beginning o f shrinkage 

Notional shrinkage coefficient is given in following;

a:..

with

= 160 + 10/). 9 - j ^  : (3.29)
\  J  cmo j  _

where,

Am mean compressive strength of concrete at the age of 28 days, MPa 

A ^ =  lOMPa

A c“ coefficient which depends on the type of cement, (4 for slowly hardening cement, 5 

for nomial and rapid hardening cement, 8 for rapid hardening high strength cement)

=-1.55A,w for 40% < RH < 99%

= +0.25 for RH > 99%

(3.28)

PsRH -  1

where,

RH  = relative humidity of the ambient atmosphere, % 

/?//(,= 1 0 0 , %

Development of shrinkage with time is given by:

(3.30)
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0.5

; (3.31)

where,

/i = to be calculated by Eq.3.20 

/jg = 1 00  mm

/, = 1 day

3.8.1 Case Study-Shrinkage of Culvert Wall

Although throughout this chapter it would have been more preferable to use ACI 

formulations for modeling properties of material, in many cases it was not possible. For 

example, using the ACI formulations, equivalent age cannot be calculated in analytieal 

way. For most of the properties CEB-FIP code was used so far. In this section, shrinkage 

will be estimated based on this code. For practical reasons, calculated shrinkage strains 

will be converted to the equivalent temperature change. This is required to include 

shrinkage effect in stress-displacement analysis using ABAQUS/6.4.

Part of the culvert structure, which was discussed in Chapter 2 and in this chapter, is 

exposed to atmospheric conditions. According to CEB-FIP model Code, relative 

humidity o f 80% can be assumed for this s cture. Bosnjak et al. (2001) reported the 

value of thermal expansion coefficient as 8.5x10'^. Same value is chosen in this case 

study since it was determined with lab tests. Shrinkage strains were calculated using 

equations 3.27 to 3.31, and then strains were converted to the equivalent temperature 

change. Table 3.4 shows predicted equivalent temperature change due to shrinkage.

For this case study, the length of the analysis considered is the first week of concrete. The 

time at which concrete starts to be exposed (form removal) is after 36 hours of placement. 

Total time that concrete is allowed to shrink is very short for this case study. For this 

reason expected shrinkage should not cause significant volume changes, and calculated 

equivalent temperature would not cause significant thermal contraction. However, to 

complete the model, calculated shrinkage strains will be included in stress-displacement 

analysis.
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Table 3.4: Estimated shrinkage and equivalent temperature changes over the time and 

required calculated parameters for shrinkage prediction

u = 10650 ho = 100 R H = 60

A .  = 3250000 P  sc = 5 R H ,= 100

h  = 610 P r h  ~ -1.22 P sR H  ~ 0.78

fern ~ 75 ^ c s o  “ -2.9E-04 f  —J cmo 10

^ s (/J  = 2.4E-04 T herm al Expansion C oefficient 
8.50E-06

Tim e (hr) Time (days) 4
0 0.00 0.0000 O.OBOO 0.0 0.0
6 0.25 0.0000 0.0E*OO 0.0 0.0
12 0.50 0.0000 O.OE+00 0.0 0.0
18 0.75 0.0000 O.OE+00 0.0 0.0
24 1.00 0.0000 O.OE+OO 0.0 0.0
30 1.25 0.0000 O.OBOO 0.0 0.0
36 1.50 0.0000 O.OEHX) 0.0 0.0
42 1.75 0.0044 -1.3E-06 -0.1 -0.1
48 2.00 0.0044 -1.3E-06 -0.1 -0.3
54 2.25 0.0044 1.35-06 -0.1 -0.4
60 2.50 0.0044 -1.36-06 -0.1 -0.6
66 2.75 0.0044 -1.36-06 -0.1 -0.7
72 3.00 0.0044 -1.36-06 -0.1 -0.9
78 3.25 0.0044 -1.36-06 -0.1 -1.0
84 3.50 0.0044 -1.36-06 -0.1 -1.2
90 3.75 0.0044 -1.36-06 -0.1 -1.3
96 4.00 0.0044 -1.36-06 -0.1 -1.5
102 4.25 0.0044 -1.36-06 -0.1 -1.6
108 4.50 0.0044 -1.36-06 -0.1 -1.8
114 4.75 0.0044 -1.36-06 -0.1 -1.9
120 5.00 0.0044 -1.36-06 -0.1 -2.1
126 5.25 0.0044 -1.36-06 -0.1 -2.2
132 5.50 0.0044 -1.36-06 -0.1 -2.4
138 5.75 O.C044 -1.36-06 -0.1 -2.5
144 6.00 0.0044 -1.36-06 -0.1 -2.6
150 6.25 0.0044 -1.36-06 -0.1 -2.8
156 6.50 0.0044 -1.36-06 -0.1 -2.9
162 6.75 0.0044 -1.36-06 -0.1 -3.1
168 7.00 0.0044 -1.36-06 -0.1 -3.2

3.9 Effect of Section Thickness on Material Properties

In this chapter, it was assumed that section thickness has negligible effect on strength 

variation through the section. This is true if the temperature history is relatively similar 

through the thickness. But, when the section is thick enough and there is significant 

variation of temperature history, the problem would be much more complex. This would 

occur in mass concrete structures if proper construction procedure were not followed.
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Mass concrete is described as the structures with minimum dimension of 2 m in any 

direction. Since the section in mass concrete is thick, the total mature age of inner 

concrete may be much higher than exposed surface region. This would create a section 

with different material properties and may cause significant problems. Generally, in 

slender structures this effect is negligible. The following example illustrates effect of 

section thickness on material properties.

Consider a slab with thickness of 300 mm that is exposed to ambient temperature from 

the casting, and supported by soil with relatively higher temperature. To investigate the 

effect of section thickness, slab thickness should be as many layers as possible during 

heat transfer analysis. FE mesh of the example slab is shown in Figure 3.7.

,J..
Figure 3.7: FE mesh of a square slab with thickness of 300 mm divided in to 8 layers 

(layers are named from the top starting from Lyl to Ly8 )

Inner layers of the slab are insulated by other layers and would have higher temperature 

at any time through the hydration period. Higher temperature of inner layers would create 

faster rate of strength gain. On the other hand, the exposed layers that are closer to the top 

of the slab would gain strength in a slower rate. Heat transfer analysis was performed as 

in culvert structure and temperature history of different layers is presented in Figure 3.8.
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Figure 3.8: Different temperature history of different layers in example slab

The figure clean y shows that the exposed layers have lower temperature at any time 

resulting in lower equivalent age for the concrete at these layers. Particularly Lyl, which 

is at the top of the slab, has the lowest temperature history. Effect of variation of ambient 

temperature during the day, can be observed in broken parts of L yl.

Using the methodology described previously in this chapter, properties of each layer can 

be calculated. Figures 3.9, 3.10, and 3.11 show variation of compressive strength, tensile 

strength and elastic modulus respectively through the thickness of the slab.
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Figure 3.9: Variation of calculated compressive strength through the thickness of the 

example slab
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Figure 3.10: Variation of calculated tensile strength through the thickness o f example 

slab
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Figure 3.11; Variation of calculated modulus of elasticity through the thickness of 

example slab

Observation of Figures 3.9, 3.10 and 3.11 indicates that variation of strength through the 

thickness is very small and may be neglected. Particularly tensile strength, which is the 

most important parameter, is almost constant, t his is because total range of tensile 

strength is much smaller than the total range for compressive strength and elastic 

modulus. However, in case of thick sections, variation of strength might be considerably 

large and could not be neglected. Different material properties of structural element 

would require definition of material for each .ayer in stress-displacement analysis. This is 

a problem generally with mass concrete sections and that is out of the scup of this thesis.

3.10 Summary

In Chapter 2, determination of temperature history of concrete during the hydration 

period was shown. Throu^iiout this chapter, output of the heat transfer analysis was used 

to model concrete and analyze material prop.^rties with time. Calculated data will be used 

in the next chapter to perform stress-displacement analysis. Strength parameters were 

calculated for a case study, which is part of a culvert construction. The section thickness
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of culvert wall is 600 mm, and strength development is estimated based on the 

temperature history o f middle of the section.
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CHAPTER 4 

STRESS DISPLACEMENT ANALYSIS 

4.1 Introduction

Simulation of early age concrete requires solution of thermal and mechanical problem. 

ABAQUS/6.4 offers an analysis technique called fully coupled-thermal-stress analysis 

(Hibbitt et al., 2004). This option is used when the solution of temperature and stress 

development histories influence each other strongly. But for volumetric changes induced 

stresses in concrete, effect of mechanical response to temperature development is 

negligible and heat transfer and stress-displacement analysis can be separated. Hibbitt et 

al. uses the term sequentially coupled thermal-stress for a particular type of analysis. This 

analysis technique is used when the stress/displacement solution is dependent on a 

temperature field but there is no inverse dependency. Sequentially coupled thermal-stress 

analys method is performed by first solving the pure heat transfer problem, then reading 

the heat transfer analysis solution into the stress analysis as a predefined field. In Chapter 

2, dynamic heat equilibrium equation that is used in FEM for thermal problems was 

discussed. In the following section, general non-linear FEM formulation will be 

discussed. Principles of virtual work statement that is used for the solution of any 

mechanical problem is briefly described.

4.2 Finite Element Formulation for Mechanical Problem:

Most problems that are solved using the finite element formulation are developed based 

on basic equilibrium statement that is shown in following (Hibbitt et al., 2004);

a \
—  a  + /  =0  (4.1)
dx

(J = stress te: :

/ =  vector ' .presenting body force per unit volume 

X represents cartesian coordinate system
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Interpretation of the equilibrium statement is that the forces applied to a body must be 

equal to the stresses in the body. In stress-displacement analysis, approximate solution of 

equilibrium statement is sought in the subdivision of structural body by replacing it with 

a weaker form. The weaker form of equilibrium equation is presented in following 

equation, which is classical form of virtual work statement (Hibbitt et al., 2004).

^4.2)

F = volume of the structure 

S  = surface of the structure 

/ =  volume load

t = surface load (surface traction)

Sv=  arbitrary test function that satisfies boundaries and continuity (weighting function/ 

admissible virtual displacement)

6" and cr are any conjugate pairing of material stress and strain measures (operation 

symbolises scalar product of two matrices).

Derivation of the principles of virtual work formulation (Eq.4.2) can be found in many 

FEM textbooks as well as in ABAQUS/6.4 theory manual. Physical interpretation of 

virtual work equation shows that “the rate of work done by the external forces subjected 

to any virtual velocity field is equal to the rate of work done by the equilibrating stresses 

on the rate of deformation of the same virtual velocity field” (Hibbitt et al., 2004). The 

solution of stress-dispiacement problems by application of Eq.4.2 is difficult and not 

feasible for complex geometries. For this reason, the entire body of the structure is 

divided in to smaller geometries (elements), and then the solution of Eq.4.2 is sought in 

each element. This solution technique is called FEM and provides solution of Eq.4.2 in a 

simple numerical way. In I EM, the field variable is calculated by interpolating it from 

the nodal variables. Naming the element nodal variable as ii" , interpolated field variable 

can be written as follows (Hibbitt et al., 2004);
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jw (4.3)

Nf  ̂ is a vector of interpolation (FEM interpolator) functions that satisfy the element 

bounc ’̂•y conditions.

Field variable of Eq.4.2 is simply the displacement and nodal variable would be the nodal 

displacement. Because of compatibility requirements virtual field, <5v, in Eq.4.2 must 

satisfy all kinematic constraints. Introducing FEM interpolator as in Eq.4.3 constraints 

the displacement to certain variation, and virtual field must be compatible with this as 

shown in following:

(4.4)

Virtual rate of material strain, Ss , is linearly related to the field variable <5vand it can be 

written as follows (Hibbitt et al., 2004):

Ô£ = (4.5)

is a matrix that depends on the current position, x , of the material point being 

considered and has a form of = p^ (x, N^ ).

Substituting Eq.4.4 and Eq.4.5 in to Eq.4.2 yields:

(4.6)

Eq.4.6 can be used for any admissible virtual displacement <5v' . Also, considering that 

nodal variables are independent, each one can be chosen to be nonzero and all others zero 

in turn, to arrive at a system of non-linear equilibrium equations (Hibbitt et al., 2004).

,  ( /V j (4.7)
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Eq.4.7 is essential system for the solution of stress-displacement problems that FEM and 

ABAQUS/6.4 uses. However, for most of the material types (including concrete), Eq.4.7 

is not complete. This formulation needs to be modified to include viscoelastic behaviour, 

creep and relaxation characteristics of the material.

4.3 Reinforced Concrete in FEM

In non-linear structural analysis using the FE softwares require well-defined material 

behaviour in linear and non-linear range. For most of the structural materials this is not an 

issue since the stress-strain behaviour of most materials is well known. But, for 

reinforced concrete this was not the case until recent years. As a composite material, non

linear behaviour of reinforced concrete is still a challenging research subject. Due to low 

strength of concrete under tension, it is used with reinforcing steel to overcome weakness 

problem in tension. After cracking of concrete, there is a degradation of concrete stiffness 

and stress tr?nsfer between concrete and reinforcement called tension stiffening. There 

are two basic approaches to model cracking and tension stiffening, which are discrete 

crack approach and smeared crack approach.

In discrete crack modeling for tension stiffening, individual cracks are modeled by using 

separate nodal points for concrete elements located at the cracks, which allows separation 

of elements at cracks. Then, separate linear or non-linear bond-slip linkage elements are 

used to model tension stiffening.

Smeared crack approach is more practical as compared to discrete crack approach and 

most commercial FE softwares, including ABAQUS/6.4 have adapted this approach. In 

smeared crack approach, two methods are available to model tension stiffening. In first 

method, concrete elastic modulus is decreased gradually after crack formation while the 

steel elastic modulus is unchanged. In the second method of modeling tension stiffening, 

concrete elastic modulus is set to zero as crack progresses and steel elastic modulus is 

first increased then gradually decreased. Although it is suggested that using modified 

stiffness for steel is numerically most efficient (ACI 224.2R-92), ABAQUS/6.4 uses first 

method that steel stiffness kept constant while concrete stiffness is degraded. A typical 

tension-stiffening curve with smeared crack approach is shown in Fixture 4.1. It can be
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observed that after cracking of concrete, stiffness of concrete gradually decreases while 

steel stiffness kept constant. Amount of strain that allow stress transfer between concrete 

and steel is about 10 times of concrete tensile strain capacity.

CJ>k

Cracking point

Tension stifTcning curse

l O E

Figure 4.1 : Typical tension stiffening cur\'e (Hibbit et al., 2004)

4.4 Defining Material in ABAQUS/6.4

ABAQUS/6.4 offers three different options for concrete material modeling; “the Smeared 

Crack Concrete Modeling” in ABAQUS/Standard; “the Brittle Crack Modeling” in 

ABAQUS/Explicit; and “the Concrete Damaged Plasticity” in both ABAQUS/Star âfd 

and in ABAQUS/Explicit. Although only first model is named as smeared crack 

modeling, all three types of concrete models are based on smeared cratX approach for 

tension stiffening From these three models. Smeared Crack Modeling is the most 

practical and simple method to model concrete. The main problem with “Smeared Crack” 

material option is that it is not possible to model tensile behaviour of concrete in details 

and it is not possible to model viseoelastie behaviour of concrete. Conerete Damaged 

Flastieity model is different than the other two options because it is possible to define 

tensile and compressive behaviours separately and it is also possible to introduce 

degradation of elastic stiffness. Although this model is developed for cyclic loading, it
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can also be used for monotonie loading. The main advantage of Concrete Damaged 

Plasticity option is that concrete tensile and compressive behaviour can be defined 

separately. Concrete damaged plasticity model accepts viscoelastic regularization and 

elastic degradation option and it can be used to model creep and relaxation both in 

tension and compression. Brittle Crack Modeling option is used when primary stresses in 

concrete are tensile. Since different solution technique is used with this material option, it 

is very powerful to solve convergence problems. Brittle Crack Modeling will be 

discussed in details in Chapter 6.

The objective of non-linear FEM analysis is to capture material behaviour from initial 

loading up to failure. To increase accuracy of the solution, material stress-strain curve 

must be well defined in elastic and in inelastic range. Since hardening concrete properties 

changes over time, firstly stress-strain cur\'e of concrete for each time interv'al need to be 

determined.

Concrete is assumed to behave linearly from initial loading to about 35-40% of maximum 

compressive strength. But early age volumetric changes induced stresses are well below 

the elastic limit in compression. Although concrete can be modeled to behave linearly in 

tension and up to 40% of the compression, complexity of hardening concrete properties 

requires detailed definition even in linear range. To define detailed definition of stress- 

strain curves, a function is required that would predict concrete behaviour in linear and 

non-linear range. CEB-FIP model code 1990 provides an equation that can be used to 

develop the stress-strain curve for concrete. Following equation is an approximate 

relation between stresses and strain that is valid when I < ,,̂ 1 (CEB-FIP, 1990).

4 ,
ĉ:

1 +

where,

is the initial tangent modulus, (it is shown in Figure 4.2) 

cr̂  is the compression stress, MPa
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is the compression strain

is strain at maximum stress, (it is shown in Figure 4.2)

=  0.0022

Ê  ̂ is the secant modulus from the origin to the peak compressive stress which is defined 

as in following (it is shown in Figure 4.2):

0.0022 (4.9)

( J i

cm

£  c.lim£ c l

£ c

Figure 4.2: Stress-strain diagram for uniaxial compression (CEB-FIP model code 1990)

In a case study that is discussed in Chapters 2 and 3, based on temperature history and 

equivalent age, concrete strength development was estimated. Incremental analysis of 

young concrete requires separate definition of material behaviour for each time 

increment, and Eq.4.08 will be used to develop material input data.

In Chapter 2, to perform heat transfer analysis, the length of the analysis was divided into 

10 steps. To be consistent, same time intervals would be used for stress-displacement 

analysis. Using the previous material development data that is explained in Chapter 3, 

and Eq.4.8, Table 4.1 is prepared. This table presents details of compressive behaviour of 

concrete at different ages. A graphical representation of Table 4.1 is shown in Figure 4.3.
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Table 4.1: Compressive strains and corresponding stresses for concrete at different 

ages(units are in MPa)

T im e  (h r) 6 12 18 24 30 36 48 72 120 168
fe rn 7.7 18.0 27.7 36.2 42.1 46.2 51.0 55.5 59.1 60.8

Ei 12711 19512 24204 27631 29810 31230 32819 34226 35325 35819
Es 3478 8196 12612 16437 19131 20997 23189 25219 26865 27621

k m i n a m f c l fc2 fc3 fc4 fc5 fc6 fc7 fc8 fc9 fc10
1 0.00004 0.5 0.8 1.0 1.1 1.2 1.2 1.3 1.4 1.4 1.4
2 0.00008 0.9 1.5 1.9 2.2 2.4 2.5 2.6 2.7 2.8 2.9
3 0.00012 1.4 2.2 2.8 3.3 3.5 3.7 3.9 4.1 4.2 4.3
4 0.00016 1.8 2.9 3.7 4.3 4.7 4.9 5.2 5.4 5.6 5.7
5 0.00100 6.4 13.5 19.2 23.6 26.4 28.3 30.3 32.2 33.6 34.2
6 0.00200 7.6 17.9 , 27.5 35.7 41.5 45.5 50.1 54.4 57.8 59.4

m Ê M #  ,
8 0.00250 7.6 17.8 27.2 35.1 40.5 44.1 48.2 51.7 54.1 55.1

60

S.s
O)c
ë
CO

1s
30

2
a
Eoo

0 0000 0.0005 0.0010 0.0015 0.0020 0.0025 0.0030 0,0035

Compressive Strain

Figure 4.3: Stress-strain curve of concrete in compression at different ages

The key parameter in Eq.4.8 is the strain at the maximum stress, which is 0.0022 for 

compression. For determination of tensile behaviour, the value of tensile strain capacity 

at maximum tensile stress that can be used in Eq.4.8 and 4.9 is needed. A:^ount of strain 

at maximum stress, directly affects the magnitude of secant modulus. In Eq.4.8 all the 

parameters are interrelated and good approximation requires reasonably accurate
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selection of strain capacity at maximum stress =0.0022). If magnitude of is 

changed in Eq.4.9, deviation between row#2 and row#7 (coloured row) in Table 4.1 

increases. With this simple iterative approach and using previously calculated data for 

initial elastic modulus and tensile strength values, it is found that for the value of tensile 

strain capacity at maximum strength, = 0.00016 produces a good approximation. This

value of £■,, is reasonable (MacGregor, 2000) to use for this particular concrete and it is 

selected to produce input data for tensile properties. Since concrete is acting similarly in 

tension and in compression, Eq.4.8 should be able to model süess-strain relation in 

tension as well. Similar to compression behaviour, Eq.4.8 and 4.9 were used to develop 

Table 4.2 and Figure 4.4 that show tensile behaviour of concrete at different ages.

Table 4.2; Tensile strains and corresponding stresses for concrete at different ages (units 

are in MPa)

T im e  (h r) 6 12 18 24 30 36 48 72 120 168
ftm 1.24 2.20 2.93 3.50 3.87 4.12 4.40 4.65 4.86 4.95
Ei 12711 19512 24204 27631 29810 31230 32819 34226 35325 35819
E s 7767 13753 18330 21870 24199 25748 27510 29094 30346 30913

W A W m l m W f t t f t2 ft3 fM ftS f te ft7 ftS ft9 f t io
1 0.00004 0.47 0.75 0.95 1.09 1.18 1.23 1.30 1.36 1.40 1.42
2 0.00008 0.86 1.42 1.82 2.11 2.30 2.42 2.56 2.68 2.77 2.81
3 0.00012 1.14 1.96 2.56 3.01 3.30 3.49 3.70 3.89 4.04 4.11

•f^V4.4C

Mitchell et al. (1998) performed experimental study to determine stress-strain behaviour 

of concrete at different ages that is shown in Figure 4.5. Comparing the prepared input 

data shown in Figures 4.3 to Figure 4.5, which is experimental data for hardening 

concrete, shows good agreement. It is important to note that the ages of concrete in 

Figures 4.3 and 4.5 does not match, which would produce different stress-strain curve. 

Also, 28 days strength changes for concrete in both Figures, which would cause 

deviation. However, ignoring the post failure behaviours, similarity of Figure 4.3 and 4.5 

is satisfactory.
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Figure 4.4; Stress-strain curve of concrete in tension at different ages (tension stiffening 

is not included)
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Figure 4.5: Compression tests results for 70 MPa concrete at different ages (Mitchell et 

al., 1998)
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4.4.1 Modeling Creep Effect

Generally, in FE analysis, creep effect on concrete stresses is modeled using a concept 

called effective elastic modulus (Ayotte et al. 1997, Cusson et al. 2000). Effective elastic 

modulus is basically reduced concrete stiffness that accounts for creep and relaxation of 

concrete under stresses. In this thesis, the effective elastic modulus concept was used to 

include creep effect in stress-displacement analysis. Since material stress-strain curves 

were defined from origin to non-linear range, instead of elastic modulus, stress-strain 

curve of each increment were modified. In Chapter 3, calculation of creep coefficient for 

hardening concrete was shown. Using calculated creep coefficients, creep strains can be 

calculated from the CEB-FIP creep equation that is given in Eq.3.15.

Using calculated creep eoefficients, and predicted stress-strain curves shown in Tables

4.1 and 4.2, creep strains can be calculated. Estimated creep strains can be used to modify 

actual stress-strain curv'es of concrete. Example of creep modification is shown in Figure 

4.6.

a

Crçep effect

20

0,000 0,001 0 001 0 002 0 002 0 003 0 003 0 004

S tra in  (m /m )

' f c  " M odified  fc

Figure 4.6: Example of modified stress-strain curve due to creep effect
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4.4.2 Modeling Shrinkage Effects

Creep effect was included in to stress-displacement analysis by modifying material 

properties. Shrinkage however, can be included in model by modifying applied thermal 

loads. In Chapter 3, shrinkage strains based on CEB-FIP model was calculated. 

Calculated shrinkage strains were converted to equivalent thermal change. Based on 

calculated equivalent thermal change, previously calculated temperature history can be 

modified. Thus, shrinkage effect could be included in stress-displacement analysis. 

Modified temperature history is shown in Figure 4.7.

e3

I
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50

40
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Shrinkage
iüôdiGcàridh20
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0
48

-10

T im e  (hr)

—  T e m p . — T e m p .+ S h rn .

Figure 4.7: Modified temperature history curve to include shrinkage effect 

4.5 Coefficient of Thermal Expansion

The coefficient o f thermal expansion, which is also called thermal dilation, is a primary 

parameter in calculation of thermal strains. Thermal expansion coefficient must be 

defined during stress-displacement analysis, which would create volumetric deformation 

according to given thermal difference. Most natural materials have certain expansion 

potential that determines expansion coefficient. Concrete expansion coefficient is
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combination of its content properties and it is influenced by mix properties. Particularly, 

aggregate type has a dominant role on concrete thermal expansion potential. Thermal 

expansion coefficient of concrete can be found by determining the dimensional change in 

a specimen with temperature change as defined in following (Neville, 1995):

a  =
AT

(4.10)

where,

= coefficient of thermal expansion, 1/“C 

Af,,, = thermal strain, m/m 

AT = change in temperature, ”C

Traditionally, concrete expansion coefficient is assumed to be lOxlO'Vc. But depending 

on mix properties, its value may vary from 5xlO 'V c to 15xlO'VC. Mitchell et al. (1998) 

tested mature and hardening concrete to compare expansion coefficient for different 

concrete mixes that are shown in Table 4.3. It was reported that thermal expansion 

coefficient is almost constant during hardening. It is also clear in Table 4.3 that, 

particularly for normal strength concrete, thermal expansion coefficient does not vary 

significantly.

Table 4.3: Variation of thermal expansion coefficient of different concrete types in 

hardening process

M atu re
C o n c re te

H ard en in g  C o ’’ .e t e

C o n c re te A g g re g a te a A ge a
S tre n g th  (Mpa) T ype (1x10^)/°C (h) (1x10-®)/°C

30 L im estone 10.00 24 9.50
70 L im estone 10.91 24 10.20
1 0 0 L im estone 7.35 ”

4.6 Analysis - Case Study

Analysis is performed for previously considered case study. The FE mesh of stress- 

displacement analysis is shown in Figure 4.8. Structural model consist of four different
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parts: culvert wall, culvert foundation and two layers of reinforcement. Selected mesh 

density is optimized to ensure accuracy of solution. Solid elements are linear eight nodes 

brick type. Reinforcement is modeled in the embedded surface region. Element types in 

surface region are four node-linear surface elements. All elements in the selected mesh 

are reduced integration type that has one integration point in the centre of the element. 

Linear reduced integration elements are recommended to predict strains in the structure 

(Hibbitt et al., 2004). However, using reduced integration elements requires relatively 

finer mesh, which is provided in this analysis. Alternatively, full-integration elements can 

also be used in the model. But using fully integrated elements would increase 

computational cost. Also, stiffer nature of full-integration elements causes poor results 

for strain prediction.

Wall
Linear brick elements 
(414x395x325) mm’

i-' i  r  ! ! -
Reinforcement 

Linear shell elements 
(414x395) mm’

'■t;; -

I I  !
'w:''

Foundation

I 1
' j . ' , : -!

Linear brick elements 
(400x395x250) mm’

Figure 4.8: Finite element mesh-dens £y of Culvert wall
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Shrinkage and temperature reinforcement ratio is assumed to be about 0.3%, and it is 

distributed uniformly in two layers. Considering that provided reinforcement is placed 

continuously between the foundation and wall, which would provide very stiff 

connection, it was assumed that wall and foundation have perfect bond and multi-point- 

con stramt was provided. Base of the foundation was modeled by elastic foundation 

interaction option in ABAQUS/6.4. Bosnjak suggested that 60 MN/m^ is sufficient for 

the interaction between the structure and soil. The same value is used to define 

interaction forces on foundation. Foundation part of the structure is a one-week-old 

concrete. Since the stresses are too small, material non-linearity in foundation can be 

neglected. Material non-linearity for reinforcement can also be ignored since the stresses 

are well below the yield strength of the steel. Poisson’s ratio of concrete ranges between 

0.1 and 0.2 (CEB-FIP model code 1990). For this case study, it is assumed that poisson’s 

ratio is equal to 0.18. Thermal expansion coefficient, a, is determined in lab tests and it is 

given as 8.5x10 'V c . List of assumed parameters are as follows:

*'c™.cr = 0.18 (poisons ratio for concrete)

'̂s,eet ~ 0.0 (Poison’s ratio for steel can be neglected in numerical analysis of reinforced 

concrete, Hibbitt, 2004)

Efoundcinon ~ 25000 MPa (foundation elastic modulus)

ESteel ~ 210u00 MPa (reinforcement elastic modulus)

General-static type analysis was performed in 10 steps and contour plot for resulting 

longitudinal stresses is shown in Figure 4.9. Total strains were recorded during the 

construction at four different points that are located in the centre of wall. The locations of 

four different strain gages were shown in Figure 2.4. Strain history output is requested 

from ABAQUS/6.4, and calculated strains were compared with measurements. Figures 

4.10 to 4.13 show comparison of measured and calculated strains.

Observation of Figures 4.10 to 4.13 indicates that calculated strains are relatively in good 

agreement with measured values. At P4, which is shown in Figure 4.13, it is noticeable 

that there is a uniform shift between measurements and ABAQUS/6.4 results. The
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uniform shift is an indication of possible errors in measured values. Considering the 

difficulties associated with strain measurement of hardening concrete starting from the 

initial pour, such an error is expected. If uniform deviation in P4 was ignored, calculated 

strains in Figures 4.12 and 4.13 have almost perfect match.

Compressive stresses

Tensile stresses

Figure 4.9: Contour plot of longitudinal stresses in Culvert part
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Figure 4.10: Comparison of measured and calculated strain history at Point 1
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Figure 4.11 : Comparison of measured and calculated strain history at Point 2
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Figure 4.12; Comparison of measured and calculated strain history at Point 3
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Figure 4.13: Comparison of measured and calculated strain history at Point 4

In Figures 4.10 and 4.11, the shape of deviation is different. These two figures represent 

the points that are closer to the foundation. There might be several reasons for deviation

84



of calculated and measured strains at PI and P2. One speculation for the reason is that the 

calculated and measured temperatures are not the same, which would result different 

thermal strains in actual structure and simulated strains. However, in Chapter 2 it was 

shown that calculated temperature histories and field data are in very good agreement. 

Other speculations for deviation at PI and P2 may be underestimated shrinkage, creep 

modeling that is adapted from CEB-FIP code, the slip between foundation and wall that 

is not considered in the numerical analysis, and the effect of volumetric deformation of 

foundation itself.

Each of the suggested reasons for deviation at PI and P2 can be discussed. First 

speculation is that underestimated shrinkage of wall should not be the reason because the 

trends of the four different calculated strain curves are downward compare to measured 

strains. Shrinkage of wall is not underestimated since measured strain curves are not 

below the calculated strains.

Second speculation is that the effect of creep at PI and P2. Effect of creep depends on the 

magnitude of stress and the duration of loading. In Figure 4.14 stress history of four 

points are shown. It is clear that generated stresses are very small, which implies that 

creep has negligible effect on strain history. Also duration of loading, which is one week, 

is relatively short for creep strains to develop. These facts eliminate the second 

speculation for the reason of deviation at PI and P2.

Remaining possibilities for the difference in strain curves at P 1 and P2, are the effect of 

volumetric deformation of foundation and the slip between the foundation and wall. An 

ev iden t ' such slip is the sharp decrease in measured strain data that is visible in 

Figuri j 4.10 and 4.11. Using ABAQUS/6.4, it is possible to model even complex contact 

problems that may simulate the slip between foundation and wall. However, different 

analysis techniques are recommended to solve complex contact problems that are 

available in ABAQUS/Explicit (Hibbitt et al., 2004). For crack analysis of reinforced 

concrete, ABAQUS/Explicit was used in this thesis, which will be discussed in Chapter 

6 .

Calculated longitudinal stresses at four different points are shown in Figure 4.14. 

Developing tensile strength of concrete is also plotted in this figure. Maximum tensile 

stresses have developed in PI, which was expected. But, even in PI generated stresses
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are below the tensile strength, which would eliminate crack risk at this point. However, it 

is important to note that this simulation is performed for one week. A week after 

placement, most of tensile strength has developed and after this point concrete strength 

would not increase. On the other hand, drying shrinkage is just at the starting point of 

development. In longer time, particularly if the atmospheric conditions are dry, 

significant drying shrinkage may be expected. But, the concrete used in this structure is 

HPC and generally this type of concrete does not have significant long-term shrinkage. 

HPC shrinkage problems occur in short term and that is mainly due to chemical 

shrinkage. It was discussed in Chapter 3 that CEB-FIP shrinkage model is not reliable for 

estimating chemical shrinkage. CEB-FIP model may be questionable in prediction of 

chemical shrinkage. But in this particular simulation this model has produced good result, 

and the evidence for that is comparison of strain curves discussed above. Considering the 

time of construction, the location and the nature of the structure, which is placed below 

ground level, it can be concluded that relative humidity was very low during hardening 

period and chemical shrinkage did not affect this structure significantly.
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Figure 4.14: Calculated stress history at different points and tensile strength development
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4.7 Summary

Based on the given data on concrete mix and environmental conditions, temperature 

history of hardening concrete was calculated in Chapter 2. Mechanical properties of 

concrete are related to its temperature history. In Chapter 3 calculated temperature history 

was used to determine concrete properties. Shrinkage of concrete was estimated based on 

code recommendations. Finally in this chapter, thermal and shrinkage strains were 

applied to an example structure that has developing properties. A summary of this 

procedure is given in Figure 4.15.

Methodology followed during this simulation is a realistic method for analysis that 

includes most parameters involved in the problem. Using the presented analysis 

technique, tensile stresses that are generated due to thermal and shrinkage strains can be 

simulated and assessed realistically. Thermal and shrinkage strains are one of the 

important problems in concrete technology. In practical engineering, there are many ways 

to deal with volumetric changes induced stresses such as selecting proper concrete mix, 

proper curing, proper geometry to reduce restraint, use of reinforcement etc. The main 

problem with these control measures that it is difficult to quantify the effect of each 

application. The analysis method presented here may be able to solve this problem and 

applied successfully to concrete materials in structures. For example, selected concrete 

mix may have low hydration heat, which would cause lower thermal strains. This effect 

can be observed throughout analysis. Another example can be the effect o f shrinkage 

compensating concrete, which may be used in construction. Construction joints or 

reinforcement effects are some other parameters that can be assessed with presented 

analysis method. In fact, even the effect of curing temperature on stresses can be 

quantified in presented simulation technique. At last, a realistic simulation technique may 

contribute to reduce the cost and increase durability of structure that will improve 

concrete engineering.
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Figure 4.15: Summary of simulation of hardening concrete
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CHAPTER 5 

RESTRAINT FACTOR

5.1 Introduction

In reality, almost all structures have some kind of restraining that prevents or limits the 

movement of the structure. Limiting or restraining the movement of the structure either 

by supporting structrral part or by adjoining element would induce stresses in the 

structure. Determination of magnitude of restraining is required to analyze possible 

effects of induced stresses. ACl 207.2R-95 defines the degree of restrain as the ratio of 

actual stress resulting from volume change to the stress, which would result v/hen 

completely restrained. Numerically, the strain is equal to the product of the degree of 

restraint existing at the point in question and the change in unit length, which would 

occur when the concrete were not restrained. Description of restraint factor given by AC I 

can be formulated as shown in following that is the same as Anderson (1998) formulation 

for degree of restraint.

. ^  ^  ^ r e s t r a m c J _  (501)
! : 

where,

R =  r e s t r a i n t  f a c t o r  

r̂es,ra,ned =  r c s t r a i n c d  s t r a i n  

^  free ~  ^ " 6 6  S t r a i n

Restrained strains can cause tensile, compressive or flexural stresses in concrete 

structural elements. Primary concern with concrete is tensile stresses that may cause 

cracks. Concrete ability to resist compression is considerably large, and restraint induced 

compressive stresses are negligible compared to other structural loads. Harrison (1981) 

describes restrained strain, by referring only to volumetric changes due to thermal strains. 

However, volumetric changes of concrete structural elements can be for various reasons 

such as temperature variation, chemical, drying and autogenous shrinkage. Both, thermal 

and shrinkage strains are stress independent strains, and they can be superposed for
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design purposes. Whether shrinkage is the result of thermal contraction or moisture loss, 

degree of restraint does not change. It is the geometric properties of structure that governs 

the magnitude of degree of restraint. If total volume change is determined, structure can 

be designed to meet certain requirements such as maximum crack width. In Chapters 2 

and 3, the methods to calculate total thermal and shrinkage strains were explained. For 

convenience, shrinkage strains were converted to equivalent temperature change and 

generated stresses were calculated based on total restraint thermal deformations. Problem 

arises when the product of restraint factor and thermal strain exceeds tensile strain 

capacity of concrete. In concrete structures, excessive restrained strain would cause crack 

development. Harrison (1981) expresses this relation in simple format as shown in 

following:

(a.AT.R) > Tensile Strain Capacity (5.2)

where,

a  = thermal expansion coefficient 

AT = change in temperature 

R ~ restraint factor

The left side of Eq.5.2 include restraint factor, R , and total free strain that includes 

thermal and shrinkage strains {a.AT). Right side o f the equation is the tensile strain 

capacity of concrete, which is maximum restrained strain that concrete can resist. From 

Eq.5.2, it is clear that Harrison also describe restraint factor as the ratio o f restrained 

strain to thermal strain. In most situations, the product of restraint factor and Ifee strain 

exceeds tensile strain capacity and cracks develop. Concrete design as structural material 

requires limited crack WiJth and that is achieved by reinforcement. Determination of 

sufficient amount of reinforcement requires correct estimation of degree of restraint. 

However, there is no particular design guide that provides analytical data for degree of 

restraint. Instead of analytical method, certain amount of temperature and shrinkage 

reinforcement is recommended in most design guides. One of the design guides produced 

by ACl committee 207 (ACl 207.2R-95), provides limited information to calculate 

degree of restraint. ACl 207.2R-95 recommendation for degree of restraint is developed
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by experiments for plain concrete, and it is validity for reinforced concrete is a matter of 

interest. In this chapter, numerical analysis of reinforced concrete is performed to 

determine degree of restraint in a simple structure and results are compared with ACl 

207.2R-95 data.

5.2 Degree of Restraint

Degree of restraint changes according to geometric properties of concrete. Based on the 

geometry, each structure may have internal, external, continuous and discontinuous 

restraining condition. Generally speaking, internal restraint is the result of section 

thickness, while external restraint is the result of adjoining or supporting structure. An 

example of external continuous edge restraint is shown in Figure 5.1 that is explained in 

CIRIA report (Harrison, 1981). This common case may occur when a wall cast onto a 

rigid or on a flexible base. When concrete wall starts to cool down to ambient 

temperature level, it attempts to contract. But previously cast base restrains any 

movement by contact friction. When the wall is allowed to contract freely, a theoretical 

shape as shown in Figure 5.1(b) would appear. In reality, depending on base rigid or 

flexible condition, volumetric changes of wall would form a shape as shown in Figure 5.2 

(a, b).

 ̂Wall without 
shrinkage

Potential free contraction 
on shrinkage

(a) (b)

Figure 5.1; Continuous edge restraint of wall cast on a base, (a) wall without shrinkage, 

(b) potential free contraction
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Rigid base Flexible base

Potential primary; 
cracks ■

V V \ ,
Restraining forces

(b)(a)

Figure 5.2: Potential crack formation for different rigidity of foundation (a) rigid base, (b) 

flexible base

Figure 5.2 shows primary crack formations due to restraining condition. Secondary 

cracks would form and crack width would be under control when sufficient amount of 

reinforcement is provided in the wall section. Restraining condition shown in Figures 5.1 

and 5.2, called continuous edge restraining condition and it is a simple model to illustrate 

restraining. Similar restraining condition can occur in successive lifts of a wall or in 

adjoining strips of a slab. This condition can also occur when a wall cast on a fully or 

partially restrained slab. In reality, boundaries of the structure may have different 

configuration and accordingly different restraining condition may develop. This would 

modify critical sections in the wall and create different crack pattern. For example, the 

wall may have boundaries at both ends, which is defined as three-side fully restrained 

wall. Three-side fully restrained condition may occur when a wall is constructed in stages 

as different bays.

In order to '•each an optimum or an economical structural design, determination of 

restraining fac -.or is required. In CIRIA (Harrison, 1981) report, variation of restraint 

factor for an uncracked wall that is placed on a rigid base was calculated and shown in 

Figure 5.3. Harrison does not present the details of calculations, but it is mentioned that 

curvature formulas was used. Similar wall will be analyzed using ABAQUS/6.4 and 

degree of restraint will be compared in the following section.
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0 976 ,0 9 6 6  ̂ 0 ,963 0 964 . . 0 968 . 0 975

Rigid B a s e
L (ha l l e n g t h  o f  t h e  w al l ) -

Figure 5.3: Restraint factors for an uncracked wall on a rigid base (length/Tieight ratio=4), 

(Harrison, 1981)

5.3 Calculation of Degree of Restraint using ABAQUS/6.4

In order to verify the validity of numerical analysis, same wall shown in Figure 5.3 was 

analyzed and degree of restraints was calculated. Since Figure 5.3 is developed for an 

uncracked concrete, linear elastic analysis was performed with ABAQUS/6.4. A fixed

base wall with same length to height ratio was considered (L/H=4). Details of selected

parameters, and comparison of calculated degree of restraint are as follows:

L = Length of wall = 4 m 

H = Height of wall = 1 m 

E = 25000 MPa (Elastic modulus)

K = 0.15 (Poissons ratio) 

a  = 10x10 ''/"C (Thermal expansion coefficient)

Table 5.1 presents comparison of calculated degree of restraint using FEM and predicted 

values by Harrison (1981). Dark rows in this table represent the results of FE analysis, 

while the white rows are given by Harrison. From Table 5.1, it can be seen that, except 

the free top comers of wall, deviation of restraint factor is in the range of 1%. As degree 

of restraint drops »o below 0.1, small deviation of calculated and given numbers can be
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observed. Degree of restraint is negligibly small at points of deviation and can be 

ignored. In CIRIA report (Harrison, 1981), determination of restraint factors by using 

formulas of curvature may have introduced small errors. Several researchers have named 

free comer of wall as no crack zone due to zero restraint factor (Kheder, 1997). The 

negative signs for calculated degree of restraint means compressive stresses on that 

region, and no crack would form. Overall results shows very good match between 

calculated degree of restraint and given numbers.

Table 5.1 : Comparison of calculated degree of restraint with CIRIA report (L/H=4)

X/Yor UH i.ength from center of the wall
wall O.OL 0.1 L 0.2L 0.3L 0.4L 0.5L 0.6L 0.7L 0.8L 0.9L 1.0L

1.0H 0.592
0.552

0.581 0.545
0.533

0.484 0.396
0.444

0.283
0.374

0.153
0.285

0.029
0.183

-0.049
0.087

-0.040 0.001

0.8H 0.613
0.610

0.604 0.576
0.564

0.530 0.464
0.491

0.382
0.424

0.286
0.342

0.184
0.249

0.089
0.152

0.020
0.055

-0.002

Height
from 0.6H 0.671

0.660
0.665 0.646

0.643
0.613 0.567

0.577
0.506
0.526

0.425
0.456

0.317
0.363

0.183
0.252

0.055
0.114

-0.017

base of 0.4H 0.756 0.752 0.741 0.722 0.693 0.652 0.592 0.497 0.329 0.074 0.004
the wall 0.750 0.734 0.686 0.645 0.588 0.502 0.371 0.175

0.2H 0.859
0.857

0.857 0.852
0.845

0.844 0.831
0.817

0.813
0.794

0.786
0.761

0.738
0.709

0.655
0.611

0.420
0.402

-0.253

O.OH 0.972
0.975

0.971 0.971
0.968

0.970 0.970
0.964

0.971
0.963

0.975
0.966

0.983
0.976

1.017
0.996

0.948
1.061

1.237

*Dark (blue) colored lines indicates calculated degree of restraint with ABAQUS/6.4

5.4 Degree of Restraint in Reinforced Concrete Walls

ACl committee 207 has special report that covers degree of restraint. Although, ACl 

207.2R-95 mainly deals with mass concrete, degree of restraint for walls is also 

discussed. Based on experimental studies, a chart is prepared that can be used to estimate 

the degree of restraint. Experiments were performed with rubber material and then 

several plain concrete walls were used to verify the values with the rubber model. Figure

5.4 provides estimation of degree of restraint in the centerline of wall that is 

recommended by ACl 207.2R-95. A tabulated format of this figure is prepared and 

shown in Table 5.2.

Degree of restraint variation along the mid section of wall, and its graphical 

representation (Figure 5.4) is a test data for plain concrete placed without time lapses. 

However, it is unknown whether Figure 5.4 can be used to estimate degree of restraint for
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reinforced concrete model. Cusson et al. (2000) questions validity of Figure 5.4, and it is 

suggested that using this figure may underestimate degree of restraint for reinforced 

concrete walls. With ABAQUS/6.4, it is possible to analyze reinforced concrete, and 

from analysis output degree of restraint can be calculated.

oc
£1
.S’<u
X

1VH=20 10 9 8 7 6 5
1

0.9

8

0.7

0.6

0.5

0.4

0.3

0.2

1

0
1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0.0 -0.1

D eg ree  o f R estraint

Figure 5.4; Degree of Restraint variation at the centre of wall (ACl 207.2R-95)

Table 5.2: Degree of restraint at wall centerline (ACl 207.2R-95)

Height
Above
B ase

R estrain t Factor V ariation a t  the Middle of W all (AC.207.2R-95)

UH=1 UH=>2 UH=3 UH=4 UH=5 UH=S UH=7 L/H=8 UH=9 1 JH =10 UH=20
0.0 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.1 0.640 0.780 0.840 0.870 0.900 0.920 0.935 0.950 0.950 0.960 0.972
0.2 0.420 0.650 0.725 0.775 0.835 0.860 0.880 0.900 0.915 0.935 0.960
0.3 0.250 0.530 0.640 0.706 0.775 0.816 0.840 0.872 0.890 0.915 0.940
0.4 0.120 0.430 0.565 0.650 0.725 0.772 0.800 0.840 0.862 0.885 0.920
0.5 0.040 0.340 0.490 0.600 0.680 0.738 0.770 0.810 0.836 0.865 0.905
0.6 -0.020 0.250 0.425 0.560 0.645 0.702 0.740 0.780 0.810 0.845 0.890
0.7 -0.050 0.165 0.365 0.520 0.610 0.675 0.720 0.755 0.790 0.823 0.878
0.8 -0.060 0.065 0.300 0.480 0.570 0.640 0.695 0.730 0.766 0.800 0.860
0.9 -0.070 -0.025 0.235 0.440 0.530 0.612 0.670 0.700 0.738 0.775 0.850
1.0 -0.080 -0.120 0.175 0.400 0.495 0.580 0.640 0.670 0.710 0.755 0.838
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In this section, calculated degree of restraint in 11 different models that have different 

L/H ratios will be shown. Analyses of these walls were performed first in linear range 

and then in non-linear range. Height of the walls were kept constant while the lengths 

were increased to have L/H ratio ranging from 1 to 20. A standard model of a wall cast 

on a rigid base is shown in Figure 5.5.

Centerline for calculated 
**..• degree of restraint

Figure 5.5: Standard model for calculation of degree of restraint variation at the centre of 

wall

From the definition of restraint factor that is given in Eq.5.1, it is clear that degree of 

restraint is a parameter of relative dimensions. Increasing total thermal and shrinkage 

strains does not affect degree of restraint. If the magnitude of free strain were increased, 

the magnitude of restrained strain would also increase. S-' oe degree of restraint is the 

ratio of restraint strain to free strain, it does not change with variation of total thermal and 

shrinkage strain. As a result, degree of restraint is constant with increased free strain. For 

analysis, a certain amount of shrinkage can be assumed. Parameters that is used in 

numerical analysis are as follows;

-  30 MPa (concrete compressive strength)

= 25000 MPa (concrete modulus of elasticity)

=0.15 (Poisson’s ratio for concrete)
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= lOx 10“* / “C (thermal expansion coefficient for concrete) 

r= 400 MPa (steel yield stress)

=210 GPa (steel modulus o f elasticity)

= 0.0 (Poisson’s ratio for steel)

= 0.0/ °C (thermal expansion coefficient for steel)

1 m < Length < 20 m 

Height = 1 m 

Wall thickness = 200 mm 

p  = 0.5% (reinforcement ratio)

Concrete cover for reinforcement = 30 mm 

AT = 60 °C (equivalent temperature change)

Element type = Quadratic, reduced integration, 8 node shell element (S8R)

Figure 5.6 and Table 5.3 show calculated degree of restraint based on linear analysis, 

while results of non-linear analysis are presented in Figure 5.7 and Table 5.4. Although 

the results shows similarity with ACI’s figure, when L/H ratio is more than 3, large 

deviation in degree of restraint can be observed. ACI’s figure is produced for plain 

concrete and that does not represent reinforced concrete strain response for volumetric 

changes. Comparison of calculated degree of restraint and ACl’s recommendation for 

each wall is plotted separately in Figures 5.8 to 5.18. Each figure contains ACI’s data, 

ABAQUS/6.4-Linear and -Nonlinear analysis results.
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Figure 5.6: Degree of restraint variation at the centreline of wall (ABAQUS/6.4 Linear 

analysis)

Table 5.3: Degree of restraint at centerline of wall (ABAQUS/6.4 Linear analysis)

H eight
A bove
B ase

Restraint Factor Variation at the Middle of Wall (ABAQUS Linear Analysis)

UH»1 UH=2 UH=3 L/H=4 UH=5 UH=6 UH=7 UH=8 UH=9 UH»10 L/H=20
0.0 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.1 0.723 0.868 0.911 0.938 0.960 0.976 0.986 0.992 0.995 0.997 1.000
0.2 0.469 0.734 0.821 0.879 0.923 0.P53 0.972 0.984 0.990 0.994 1.000
0.3 0.269 0.602 0.732 0.822 0.888 0.933 0.960 0.977 0.985 0.992 1.000
0.4 0.133 0.477 0.646 0.769 0.857 0.914 0.949 0.970 0.985 0.990 1.000
0.5 0.051 0.362 0.565 0.720 0.829 0.898 0.940 0.965 0.980 0.988 1.000
0.6 0.006 0.258 0.490 0.677 0.805 0.884 0.932 0.960 0.975 0.986 1.000
0.7 -0.016 0.165 0.424 0.642 0.786 0.874 0.926 0.956 0.975 0.985 1.000
0.8 -0.030 0.081 0.369 0.615 0.773 0.867 0.922 0.954 0.975 0.984 1.000
0.6 -0.045 0.006 0.327 0.598 0.765 0.863 0.920 0.953 0.970 0.984 1.000
1.0 -0.075 -0.061 0.302 0.592 0.764 0.863 0.919 0.953 0.970 0.984 1.000
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Figure 5.7: Degree of restraint variation at centreline of wall (ABAQUS/6.4 Non-Linear 

analysis)

Table.5.4: Degree of restraint at centerline of wall (ABAQUS/6.4 Non-linear analysis)

Height
A bove
B ase

Restraint Factor Variation at the Middle of Wall (ABAQUS Non-llnear Analysis)

L/H=1 UH=2 L/H=3 UH=4 UH=5 UH=6 L/H=7 UH=8 L/H=9 UH=10 L/H=20
0.0 1.008 1.007 1.004 1.002 1.001 1.001 1.000 1.000 1.000 1.000 1.000

0.1 0.585 0.717 0.790 0.898 0.949 0.975 0.986 0.992 0.995 0.997 1.000
0.2 0.427 0.606 0.687 0.820 0.913 0.956 0.972 0.983 0.990 0.994 1.000

0.3 0.247 0.527 0.620 0.780 0.871 0.934 0.959 0.975 0.986 0.992 1.000
0.4 0.139 0.416 0.547 0.736 0.833 0.914 0.947 0.968 0.982 0.989 1.000
0.5 0.074 0.313 0.473 0.685 0.800 0.896 0.936 0.962 0.978 0.987 1.000
0.6 0.042 0.222 0.398 0.636 0.772 0.879 0.928 0.957 0.975 0.985 1.000
0.7 0.026 0.140 0.331 0.591 0.748 0.863 0.921 0.953 0.973 0.984 1.000
0.8 0.017 0.066 0.272 0.548 0.732 0.848 0.917 0.950 0.972 0.983 1.000
0.9 0.006 -0.004 0.224 0.506 0.722 0.841 0.914 0.949 0.971 0.983 1.000
1.0 -0.020 -0.072 0.189 0.484 0.719 0.840 0.914 0.949 0.971 0.982 1.000
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Figure 5.8: Comparison of degree of restraint variation at the centreline o f wall for L/H=l
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Figure 5.9: Comparison of degree of restraint variation at the centreline of wall for L/H=2
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Figure 5.10: Comparison of degree of restraint variation at the centreline of wall for 
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Figure 5.11; Comparison of degree of restraint variation at the centreline of wall for

L/H=4
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Figure 5.12; Comparison of degree of restraint variation at the centreline of wall for 
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Figure 5.13: Comparison of degree of restraint variation at the centreline of wall for 

L/H=6
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Figure 5.14: Comparison of degree of restraint variation at the centreline of v/all for 

L/H=7

0 9

0.8

0.7

O)

0 2

1 0 0.9 0 8 0 7 0 6 0 5 0 4 0 3 0 2 0 1 0  0  - 0.1

D egree of R estrain t

- A C l  ■ . A B Q - L in — A B Q - N o n l i n

Figure 5.15: Comparison of degree of restraint variation at the centreline of wall for

L/H=8
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Figure 5.16: Comparison of degree of restraint variation at the centreline of v/all for 
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Figure 5.17: Comparison of degree o f restraint variation at the centreline of wall for

L/H=10
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Figure 5.18: Comparison of degree of restraint variation at the centreline of wall for 

L/H=20

In Figures 5.8, 5.9 and 5.10 it can be seen that for L/H ratio 1, 2 and 3, deviation between 

calculated values and ACI’s data is negligible. In Figure 5.8, approximately above 0.6H, 

degree of restraint changes its sign, which is an indication of compressive strains. Since 

the sign of degree of restraint is negative above 0.6H, full-height crack is unlikely to 

occur. This is an evidence of no crack z ne, which was observed in Table 5.1. In Figure 

5.8, degree of restraint for ABAQUS/6.4-Nonlinear analysis starts to shift from other two 

lines above 0.5H. This is anticipated because reinforced concrete is stiffer compare to 

plain concrete and the degree of restraint should be higher. Cusson et al. (2000) also 

discussed effect of reinforcement on degree of restraint. In a case study, increased 

restraint factor for reinforced concrete was verified. Cusson et al. (2000) analyzed only 

one wall with L/H=l, and result of their analysis perfectly matches with Figure 5.8. 

Harrison (1981), Kheder et al. (1994), and Cusson et al. (2000) have suggested that full- 

height cracks are unlikely to occur when L/H ratio is equal to or less than 1. For this 

reason, external restraint for L/H=l is not as important as when L/H ratio is higher. 

Cusson et al. studied only one wall with L/H=l and stated that the effect of reinforcement 

is negligible on restraint factor for this value of L/H. Calculated restraint factors with
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ABAQUS/6.4 also show that effect of reinforcement is negligible when L/H ratio is 

relatively small (Figure 5.8, 5.9, and 5.10). However, when the length of wall increases 

relative to height of the wall, large effect of reinforcement can be observed. From the 

results of linear and non-linear analysis and comparison to ACl 207.2R-95 data, it can be 

concluded that, the effect of reinforcement is negligible for L/H<4. However, it is clear 

that when the length increases, degree of i ;straint approaches to its maximum value at a 

faster rate. Particularly when L/H ratio is higher than 5, degree of restraint in the center of 

wall can be assumed constant and equal to 1. Summary of calculated restraint factor 

would be that for L/H<5, ACI’s figure gives good result to predict degree of restraint not 

only for plain concrete but reinforced concrete as well. On the other hand, if L/H ratio is 

more than 5, ACFs prediction underestimates degree of restraint for reinforced concrete. 

In addition to ACl 207.2R-95 report, CIRIA report (Harrison, 1981) also suggests 

theoretical data for degree of restraint for various walls and slabs, which is shown in 

Table 5.5.

Table 5.5: Theoretical Degree of Restraint at center section (Harrison, 1981)

UH ratio
Centerline Horizontal Restraint Factor
Base of Section Top of Section

1 1 0
2 1 0
3 1 0.1
4 1 0.6

>=8 1 1

Comparison of Table 5.5 with calculated values using ABAQUS/6.4 analysis output 

shows very good match. It is clear that suggested theoretical data by CIRIA, is more 

reliable for reinforced concrete walls. In addition to Figure 5.4, ACl 207.2R-95 gives 

option to designer that is an approximate relation between L/H ratio and restraint factor. 

The following equations are alternative method suggested by ACl 207.2R-95 to estimate 

degree of restraint.

For L/H less than 2.5, approximate restraint factor is given in following:
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(5.3)

For L/H equal to or greater than 2.5, approximate restraint factor is given in following;

H H
f/j

(5.4)

where,

R is restraint factor 

L is length of wall 

H is height of wall

h is the height from base for the point being consicdered

Eq.5.3 and 5.4 are well approximation when L/H ratio is less than 5. But beyond that 

range, degree of restraint is higher than _,timated values by Eq.5.3 and 5.4. Eq’s.5.3 and

5.4 can provide approximate value of degree of restraint for up to L/H=6. But, for L/H > 

6, degree of restraint should be selected as 1. General perception among engineers is that 

the design guidelines, such as ACEs, are in conservative side. However, in this case, 

comparison of numerical analysis and ACEs data shows that ACl approach 

underestimates the degree of restraint for reinforced concrete walls. On the other hand, 

calculated restraint factors using FEM are for fixed base walls and in reality such 

structures hardly exist. Considering that the real structures would have small amount of 

flexibility in their base, ACl values for degree of restraint may be valid for reinforced 

concrete walls as well.

5.5 Application of Restraint Factor in Design

In this part, a simple design example will be considered to illustrate application of 

restraint factor according to ACl 207.2R-95 design procedure. Based on calculated 

degree o f restraint, stress distribution can be determined as a parameter of degree of
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restraint, expansion coefficient and temperature change as shown in following (ACl 

207.2R-95):

= R.a.AT (5.5)

a  = thermal expansion coefficient 

AT = change in temperature 

R -  restraint factor

-  stresses due to restrained strain

Design procedures limits the widths of anticipated cracks according to the functionality 

of the structure. Allowable crack width, maximum crack spacing and accordingly 

allowable steel stress equations, can be used to design reinforcement in the wall. Sum of 

total crack widths is equal to total number of cracks multiplied to mean crack width, and

that would be equal to total free strain minus concrete tensile strain. According to ACl

207.2R-95, this relation can be described as follows:

L{R.a.AT-s,)i  (5.6)

where,

R = restraint factor 

a  = thermal expansion coefficient 

AT = temperature change 

N = total number of cracks 

^̂ 'mean ~ mcau crack width 

g, = tensile strain capacty 

/  = tensile stress capacity 

= elastic modulus 

L = total wall length
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Maximum crack width and mean crack width are related to each other. For normal range 

of service load, this relation is described by ACl 207.2R-95 as in following;

= (5.7)

where, w is maximum crack width.

Also, if average crack spacing is equal to s, then N.s = L. Using the relation between 

average crack spacing and wall length and Eq.5.5, 5.6, and 5.7, following equation can be 

written (ACl 207.2R-95).

M'
 ̂= ------------------j -  (5.8)

1 .5 (/( .a .A T -^ )
4

where, s is mean crack spacing

There are several methods to determine maximum crack width, which will be w.cplained 

in Chapter 6. A common foimulaiion in determination of maximum crack width is given 

in Gergely-Lutz equation. According to specified maximum allowable crack width, 

stresses in the reinforcing steel can be determined with this formulation. ACl 207.2R-95 

rearranged this equation as shown in following:

H'.IO' . .

d ^ -  distance from extreme tension fiber to the center of the reinforcing bar located 

closest to it

A = effective tension area of concrete surrounding the tension reinforcement, and having 

the same centroid as that reinforcement, divided by the number of bars
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Based on the assumption that most of the cracks would not be full height, and there is 

concrete tensile strength before crack development, an approximate equation is provided 

by ACl 207.2R-95 that can be used to calculate reinforcement ratio. According to ACl 

207.2R-95, reinforcement ratio can be calculated as follows:

4 = 0 .4
H  V

'> — 1 (5..0)

= area of bars required in each face of the wall

= total number of bars in the h distance above the base

h = interval distance above the base being considered 

B = wall thickness 

5 = mean crack spacing

The advantage of Eq.5.10 is that it can be used to design reinforcement effectively. In 

lower part of the wall, degree of restraint is higher and more reinforcement is required. 

On the other hand, some regions in the wall have very low stresses and only minimum 

amount of reinforcement is necessary. Eq.5.10 is useful to design reinforcement 

effectively at several wall intervals.

The following example illustrates use of degree of restraint, and ACl design procedure. 

Assume a retaining wall with L/H=8 (L=16 m and H=2 m). Wall thickness is 400 mm, 

and tensile strength of concrete is 3 MPa. Modulus of elasticity is 25000 MPa ( ), and

expansion coefficient is 5x10'^ (or). In this example designing reinforcement for 

maximum crack width of 0.22 mm is required. The total equivalent temperature change 

may be assumed as AT= 36 °C.

To find the required amount of reinforcement, firstly restraint factor need to determined. 

For ihis particular case, degree of restraint would be equal to 1 since L/H = 8 (R=l). Now 

Eq.5.8 can be used to find mean crack spacing, which would be s = 1830 mm. Concrete 

cover is assumed to be 60 mm and reinforcement spacing is 250 mm {d^= 60 mm, 

,4=2x60x250 mm); from Eq.5.9 steel stress is found to be 170 MPa. Finally, using
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Eq.5.10, it is found that 500 mm' reinforcement is required to resist restraint induced 

forces, and keep the crack width within the limit.

5.6 Summary

In this chapter, the degree of restraint for reinforced concrete walls was investigated. ACl 

207.2R-95 provision for degree of restraint is valid for plain concrete. Using the same 

approach for definition of degree of restraint and FEM, magnitude of restraint factor was 

calculated for reinforced concrete walls. It is shown that ACl 207.2R-95 underestimates 

degree of restraint for reinforced concrete walls when length to height ratio of wall is 

more than 6. However, analyzed walls had totally fixed base, which increases degree of 

restraint. In practice, totally rigid base structures hardly constructed. With this fact in 

.mind, ACl 207.2R-95 recommendation for degree of restraint may be adequate to use in 

design.
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CHAPTER 6 

CRACK CONTROL

6.1 Introduction

In concrete structures, crack formation is normally objectionable. However, cracks are 

almost inevitable in most situations, because of the low tensile strength of concrete. One 

of the main objectives of designers is to prevent or control cracking of concrete. In the 

short term, cracks cause reduction of strength and decay in appearance o f the structure, 

which is an esthetical concern. In the long term, crack formation causes reduction in 

structural durability by increasing permeability and reducing structural integrity. Based 

on their negative effects, Harrison (1981) classifies significance of cracks under four 

categories;

1. Cracks which affect the structural integrity

2. Cracks which lead to durability problems and consequently a reduction in 

structural capacity

3. Cracks which lead to a loss of serviceability of the structure (e.g. the leakage of 

water or radiation, sound transfer or damage to finishes)

4. Cracks, which are esthetic illy unacceptable

Due to significant negative effects of crack on structural concrete, consideration must be 

given to reduce or control their formation. But, in most design cases, it is not essential to 

prevent cracks since such requirement would not be feasible for concrete design. In fact, 

basic principles of reinforced concrete design are developed based on the assumption that 

concrete cracks in tension zones. This is a clear indication that crack formation alone is 

not a sufficient criteria for structural failure. Due to associated difficulties and high costs, 

preventing cracks may not be essential, but control of crack width and their spacing is 

certainly a requirement. In this Chapter, methods for crack control will be reviewed. 

Using reinforcing steel in concrete is the main application method to control cracks. The 

effect of reinforcement on crack width will be shown using the FEM. Based on design 

requirements for crack width, the amount and percentage of reinforcement will be 

investigated.
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6.2 Crack Control

There are different reasons for crack formation m concrete. Control of each crack type 

may have different methods and applications. The primary reasons for crack formation 

are either structural loads or restrained volumetric changes due to thermal and shrinkage 

strains. There are a number of methods available for control of cracking that is caused by 

restrained volumetric changes. These methods include selecting proper materials and 

construction procedure, reducing degree of restraint by suitable joints and most 

importantly using sufficient amount of reinforcing steel that will preserve continuity of 

the structure.

Reducing the degree of restraint by including proper joints that would allow movement of 

the structure is very effective in eliminating cracks but it is relatively expensive. Use of 

movement joints may have maintenance problems particularly in liquid retaining 

structures. Depending on restraint condition and tvqje of the structure, movement joints 

may have different functions. Some movement joints allow fully or partially expansion 

and contraction, and some allow only contraction.

In some situations, reduction of degree of restraint may be achieved by planning of 

construction sequence. Timing of vertical lifts, casting of slabs in alternative bays are 

some of the techniques used for crack control. Proper and long enough curing are also 

important factors for crack control (Harrison, 1981).

Selection of proper mix design, that has minimum peak hydration temperature and 

minimum shrinkage, would minimize volume changes and consequently would reduce 

crack risks. One of the common techniques to minimize shrinkage strains is to use 

shrinkage-compensating concrete.

In most cases, in addition to crack control method discussed so far, the minimum amount 

of reinforcement is also necessary to control crack width. Sufficient amount of 

reinforcement would limit the crack width by dist ibuting strains over the section, which 

leads to fine pattern o f cracks rather than single and wide crack (Figure 6.1 ).
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Wide crack in plainœncnete

(a)

Dis t r ibuted f ine  cracks

(b)

Figure 6.1; Crack formation due to volumetric deformation in a fully restrained beam, (a) 

crack formation in a plain concrete beam (single wide crack), (b) crack formation in a 

reinforced concrete beam (distributed fine cracks)

The amount of reinforcement ratio used in practice for controlling volume change 

induced cracks ranges from 0.1 to C 2 percent to more than 1.0 percent of the concrete 

cross-sectional area (Kheder, 1997). Not only the amount, but also proper placement of 

reinforcement is important to control cracks. ACl 318 (2002) and ACl 350 (2001) 

recommend minimum amount of reinforcement and maximum spacing for control of 

temperature and shrinkage cracks in structural floors, roof slabs, and walls. The 

recommended minimum shrinkage and temperature reinforcement using ACl 318-02 and 

ACl 350-01 are shown in Tables 6.1 and 6.2 respectively.
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Table 6.1 : Minimum shrinkage and temperature reinforcement, (ACl 318-02)

M in im u m  s h r i n k a g e  a n d  t e m p e r a t u r e  r e in f o r c e m e n t  
ra tio 0.0014

S la b s  w h e r e  G ra d e  300 o r  350 d e f o r m e d  b a r s  a re  
u s e d 0.0020

S la b s  w h e r e  G ra d e  60 d e f o r m e d  b a r s  o r  w e l d e d  w ire  
f a b r ic  (p la in  o r  d e f o r m e d )  a r e  u s e d 0.0018

S la b s  w h e r e  r e i n f o r c e m e n t  w ith  y ie ld  s t r e s s  
e x c e e d in g  420 M p a m e a s u r e d  a t  a  y ie ld  s t r a i n  o f  0.35 
p e r c e n t  is  u s e d

(0.0018x420)/fy

Table 6.2: Minimum shrinkage and temperature reinforcement, (ACl 350-01)

Length Between  
Joints, m

Minimum shrinkage and temperature 
reinforcement ratio

Grade 300 Grade 420
L e s s  th a n  4 0.0030 0.0030

4 to  l e s s  th a n  6.6 0.0040 0.0030
6.6 to  l e s s  th a n  8 0.0050 0.0040

8 a n d  g r e a te r 0.006* 0.005*

*Maximum shrinkage and temperature reinforcement where movement joints are not 

provided.

Spacing of reinforcing bars affects crack width and itis an important parameter for crack 

control. ACl 318-02 and ACl 350-01 requirements for maximum spacing of shrinkage 

and temperature reinforcement (Smax) are as follows.

■̂max -  500 mm or 5 x (slab thickness) (ACl 318-02)

•̂max =300mm&(/^,^,^)=13 mm (ACl 350-01) 

where,

•̂max ^ maximum bar spacing 

‘̂ fc(mm) minimum bar diameter

In both, ACl 350 and ACl 318, it is stated that the specified reinforcement ratio is for end 

restraint slabs. It is indicated that, when continuous base restraint exist, the required 

reinforcement might be reduced up to 50%.
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The ACl 224R (2001) report provides guidelines to crack control for reinforced concrete 

structures. ACl 224R-01 refers to ACl 318 and ACl 350 for spacing of reinforcement but 

not for the amount of reinforcement that is adequate to control cracks. The report 

suggests that the minimum reinforcement ratio that ranges between 0.18% to 0.20%, does 

not normally control cracks within the design limits. Further, to control cracks to a more 

acceptable level, reinforcement ratio needs to exceed 0.60% (ACl 224R-01). This 

comment indicates that ACl 224R-01 is more conservative for minimum shrinkage and 

temperature reinforcement. Tables 6.1 and 6.2 that are ACl 318-02 and ACl 350-01 

recommendations for reinforcernent ratio, suggest a maximum of 0.6% reinforcement 

ratio. In both ACl 318-02 and ACl 350-01, it is stated that the recommended 

reinforcement ratios are the results of experimental studies and, design requirements 

would be satisfied when recommended reinforcement ratios were used. This implies that 

the minimum reinforcement ratios in Tables 6.1 and 6.2 are sufficient to limit the crack 

width within the allowable range. Based on the functionality o f structure, acceptable 

crack width is discussed in ACl 224R-01 and recommended values are shown in Table 

6.3.

Table 6.3; Nominal limit value of crack width specified for cases with expected 

functional consequences of cracking (ACl 224R-01)

Guide to reasonable* crack widths under service loads

Exposure condition
Crack width

(in) (mm)
Dry air o r  p ro te c tiv e  m e m b r a n e 0.016 0.41
H um idity, m o is t  a ir, so ii 0.012 0.30
De icing c h e m ic a is 0.007 0.18
S e a w a te r  an d  s e a w a te r  s p r a y ,  w e t t in g  an d  d ry ing 0.006 0.15
W ater re ta in in g  s tru c tu re s * * 0.004 0.10

*lt should be expected that a portion of the cracks in the structure would exceed these 

values. With time, a significant portion can exceed these values. These are general 

guidelines for design to be used in conjunction with sound engineering judgment.

**Excluding non-pressure pipes.
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The allowable crack width for liquid retaining structures (0.1 mm) that is shown in Table

6.3 is not the same as ACl 350-01 requirement. Commentary of ACl 350-01/10.6.4 

suggests that for watertight structures, the maximum crack width in normal and severe 

environmental exposure should be 0.25 and 0.23 mm respectively. The difference 

between the limits of crack width by ACl 224R-01 and ACl 350-01 is probably the result 

o f type of crack under consideration. When crack is the result of flexural stresses, larger 

crack width may be acceptable. But, when crack is the result of direct tensile stresses, 

stricter rules should apply and crack width should be reduced. In this perspective, it can 

be concluded that crack width in liquid retaining structures should be limited to 0.10 mm 

when it is formed by direct tensile stresses. However, the limit may be increased to 0.25 

mm when cracks are the result of flexural stresses.

6.3 Estimating the Crack Width

There are different formulations in different design codes and guidelines to estimate the 

crack width. A detailed review of crack width estimation methods is covered in ACl 

224R-01. Three popular formulations by American and European codes need to be 

discussed.

ACl 318-95 has a crack prediction formulation for beams and for thick one-way slabs 

that is based on statistical model developed by Gergely and Lutz (1968). According to 

Gergely-Lutz model, the reinforcing steel stress is the most important parameter. Two 

important geometric variables that effect crack width are the thickness of the concrete 

cover and the area of concrete surrounding each reinforcing bar. Originally, the equation 

was in two parts and it was used for predicting bottom and side cracks separately. ACl 

318-95 simplified the Gergely-Lutz model as shown below:

w = i i x i o - 'A / : i / ^  (6.1)

where,

w = most probable maximum crack width, mm

distance from the neutral axis to the bottom fibre, divided by the distance to the 

reinforcement (about 1.20 in beams)
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/ j  = reinforcing steel stress, MPa

= distance from the extreme tension fibre to the centre of the reinforcing bar located 

closest to it, mm

A = effective tension area o f concrete surrounding the tension reinforcement, and having 

the same centroid as that reinforcement, divided by the number of bars or wires, mm“

P is an amplification factor that accounts for increase in crack width at the surface level 

of member, and it is calculated based on strain gradient. Estimation of “ /?” and effective 

tension area “A” are shown in Figure 6.2. An average value for “ /?” can be selected. For 

flexural cracks, value of /?=1.2 is used in ACl 318-95 and Eq.6.1 is rearranged as shown 

below.

EfTective Ti nsion Area = A

b

Neutral Axis

e, d ~ c

:A = -
Number of bars

Figure 6.2: Strain Gradient, and determination of /? and A, (Frosch, 1999)

(6.2)

The value of “z” in the above equation is limited to a certain value to satisfy the crack 

width requirement. Also ACl 318-95 allows using 60% of the specified yield strength 

instead of actual steel stress. The limit for “z” would change according to serviceability 

requirements and allowable crack width. Although Eq.6.1 is used to estimate flexural 

cracks, ACl 224R-01 states that this equation may be modified to estimate tensile crack
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width, since crack development in concrete is similar for tension and flexure. ACl 318-95 

uses/? =1.2 for flexural type of cracks. Expected crack widths are larger for tensile cracks 

and that would require a higher value for " / ? ACl 224R-01 recommends P = \ 3 \  as an 

appropriate approximation to use in estimation of tensile cracks.

In recent years, more studies have focused on estimating crack width. Frosch (1999) 

suggested that Eq.6.1 is valid for relatively narrow range of cracks. Gergely-Lutz model 

and statistical cracking data was reevaluated. Based on Frosch’s recommendations, the 

1999 version of ACl 318 have included another equation to limit the tension 

reinforcement spacing closest to the surface, which is shown in following;

95000

where,

5 = center-to-center spacing of flexural tension reinforcement nearest to the surface of 

the extreme tension face, mm

f^ = calculated stress in reinforcement at service load {0.6 f  \ ), MPa

ĉ  = clear cover from the nearest surface in tension to the flexural tension reinforcement,

mm

European codes such as CEB-FIP and EC2 provide different models for crack width 

estimation. CEB-FIP method to estimate characteristic crack width in beams is given 

below:

(6.4)

where,

= the characteristic crack width, mm

the length over which crack occurs between the steel reinforcement and the 

concrete, mm

= average reinforcement strain within segment length, m/m
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= average concrete strain within segment length, m/m 

= strain of concrete due to shrinkage, m/m

CEB-FIP code requires that characteristic crack width should be below the limiting crack 

width and that is approximately 0.3 mm for ordinary structures. But in special cases, such 

as liquid retaining structures, the limit is stricter as in Table 6.3. Segment length, , or 

the crack spacing for stabilized cracks can be estimated using the following equation:

= T— (6.5)

where,

(f>̂ = reinforcing bar diameter or equivalent diameter of bundled bars, mm 

= effective reinforcement ratio, ( )

= area of tension reinforcement, mm“

Â ^̂  = effective concrete area in tension, mm^

/l ,„  = 6[2 .5 (/.-d )]

b = beam width at the tension side, mm 

h = total section depth, mm

d = effective depth to the centroid of the tensile reinforcement, mm

For stabilized cracking, the average width of crack can be estimated on the basis of the 

average crack spacing. Formulation of average crack spacing is given in following, 

(CEB-FIP Model Code 1990):

2
‘5’™ =-/,.n,ax (6.6)

where,

5^^= the mean crack spacing value in beams, mm
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Another European Code, EC2 has similar equation as in CEB-FIP. EC2 requires that 

crack width in structure should not cause any functional or esthetical problem. Maximum 

design crack width for sustained load under normal environmental conditions is 0.3 mm, 

which is similar to the CEB-FlP’s requirement. EC2’s formulation for crack width 

estimation as follows:

(6.7)

.where,

=design crack width, mm 

P= coefficient relating the average crack width to design value (1.7 for load induced 

cracking and for restraint cracking in sections with minimum dimensions in excess of 800 

mm)

= average stabilized crack spacing, mm

= mean strain under relevant combination of loads and allowing for the effect such as 

tension stiffening or shrinkage, m/m

The average crack spacing, , for stabilized cracks can be estimated as follows (ACl 

224R-01):

(6 .8)

where,

A:, = 0.8 for deformed bars and 1.6 for plain bars 

A, = 0.5 for bending and 1.0 for pure tension 

= bar diameter, mm 

/O, = effective reinforcement ratio, ( p, = A J  )

Both CEB-FIP and EC2 equations are similar in principles. The principle of crack width 

estimation in European codes is that the product of mean steel strain and crack spacing
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ne crack width. In principles, new formulation of ACl 318-99 (Eq.6.3) is similar to 

: pean code’s formulation for crack width. The only difference is in the estimation of 

crack spacing. To show the similarity of CEB-FIP, EC2, and ACl 318-99 equations, the 

development of the concept needs to be examined. Frosch (1999) used a theoretical 

model to develop new crack width equation. The physical model of cracking is shown in 

Figure 6.3. From the model, it is clear that the width of a crack can be estimated from the 

steel strain and spacing of cracks.

A

C r a c k e d  f l e x u r a l  m e m b e r

A

Reinforcing steel

Figure 6.3; Physical model of flexural crack 

The crack width at the level of reinforcement can be calculated as follows (Frosch, 1999):

(6.9)

where,

v; = crack width 

= reinforcing steel strain 

5̂  = crack spacing

The equation above is the basic model for crack width estimation by CEB, EC2 and ACl 

318-99. Frosch has used this model to develop a new equation for ACl. Although the 

principles of the three models are the same, estimation of the crack spacing changes in 

each formulation. ACl adapted Frosch’s model for estimation of crack spacing that
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relates crack spacing to distribution of reinforcement. Based on statistical data, Frosch 

studied crack spacing “ ”, and the following equation was proposed;

(6 . 10)

where,

crack spacing factor (1.0 for minimum crack spacing; 1.5 for average crack spacing; 

and 2.0 for maximum crack spacing) 

d' = controlling cover distance

Description and estimation of controlling cover distance, d ' , is shown in Figure 6.4.

I . x}ngi tudinal  reinforcement

T
ct

sll

Figure 6.4: Determination of control cover distance, d ' , for a beam cross section (Frosch, 

1999)

Substituting equations for control cover distance into Eq.6.9, and then substituting Eq.6.9 

into Eq.6.10 and rearranging gives Eq.6.11, which is nothing more than ACl 318-99 

crack control equation.

-d^ (6 . 11)

where,

^  = 1.0 + 0.08cf^
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= bottom cover measured from centre of the lowest bar

It is important to note that in all three equations by ACl 318, CEB and EC2, the steel 

strain is taken as an average value over the cracked segment. Besides, in Eq.6.11, ACl 

318-99 allows to use 60% of the yield stress instead of actual stress in the steel.

Gilbert (1992) provided a theoretical model that is helpful to understand the development 

of crack, and stress state of reinforced concrete members after the crack formation. 

Restrained thermal and shrinkage strains generate tensile stresses, which is considered in 

this theoretical model. Gilbert showed the stress state in a reinforced concrete member 

that is cracked under direct tension, which is shown in Figure 6.5.

N ( i )

Concrete element 
under tension

H F Reinforcement

=  N |r ) = A t f r

I C1 1-- inn

t  o m p i e s s i o n

(a)

w
So 1 1 So

"— 1  r - ^
CTcl (J  c 1

1 1

Rt'gion I 
-------------------------------------^

Region 2 
^ ^

Region 1
j

(b)
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Numerical
interpolation

( J s 2

CTsl ( 7 s l

So

Bernent length

(c)
Figure 6.5; State of stress in reinforced concrete after cracking (a) Just after first cracking 

in a restrained direct tension member, (b) Average concrete stress just after first cracking, 

(c) Steel stress just after first cracking (Gilbert, 1992)

Concrete tensile stresses can be observed in Figure 6.5(b) that is uniform before cracks 

(Region 1). After cracking, concrete stresses drops to zero smoothly (Region 2). Steel 

stresses are different, which is shown in Figure 6.5(c). Before cracks, steel is in 

compression. Just after crack formation, tensile stresses in steel increase significantly. 

Crack width that is in region 2 can be easily determined provided that the average steel 

strain in this region is known. In Figure 6.5(c), an additional line (broken line) is drawn 

in order to discuss whether Gilbert’s model and the FEM can be used directly to estimate 

crack width. The question is whether numerical interpolation would provide the profile of 

the steel stress in crack location. Obviously calculated stress and strain values using the 

FEM are average values over the element and not at the crack. Considering the principle 

craek model shown in Figure 6.3 and Gilbert’s crack model that is used for restraint 

concrete members under direct tension, average values of element stress/strains may be 

used to estimate crack width as shown in the following equation:

w (  ^Mccl Cv )  ^elcman.'element

where,

w = crack width in element

(6 .12)
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ŝieei S t e e l  strain in ci :ment

= concrete tensile strain capacity

~"elenieiil length of the element

Concrete tensile strain capacity is a known quantity. After calculating the steel strains for 

each element, crack width can be easily determined. However, as can be observed in 

Figure 6.5(c), using Eq.6.12 to estimate the crack width would require a sufficiently large 

element size and that increases error margin in numerical method. The basic idea of FEM 

is that the high mesh density provides more accurate results. Compromising from the 

accuracy of numerical solution to estimate crack width is not preferable. Using 

ABAQUS/6.4 with fine mesh does not provide a profile for steel stresses as shown in 

Figure 6.5(c). With high mesh density, steel stresses in neighbouring elements do not 

show tensile stresses as illustrated in Figure 6.6. Unless the estimated steel stresses are 

too high, neighbouring elements to the crack location show compressive stresses, which 

is probably due to smeared crack modeling. Therefore, Eq.6.12 cannot be used to 

estimate crack width.

CTs2
Numerical

interpolation

CTsl C7slElement length

Figure 6.6: Steel stress just after first cracking and numerical approximation

However, for a particular analysis, Eq.6.12 may be used with an optimized mesh density 

to estimate crack width. But, in case of parametric study and when comparative analyses 

have to be performed, fine mesh size is essential. Calculated average steel stress/strain in
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finely mesh model can be used with one of the code’s formulations to estimate crack 

width.

In this research, to avoid errors of mesh sensitivity, the highest required mesh density was 

used to calculate stress/strain in reinforcement. In practice, it is difficult to estimate actual 

steel stress/strains to calculate crack width by one of the code’s equations provided. 

However, numerical analysis may be used to estimate steel stress/strains and that can be 

used to predict the crack width. The computer program ABAQUS/6.4, which is used in 

this study, does not predict crack width directly. Instead, output of stress-displacement 

analysis can be used to estimate crack width in concrete. Eq.6.9 that is a strain based 

equation is used in this thesis to estimate the crack width.

Difficulties associated with calculating steel stress/strain in cracked concrete are 

convergence problems, which depends on computer software used in the simulation, and 

the solution technique used by that software. At start of cracking and after cracking, 

severe material and geometric non-linearity could occur. Most numerical analysis tools, 

including ABAQUS/Smeared Crack and ABAQUS/Damaged Plasticity options, are not 

able to solve non-linearity of this magnitude. However, the cracking model for concrete 

option with ABAQUS/Explicit can overcome convergence problems that will be 

discussed in the following section.

6.4 Cracking Model for Concrete

Crack width estimation by FE tool is a complex procedure. Cracks occur after the peak 

tensile stress of concrete material is reached, which obviously requires non-linear 

analysis. Most FE computer programs, including ABAQUS/6.4, are capable of 

performing non-linear analysis. Provided that the material non-linearity does not show 

abrupt changes and negative stiffness, stress analysis can be performed without a major 

problem. However, concrete stress-strain curve shows sharp changes after the crack and 

stiffness become negative during tension stiffening (Figure 4.1). Volumetric changes 

induced stress on concrete are mostly tensile, and even a very small amount of tensile 

strain would cause cracking. Tensile strain due to thermal and shrinkage strains may 

easily reach to 1000 micro strain, but concrete may resist only as low as 100 micro 

strains. After the first crack formation, stresses would be redistributed while the crack
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opens. Concrete stresses would be reduced to zero at crack location and the steel tensile 

stresses start to develop. Increased tensile stresses will cause secondary cracks and that 

will again redistribute the already redistributed stresses; steel stress in the first crack 

location would be reduced and fist crack would narrow down. These cycles will continue 

as long as the stresses are continuously increased. Considering these sharp changes in the 

stress-strain responses, it is quite difficult for the software to provide convergence using 

standard analysis technique. For this reason, analysis of highly cracked reinforced 

concrete members faces severe convergence problems.

As discussed in Chapter 4, in addition to “Concrete Smeared Crack”, and “Concrete 

Damaged Plasticity”, ABAQUS/6.4 offers an option to model concrete called “Cracking 

Model for Concrete” (CMC). Unlike other concrete models, CMC is available only in 

ABAQUS/Explicit. This is a special purpose analysis technique that uses explicit- 

dynamic FE formulation. Although ABAQUS/Explicit is developed for dynamic type of 

problems, it is also very effective in highly non-linear problems. The main difference 

between ABAQU S/Standard and ABAQUS/Explicit is in the solution technique used. 

ABAQU S/Standard uses stiffness based solution technique that is unconditionally stable. 

On the other hand, ABAQUS/Explicit uses explicit integration solution technique that is 

conditionally stable. ABAQUS/Standard may be used when non-linearity of material is 

smooth. In this kind of problems, ABAQUS/Standard would solve the non-linearity with 

iterative procedure. When severe non-linearity exists, iterative procedure can cause 

severe convergence problems. However, explicit solution technique can solve such a 

problem without iteration by explicitly advancing the kinematic state from the previous 

increment. Explicit solution technique generally requires more increments as compared to 

Standard solution, but this does not increase me computational cost.

In this chapter, ABAQUS/CMC was used to simulate non-linear behavior of concrete 

after cracking. After determination of stress-strain state of material, Eq.6.9 was used to 

estimate the crack width. The following case study is intended to verify ABAQUS/CMC 

performance in analysis of post failure behavior of concrete and search for possible 

calibration of the model.
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6.5 Case Study

Kheder (1997) conducted an experimental study on several full-scale base restrained 

walls in search of variation of restraint factor and formation of the cracks on monitored 

walls. Crack width, their shapes and the spacing of cracks were measured. Instead of 

normal concrete mix, a mortar mix of 1:2 cementisand with W/C ratio of 0.45 was used 

in order to speed up shrinkage of the wall. Mortar mixes have high and rapid drying 

shrinkage that would minimize the required time for experimental study. To measure the 

total free shrinkage, free to slide walls were cast in addition to base fixed walls. Both, 

free to slide and fixed walls had the same mix design and cured in the same conditions. 

After casting, cracking formation of the walls were monitored and crack width, spacing 

and height of cracks were recorded. Figure 6.7 presents cracking of full-scale 

experimental wall that is fixed at base.

Dimensions, reinforcement ratio, and the measured shrinkage in free to slide wall are as 

follows:

I / / /  =  2

Length ( L ) = 4 m 

Height {H  ) = 2 m 

Wall Thickness ( t ) = 150 mm 

Reinforcement ratio ( p  ) = 0.2 %

Bar diamater (df, ) = 10 mm

Recorded total free thermal and shrinkage strains = 1050x10“̂
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Primary crack

W m ax=0.48 m m

H

Secondary cracks 
Wa«r»EC=0.29 nilH 0 .......... *

Secondary cracks 
wiiveniEe^ .̂08 nini

Figure 6.7; Crack formation and recorded crack widths in a base fixed wall (Kheder, 

1997)

The shrinkage strains can be included in stress-displacement analysis by defining 

equivalent temperature change. Therefore, the measured total free strain should be 

converted to equivalent temperature change. The following calculation illustrates 

conversion of strains to equivalent temperature change.

îree = lOSOx 10 * (rccordcd total free strain)

(Z = 10x10  ̂r c , (thermal expansion coefficient) 

A r=  change in temperature (°C)

1050x10'"
^T

10x10-6 AT =105 °C (equivalent temperature change)
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The following properties were assumed;

Concrete elastic modulus {E^) = 25000 MPa

Concrete tensile strength ( / )  = 3.0 MPa

Poisson's ratio for concrete (v^) = 0.18

Poisson's ratio for steel (v^) = 0.0

Reinforcement elastic modulus (£ J  = 210 GPa

Reinforcement yield strength (/^ ) = 400 MPa

Cracking Model for Concrete in ABAQUS/6.4 is developed based on the assumption thrt 

the primary forces in the structure are tensile. For this reason, non-linearity of concrete in 

compression is ignored. Therefore, it is not necessary to define the compressive strength 

for concrete. Mesh density and type of the elements used in the simulation are shown in 

Figure 6.8. Analysis was performed, and the resulting longitudinal strain contour plots 

are also shown in Figure 6.8.

A reduced spectrum of contour plot can be viewed that is shown on Figure 6.9. Primary 

and secondary crack widths were calculated based on French (1999) model (Eq.6.9) and 

the results are also shown in Figure 6.9. It can be observed that calculated crack widths 

are very close to the actual crack widths measured from the experiment. Maximum crack 

width that was measured from the experimental wall is 0.48 mm and it is somewhere in 

the middle of wall. Calculated maximum strains were also in the middle of wall. Crack 

width that is calculated using ABAQUS/6.4 output is found to be 0.43 mm. In Figure 6.9. 

it is also interesting to note that overall crack pattern from the experimental wall, matches 

very well with simulated positive strain concentrations. In fact not only major cracks, but 

also secondary and even smaller cracks are comparable with experimental results. Based 

on this case study, it is evident that “Cracking Model for Concrete” in ABAQUS/6.4 

works very well in predicting crack width.
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Linear Shell Element (S4R) 
Element Size = 100x100 mm^

Maximum positive strains 
(longitudinal tensile strains in reinforcement)

4000 mm 
(40 columns)

I L
lau’ .w i  4:113 L
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2000 mm 
(20 rows)

Negative strain 
(reinforcing steel is in compression)

Fixed base  ................

Figure 6.8: Mesh density of the simulated wall, and contour plot of longitudinal steel 

strains, (standard spectrum)
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Secondary Crack

a

m i .m w ,

i z  «3i j :  A ?
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Figure 6.9: Contour plot of longitudinal steel strains, (reduced spectrum)
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Most design codes provide limited guidelines on amount of reinforcement that can limit 

the crack width. Information about relation between crack width and reinforcement ratio 

is limited because of practical difficulties and associated costs in full-scale experiments. 

But, with the case study discussed above, it is shown that numerical tool could be used to 

produce data for this purpose, which may be used in design. The maximum allowable 

crack width for each structure type is specified in design codes. Using code’s 

specification for allowable crack width and ABAQUS/CMC, the required amount of 

reinforcement can be determined. In the following sections, a particular design code (ACI 

350) will be considered. Based on specified allowable crack width, adequate 

reinforcement ratio for various wall dimensions will be investigated.

6.6 M inim um  R einforcem ent for L iquid  R etain ing Structures

Crack control is achieved primarily by use of reinforcing steel. Design codes such AC! 

318 and ACI 350 recommends minimum amount of reinforcement to control cracks as 

was shown in Tables 6.1 and 6.2. Both Tables provide very small amount of information 

for designers. In practice, even the simplest structures may not fit into design guides 

similar to Tables 6.1 and 6.2. As a result, in most cases, engineers have to use their own 

judgment to select sufficient amount of reinforcement to control cracks. This may cause 

increase in cost or insufficient reinforcement, which may have adverse effects. 

Experimental study to determine the required reinforcement to control the crack width on 

full-scale structures that is beyond the dimensions given in Tables 6.1 and 6.2 is difficult. 

However, as discussed in section 6.3, numerical analysis may be used to predict crack 

width with reasonable accuracy. Using numerical analysis tool, design guidelines may be 

expanded that would provide more information for designers. Sufficient amount of data 

for designers would produce efficient and durable structures. In this section, design 

guides provided in Tables 6.1 and 6.2 will be expanded using a parametric study. The 

required amount of reinforcement to control shrinkage and thermal cracks is sought in 

various walls with different dimensions. A wall with fixed base is considered as in the 

case study discussed earlier. For comparison and calibration purposes the ACI 350 code 

is selected. This is a special design Code that is developed for the design of 

environmental structures, which includes liquid retaining structures. Since the subject
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structures of ACI 350 are more sensitive to cracks, the requirements for crack width are 

more strict. ACI 350 specifies that maximum crack width in flexural members should not 

exceed 0.25 mm in normal environmental exposure i 1.23 mm in severe exposure 

(ACI 350/Rl0.6.4). It is reasonable to ask whether thi^ o<.. ification on flexural crack 

width would apply to tensile cracks as well. Allowable tensile crack width for liquid 

retaining structures is given by ACI 224R and it was shown in Table 6.3. In water 

retaining tructures, even the smallest crack would cause leakage, but a natural process 

called autogenous healing would stop leakage over the time.

To examine the requirements for craek control in the ACI 350 Code, walls with 

reinforcement ratios and dimensions that are similar to those shown in Table 6.2 are 

selected for investigation. Based on the provided design guide in Table 6.2, Table 6.4 is 

prepared for initial analysis.

1 n’e 6.4: Design walls that are in the range of Code guide (Table 6.2), and ACI 350-01 

recommendation for temperature and shrinkage reinforcement ratios

W all H e ig h ts  4 m , Wall T h ic k n e e #  = 300 m m , S te e l  G ra d e  s  420

L e n g th
(m )

4 5 6 7 8 9 10 11 12

R e in fo rc e m e n t
Ratio

0.003 0.003 0.003 0.003 0.003 0.003 0.004 0.004 0.005

Parameters considered in this investigation are length, height, and thickness of the wall 

with different reinforcement ratios. Table 6.5 presents the selected wall length, height, 

and thickness.
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Table 6.5: Variables for parametric study (Dimensions for selected walls)

Length, m 4, 5, 6, 7, 8, 9, 1C, 11, 12, 18, 24, 30, and 60

Height, m 4, 6, and 8

Thickness, mm 300, 450, and 600

Reinforcement Ratio 0.003, 0.004, 0.005, 0.006, 0.007, and 0.008

I ' . . crature and 
sr . inkage strains

U.

400, 600 and 800 microstrain

6.6.1 T ota l T herm al and Shrinkage Strain

According to Klein et al. (1981), ACI 350 design guide for minimum temperature and 

shrinkage reinforcement ratio (Table 6.2) is developed based on an experimental study. 

However, the details of the experimental study are not provided, and they are not 

discussed in Klein et al. Some important parameters such as total temperature and 

shrinkage strains, and recorded crack width using certain reinforcement ratio is not 

known. It is stated that recommended reinforcement ratios for temperature and shrinkage 

would be sufficient in terms of serviceability.

Total temperature and shrinkage strains are an important parameter that will affect the 

maximum crack width. Higher thermal and shrinkage strains would cause wider cracks 

particularly when the wall length is relatively short. To determine the amount of total 

volume change to be consideied, possible thermal and shrinkage strains for walls need to 

be examined.

To estimate the total thermal strain, the maximum and minimum temperature of concrete 

need to be determined. Calculated temperature change can be multiplied by expansion 

coefficient to convert thermal change to strain. ACI 207.2R suggests using temperature 

change from peak hydration temperature to minimum weekly ambient temperature to 

estimate thermal strains. This approach is conservative ir some way, but it 

underestimates thermal strains in another way. It is conservative because it does not 

account for compressive strains developed when concrete reaches peak hydration 

temperature during the expansion phase. On the other hand, weekly ambient temperature 

may not be sufficient to calculate total thermal deformation. Concrete temperature may
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drop well below minimum weekly temperature when seasonal thermal changes 

considered. ACI 207.2R states this fact, but it suggests that lower temperature due to 

seasonal variations is temporary. This means that crack that may widen during minimum 

annual temperature, would narrow down in next season when average ambient 

temperature increases. ACI suggests that since widening of cracks due to seasonal 

temperature variation is temporary, it may be neglected and only minimum weekly 

temperature may be considered. When temporarily widening of cracks are not a concern, 

ACI approach is realistic. However, in liquid retaining structures even temporarily widen 

cracks may cause important serviceability problems.

In Chapter 4, it was discussed that even though strength gain is in development stage, 

compressive s*i esses would develop while hydration temperature increases (Figure 4.14). 

Even though elastic modulus is low, compressive stresses develops during hydration. 

Therefore, rather than peak hydration temperature, placing temperature of concrete may 

be considered for maximum temperature of concrete. Maximum placing temperature is 

mostly during the summer months and minimum temperature would be the coldest time 

of the year. To find this total temperature change from maximum to minimum, 

climatological information of a particular location as shown in Table 6.6 may be 

considered.

Table 6.6: Average monthly temperature of Toronto (Environment Canada)

Climatological Information of 
Toronto

Montti f'fSWKwaÈ*.-
Daily

M inimum
Daily

Maximum

Ja n  H D S 9 M -1.1
Feb -6.3 -0.2
Mar -2 4.6
A pr 3.8 11.3
May 9.9 18.5
Ju n 14.8 23.5
Ju l 17.9 ,

Aug 17.3 25.3
S ep 13.2 20.7
Oct 7.3 13.8
Nov 2.2 7.4
Dec -3.7 1.8

1 3 6



*RH stands for relative humidity and detailed explanation for notional size is given in 

Chaptt. i 3

Notional sizes of the walls considered for parametric study are 293, 433 and 571 mm for 

wall thickness of 300, 450 and 600 mm respectively. Considering that water-retaining 

structures are naturally exposed to water during their lifetime, relative humidity is higher 

than 80%. Based on CEE recommendation given in Table 6.7, maximum shrinkage strain 

that may occur for studied walls is 260 micro strains for 600 mm wall. However, 

compared to CEE recommendations, ACI values for ultimate shrinkage strain is quite 

different. ACI 209 Committee report indicate that the ultimate shrinkage strains for 

concrete is in the range of 415 to 1070 micro strain, and suggested ultimate shrinkage 

strain is 730 to 800 micro strain. ACI 209 recommendation is well beyond the values in 

the Table 6.7. In fact, the shrinkage strain of this magnitude alone is sufficient to cause 

unacceptable crack width in liquid retaining structures. For these high values of shrinkage 

strain, ACI 350 recommendation for minimum reinforcement may not be sufficient to 

limit the crack width within the specifications. This conflict can be explained by the fact 

that liquid retaining structures are not exposed to dry conditions that may cause moisture 

loss, which is the primary reason for shrinkage.

An optimum value for shrinkage strain is needed for simulation of selected walls. The 

subject structures for this parametric study are liquid retaining structures that have high 

relative humidity and low moisture loss. One may suggest that CEE recommendations 

underestimate ultimate shrinkage for ordinary structures. Eut, it is also clear that ACI 

values for ultimate shrinkage strain is too conservative for water retaining structures. 

Since the subject walls have special ser\dce conditions during their lifetime, it is assumed 

that CEE estimation for shrinkage is appropriate to use in simulation process. Eased on 

Table 6 7, an approximate value of 300 micro strains can be chosen for drying shrinkage, 

which would be on conservative side.

For thermal strains of about 200 to 300 micro strains, and shrinkage strains of about 300 

micro strains, total volume change due to thermal and shrinkage strains may be assumed 

as 600x10'*’. Interestingly, total of 600x10^ strains of volume change is consistent with 

ACI 224R-01 and Gilbert’s case study (Gilbert, 1992). ACI 224 report on crack control
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discusses shrinkage cracks. This report specifies a typical value for final shrinkage strains 

of concrete is about 600x10"*'. This recommended value is for ordinary structures, and 

not for liquid retaining structures. Gilbert also considers a case study to predict crack 

width and the selected total strain for the study is 600x10“*’. In following parametric 

study, total volumetric deformation of 400, 600 and 800 micro strains were considered. 

Based on the results of analysis, the effects of change in total volumetric deformation will 

be discussed.

6.6.2 C alculated C rack  W idths

Using the computer program ABAQUS/6.4, for walls given in Table 6.4 and 6.5 analyses 

were performed. Concrete tensile strength was assumed to be f, = 3 MPa. Linear shell 

elements (200x200) was used in the models. With this element size, there were 400 

elements in smallest wall (L^4 m, H=4 m), and 12000 elements in largest wall (L=60 m, 

H=8 m). Rebar layer that represents the reinforcement, can be distributed through the 

thickness of shell elements. In order to simulate the concrete cover, each rebar layer was 

placed 50 mm away from the surface of the shell elements. The same concrete cover was 

used in the calculation of crack width. For reinforced concrete analysis, Hibbitt et al. 

(2004) recommend to use uniformly distributed reinforcement in each element. To 

eliminate errors that may cause by reinforcement distribution, one rebar in each element 

was placed. Since the dimensions of the elements were 200 mm in each direction, one 

rebar in each element result in 200 mm of bar spacing. During analysis, longitudinal 

strains of reinforcing bars were requested from ABAQUS/6.4 as an output. Using the 

maximum longitudinal strains of reinforcement and Eq.6.9, crack width was calculated.

To calculate crack width using Eq.6.9 (Frosch, 1999), first, the control-cover-distance, 

d ' , need to be determined. Based on the considered concrete cover and bar spacing, the 

control cover distance can be calculated as shown in Figure 6.4. The following illustrates 

the calculation of control-cover-distance:

, (Frosch, 1999)
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= 50 mm (concrete cover)

5 = 200 mm (bar spacing) 

d ' =112 mm

Using calculated control-cover-distance, crack spacing, , can be calculated as follows: 

^ ^ d '  = 112Y^ mm 

where,

is the crack spacing factor and that has following values (Frosch, 1999):

=1.0 for minimum crack spacing 

=1.5 for average crack spacing 

= 2.0 for maximum crack spacing

In order to determine a proper value of the crack spacing factor, analysis of walls given in 

Table 6.4 was performed. After determination of crack spacing factor, using Eq.6.9 crack 

width can be calculated as follows:

= 112Y^g  ̂ mm

where,

= eraek width 

= reinforcing steel strain

Although the above equation can be used to calculate crack width in any cracked 

element, maximum longitudinal strain o f reinforcement will be used in order to find the 

maximum crack width.

After the analysis of walls given in Table 6.4, using the crack width equation above, 

crack widths were calculated for three different crack spacing factor that is shown in 

Figure 6.10. In this figure, it can be seen that = 2 results maximum of 0.5 mm crack 

width, while = 1 produces maximum of 0.25 mm crack width. It is important to keep
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in rnind that analyzed walls dimension and reinforcement ratios shown in Figure 6.10 are 

developed based on ACI 350 recommendations (Tables 6.2 and 6.4). According to ACI 

350-01 the allowable maximum crack width is about 0.25 mm. Assuming that the ACI 

recommendations for reinforcement ratios should result average of 0.25 mm crack width, 

the value of crack spacing factor can be selected as = 1.

■a
1
o
2 
Ü

♦ 4 ^ 2 . 0 ■ 4 ^ 1 . 5 • 4 - 1 . 0
0,6

0.5 ♦ ♦
♦ ♦

♦ ♦
♦

0.4
♦ ■ ■

■ ■
■ ■

0.3 ■
• _  *• • • •

0.2 • •

♦
0.1 ■
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4 5 6 7 8 9 10 11 12

L e n g th  (m)

Figure 6.10: Calculated maximum crack widths for different crack spacing factors that 

are based on ACI 350 minimum reinforcement ratio, (H=4 m, t=300 

mm, =600x10-")

Since a proper value of crack spacing factor is determined, crack width equation can be 

rewritten as follows:

In order to observe the effect of reinforcement ratios on crack width. Figure 6.10 is 

plotted again as different series, which is shown in Figure 6.11. This figure shows the
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calculated crack widths for walls with reinforcement ratios of ACI 350 recommendations. 

It can be observed that by increasing the length of the wall for the same amount of 

reinforcement ratio, crack width increases with the exception of L = 8 m. When the wall 

length is less than 8 m, there is a single major crack. But, when the length is increased to 

8 m, two major cracks are observed (see Figures A. 1.1 and A. 1.2). Increasing the number 

of cracks is expected to reduce the crack width in structures.

0.30
O p ^ O . 3 %  Dp  " 0 . 4 %  O p -  0 . 5 %

0.25 O O

o
E 0.20

1
2  0.15

2  0.10  
Ü

O
0.05

0.00  - -

4 5 6 7 8 9 10 11 12

L e n g th  (m)

Figure 6.11: Calculated maximum crack widths for walls that are designed based on ACI 

350 minimum reinforcement ratio (H=4 m, t=300 mm, = 600 x 10“® )

Figure 6.11, also shows that by increasing the reinforcement ratio, the crack width is 

reduced. Wall dimensions shown in Figure 6.11 are relatively small. In this study, the 

effect of wall length, height, thickness and reinforcement ratios are investigated. Figures 

6.12 to 6.26 represent the results of parametric study.

Figures 6.12 and 6.13 present calculated maximum crack widths for 21 different walls. 

Three different heights (4, 6 and 8 m.) with length varying from 6 to 60 m were used. 

Reinforcement ratio and wall thickness were kept constant (t=300 mm, and p=0.5%). In
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Figure 6.12, reinforcing steel is assumed to behave elastic, while in Figure 6.13 steel is 

modeled as elasto-plastic. It is important to keep in mind that maximum crack width is 

estimated from the most strained elements in each wall, and the location of that element 

may change for each different wall geometry. For these reason, one may expect 

randomness in comparison of estimated crack widths.

Observation of Figure 6.12 indicates that the rate of increase in maximum crack width 

decreases with the increase in length. Also, it can be seen that the effect of wall height on 

maximum crack width is insignificant for the same length of wall. The crack widths do 

not increase significantly beyond the length grater than 24 m. This can be explained due 

to the fact that when L/H ratio is high, wall behaves similar to a continuous wall. In this 

case, the increase in length does not increase the crack width, but it increases the number 

of cracks. The increase in the number of cracks distributes the overall elongation of 

reinforcement and that limits the crack width.

Considering the non-linear behaviour of the reinforcing steel, crack widths are calculated 

in the same walls and it is shown in Figure 6.13. In this figure, it is clear that when the 

steel yields wide cracks would develop, which are unacceptable for liquid retaining 

structures.

It was mentioned that wall height does not affect the crack width significantly when the 

length of wall is the same. However, provided that L/H ratios are the same, the higher 

walls results wider cracks as compared to shorter walls. Kheder (1997) suggested that the 

increasing L/H ratio increases the degree of restraint, which would generate wider cracks. 

This phenomenon can be observed in Figure 6.14, in which increasing L/H ratio results in 

wider cracks. The higher walls generate wider cracks as compared to shorter walls with 

same L/H ratios. This means that although the length is shorter, higher walls would 

develop wider cracks as compared to shorter walls with the same L/H ratio. Similar to 

Figure 6.13, effect of the yielding in steel can be observed in Figure 6.15.
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Figure 6.12; Calculated maximum crack widths in walls with different heights, assuming 

that steel behaviour is linearly elastic (t=300 mm, p=0.5%, = 600x 10"*’ )
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Figure 6.13: Calculated maximum crack widths in walls with different heights, non- 

linearity o f the steel is included (t=300 mm, p=0.5%, = 600 x 10"* )
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Figure 6.14: Effect of wall length to height ratio on crack width, assuming that steel 

behaviour is linearly elastic (t=300 mm, p= 0.5%, -  600x 10"̂  )
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Figure 6.15: Effect of wall length to height ratio on crack width, non-linearity of the steel 

is included (t=300 mm, p=  0.5%, = 600x 10“*’ )
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The effect of wall thickness on maximum crack width is shown in Figure 6.16. In this 

case, the wall height and reinforcement ratios were kept constant (H=4 m and p=0.5%). 

In order to be able to observe the effect of wall thickness, the steel is assumed to behave 

linearly. Results as shown in Figure 6.16 indicate that varying wall thickness does not 

affect the maximum crack width unless the length is relatively small. The effect of 

variation of wall thickness on crack width when the non-linear behaviour of the 

reinforcement is considered is shown in Figure 6.17.
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Figure 6.16: Effect of variation of wall thickness on crack width, assuming that steel 
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Figure 6.17: Effect of variation of wall thickness on crack width, non-linearity o f the steel 

is included (H=4 m., p=  0.5%, = 600 x 10“̂  )

In Figures 6.12 to 6.17, reinforcement ratios and volumetric deformations were kept 

constant in order to observe the effects of wall thickness and height on the maximum 

crack width. Normally, reinforcement ratio would be designed based on the restrained 

strains, which is a parameter of the wall length and the amount of volumetric 

deformation. In order to determine the amount of reinforcement, different reinforcement 

ratios were used for different wall lengths. The magnitude of volumetric deformation was 

also considered. The effect of variation of crack width with different reinforcement ratios 

are shown in Figures 6.18, 6.19, and 6.20 for volumetric deformation of 400, 600, and 

800 micro strains respectively.

In these three figures, the effect of yielding of steel can be observed. In long walls that 

have small amount of reinforcement, reinforcement yields and wide cracks develop. 

Maximum crack width reaches up to 1.2 mm for 400 micro strains, while 1.5 mm crack 

width is observed for 800 micro strains. For liquid retaining structures, such large cracks 

are unacceptable. In order to determine the design reinforcement ratio for liquid retaining 

structures a maximum width of 0.1 mm crack will be considered acceptable and the
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corresponding reinforcement ratio will be selected. However, the variation of crack 

width with varying temperature and shrinkage strains need to be investigated first.

Figures 6.21 to 6.26 present comparison of different total volumetric deformations on 

maximum crack width. Figures 6.21 to 6.25 show that for wall length less than about 16 

m, increasing the volumetric deformation from 400 to 800 micro strain, increases the 

maximum crack width by about 0.1 to 0.15 mm. However, when the length of wall 

reaches 16 m, the effect of magnitude of volumetric deformation on crack width 

diminishes. This phenomenon is particularly clear in Figure 6.25, which represents 0.7% 

of reinforcement ratio. The series shown in Figure 6.26 has a different trend, which can 

be explained with the aid of Figure A .1.19. It is important to keep in mind that walls 

shown in Figure 6.26 have 0.8% reinforcement ratio. In these walls, due to high 

reinforcement ratio, very fine cracks were observed in most part of the wall. As can be 

seen in Figure A. 1.9, when the reinforcement ratio is 0.8%, maximum cracks were 

recorded at the locations that are closer to the free ends of the wall. The generated tensile 

stresses at both free ends of the wall increases with increasing volumetric deformation. 

Since the maximum crack width were measured closer to the free ends of the wall, 

increase in crack width with increasing volumetric deformation is expected.
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The overall behaviour of the maximum crack width that is observed in Figures 6.12 to 

6.26 provides the following conclusions, which will be considered in determination of the 

amount of reinforcement for liquid retaining structures.

• For wall lengths grater than 20 m, the maximum crack width is almost constant

• Wall thickness does not affect maximum crack width significantly

• For the same wall length, the variation in wall height does not affect maximum 

crack width significantly

• The effect of magnitude of the volumetric deformation diminishes after about 

16m away from the free ends of wall

Considering the conclusions listed above and Figures 6.18, 6.19 and 6.20 an idealized 

design chart can be developed. Figure 6.27 shows the idealized design chart for 

temperature and shrinkage reinforcement ratio. Based on the allowable maximum crack 

width, using Figure 6.27, the required amount of reinforcement can be determined. 

According to Table 6.3, the allowable maximum crack width should be 0.1 mm for liquid 

retaining structures. In Figure 6.27, the intersection points of 0.1 mm crack width and the 

series of reinforcement ratio would provide the amount of design reinforcement.

6.7 Summary

In this Chapter, it was shown that using the F EM in combination with a crack width 

equation, it was possible to estimate the crack width in reinforced concrete structures. 

Normally, expansive and difficult experimental studies are required in order to reach the 

conclusions that are provided in this Chapter. One of the main objectives of this research 

is to determine the sufficient amount of reinforcement ratio for walls that are used in 

liquid retaining structures. In this Chapter, particular concern was environmental 

structures that are designed based on ACI 350-01. ACI 350, clause 7.12.2.1 provides 

minimum reinforcement ratios, which are summarized in Table 6.2. ACI 350-01 

recommends the sa’ : reinforcement ratio for a wide range of wall length. Results of the 

parametric study provided more details for the required reinforcement ratio that can be 

used in design. ACI 350-01 specifies the maximum crack width for liquid-retaining
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structures as 0.25 mm. However, the limit of 0.25 mm for maximum crack width is based 

on the flexural type of cracks. On the other hand, temperature and shrinkage induced 

stresses generates tensile type of cracks. Since the tensile types of cracks are generally 

full-depth cracks, they cause more leakage as compared to flexural type cracks. For this 

reason, in order to prevent leakage, more strict rules should apply on allowable crack 

width. Based on Table 6.3, 0.1 mm of allowable crack width can be selected for 

temperature and shrinkage reinforcement in liquid retaining structures. Using Figures 

6.18, 6.19 and 6.20 the required reinforcement ratio can be selected that corresponds to

0.1 mm of crack width for any wall dimension. In addition to that, the idealized design 

chart shown in Figure 6.27 provides a summary of the analysis, which also can be used 

for design purposes. With this approach. Table 6.8 is prepared, in which the minimum 

amount of reinforcement based on the results of the FE analysis is recommended.
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Figure 6.27; Idealized design chart for temperature and shrinkage reinforcement
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Table 6.8: Recommended shrinkage and temperature reinforcement ratio

L e n g t h  B e t w e e n  J o i n t s ,  
(m )

M in i m u m  S h r i n k a g e  a n d  T e m p e r a t u r e  R e i n f o r c e m e n t  R a tio ,  (%)

ACI 350-01
ABAQUS/6.4

Maxim um  c r a c k  
w  idth=0.1 m m

M a x im  um  c r a c k  
w i d t h = 0 .2 5  m m

L e s s  th a n  4 0.30 0.25 0.10

4 0.30 0.30 0.10

5 0.30 0.35 0.15

6 0.30 0.40 0.20
7 0.30 0.45 0.25
8 0.30 0.50 0.30
9 0.30 0.55 0.35
10 0.40 0.65 0.40

11 0.40 0.70 0.45
12 0.50 0.71 0.50
13 0.50 0.72 0.52

14 0.50 0.73 0.54
15 0.50 0.74 0.56
16 0.50 0.75 0.58
17 0.50 0.76 0.60
18 0.50 0.77 0.62
19 0.50 0.78 0.64

20 a n d  g r e a t e r 0.50 0.80 0.68

Table 6.8 includes ACI 350 recommendations and calculated reinforcement ratios 

detem.ined from analysis. For maximum allowable crack width of 0.1 mm and 0.25 mm, 

the required reinforcement ratios are shown separately. It can be observed that ACI 350 

provides only three different reinforcement ratios for a wide range o f wall dimensions. In 

some situations this will lead to an overestimation of the required reinforcement ratio. On 

the other hand, results of parametric study can be used to select an optimum 

reinforcement ratio. This will lead to an optimum design that is efficient in terms of 

serviceability as well as economy.
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C H A P T E R  7 

CONCLUSION

7.1 Summary

A study on reinforced concrete that is subjected to temperature and shrinkage induced 

stresses, was carried out. The main objective was to estimate the required temperature 

and shrinkage reinforcement ratio for design. In order to reach this aim, the FEM was 

used. To understand the temperature and shrinkage associated problems in concrete, 

different aspects of the issue was studied in depth. This study is documented in seven 

chapters and presented in this thesis.

Chapter 1 presented the introduction, literature review, objectives and organization of the 

thesis. Temperature and shrinkage problems of concrete and the reasons for these 

problems v.'cre explained. Review of the literature was given in background section.

One of the major components of volumetric deformation is thermal strain, and that starts 

at early ages of concrete. Thermal strains are related to the temperature history of 

concrete. Chapter 2 presented determination of the temperature history of concrete. Using 

the FEM, hydration process of concrete was simulated.

Concrete gains strength with time. Strength development of concrete is a function of time 

and its temperature history, which is the basis of equivalent age concept. In Chapter 3, 

based on the calculated temperature history, time dependent properties of concrete were 

estimated. In Chapter 4, considering the time dependent mechanical properties, and 

volumetric deformations, stress history of hardening concrete was estimated. It was 

shown that incremental numerical analysis technique using the computer program 

ABAQUS/6.4 can be used for realistic simulation of hardening concrete.

The restrained volumetric deformations generate stresses in concrete. Degree of restraint 

for fixed base walls was studied and it was discussed in Chapter 5. Using the FEM, 

of restraint was calculated. It was shown that degree of restraint depends on the 

geometric properties of the structure. For fixed base walls, relation between length/height 

and degree of restraint was shown.

Chapter 6 deals with estimating the required amount of reinforcement ratio for the walls 

that are used in liquid retaining structures. A parametric study was carried out. Using the
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FEM, and a crack prediction equation that is developed by Frosch (1999), crack width in 

walls was estimated. Based on the serviceability requirements of ACI 350, required 

amount of reinforcement ratio was established. From the results of the parametric study, a 

design chart was developed that can be used in determination of temperature and 

shrinkage reinforcement ratio.

7.2 Conclusions

The main objective of this thesis is to determine the required amount of reinforcement to 

control shrinkage and temperature cracks. During this research, a particular type of 

structure that is base restraint walls was considered. The effect of temperature and 

shrinkage induced stresses in these walls was studied. Volumetric deformations of 

concrete that induce stresses start shortly after the placing. In order to assess the risk of 

cracks at early ages, simulation of hardening concrete was performed. Due to complexity 

of the problem, mg the computer program ABAQUS/6.4, a special methodology that is 

based on incremental analysis, was used. Incremental numerical analysis provided a 

realistic simulation that included time dependent properties of concrete. This simulation 

technique can be used to estimate the crack risk at early ages of concrete.

Cracking of concrete due to temperature and shrinkage may cause important 

serviceability problems in liquid retaining structures. Crack formation should be 

controlled in order to secure structural integrity, prevent deterioration, and meet 

serviceability requirements. The major technique to control cracking in concrete is to use 

sufficient amount of reinforcement. Design codes such as ACI 350 provide limited guide 

for designers to deal with temperature and shrinkage cracks. One way to determine 

adequate reinforcement ratio that can be used in design, is the experimental studies. 

However, experimental studies may not be possible in large size structures. In this thesis, 

it was shown that the FEM can be used to determine adequate amount of temperature and 

shrinkage reinforcement that would keep the crack width within specifications.

As shown in this thesis, the FEM can be used to conduct a parametric study. Considering 

different variables, structural problems can be solved to determine the effect of each 

variable. As shown in this thesis, the results of parametric study may provide practical 

design solutions as well as a wider view of structural design problems. The results of
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parametric study discussed in Chapter 6 showed the characteristics o f crack formations in 

base restrained walls. It was seen that wall thickness and height do not affect crack width 

significantly. This observation allowed recommending the same reinforcement ratio for 

different wall thickness and height. Also, the crack width was almost constant for wall 

lengths grater than 20 m. Based on this observation, it was recommended that 

reinforcement ratio need not to be increased for walls lengths greater than 20 m. 

Throughout the thesis, detailed discussion was made about the magnitude of total 

volumetric deformation. In order to tînd the required reinforcement ratio, the magnitude 

of thermal and shrinkage strains needed to be determined. The results of the parametric 

study showed that the magnitude of total volumetric deformation affect the crack width 

for certain wall dimensions. In wall lengths that are greater than 16 m, the effect of 

volumetric deformation was observed to be more severe closer to the ends of the wall. It 

can be concluded that in continuous walls, the maximum crack width would not change 

significantly with variation of volumetric deformation. However, it was observed that in 

walls that are shorter than 16 m, increase of the volumetric deformation would increase 

the crack width.

The required amount of reinforcement for serviceability is based on allowable crack 

width. Based on the recommendation given by design guidelines (Table 6.3), it was 

assumed that 0.1 mm of maximum crack width would meet the serviceability 

requirements of liquid retaining structures. From the results of the parametric study, a 

design chart was developed. Considering the allowable crack width, adequate 

reinforcement ratio can be determined from the proposed design chart. Unlike ACI 

recommendations (Table 6.2), proposed design chart can be used for any wall 

dimensions. Parametric study provided more details on adequate amount of temperature 

and shrinkage reinforcement ratio for fixed base walls. Recommended reinforcement 

ratios that are presented in Table 6.8 can be used for optimum reinforcement design.

7,3 Suggestions for Further Research

Throughout this research, the computer program ABAQUS/6.4 was used for PE analysis. 

ABAQUS/6.4 is powerful tool for analysis of reinforced concrete. Incremental numerical 

analysis provides realistic simulation that can be used to predict stress/strain history of
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hardening concrete. ABAQUS/6.4 also provides explicit solution technique that can be 

used for highly non-linear problems such as reinforced concrete under tension. In this 

thesis, fixed base walls were studied but this may be extended to different types of 

structures.

Simulation of hardening concrete to estimate stress/strain history is a broad research area 

and ABAQUS/6.4 may be used for this purpose. In addition to that, “Cracking Model for 

Concrete” that is offered by ABAQUS/6.4 may be used to simulate cracks in reinforced 

concrete that may eventually solve many design problems. However, it is important to 

keep in mind that ABAQUS/6.4 provides a computer simulation. As shown in this thesis, 

verification of simulated models by experimental studies is essential. After all, behavior 

of reinforced concrete materials is difficult to predict. In structural problems of reinforced 

concrete, numerical analysis alone may not be sufficient to provide solid conclusions. 

However, when simple experimental data is provided for calibration of numerical 

analysis, most structural problems may be solved. In this perspective, particular 

suggestions would be as follows;

• In this thesis, a simple structure was considered for simulation of hardening 

concrete that required preparation of input data for both heat transfer and stress- 

displacement analysis. Considering this additional work, a parametric study 

would require substantial amount of time. However, a subroutine can be 

developed for ABAQUS/6.4, which could save a significant amount of time. 

Providing this practical solution, incremental numerical analysis technique may 

be used for a parametric study that may help to improve understanding of early 

age concrete.

• “Cracking Model for Concrete” was used for fixed base walls. This model may be 

used to estimate the adequate reinforcement ratio for other stru^'ural elements 

such as slabs and beams.
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Figure A. 1.1 : Contour plot of longitudinal steel strains (Z. = 7w, H = 4m, t = 30Qnini, p  = 03%, £• = 600x10 )
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Figure A. 1.2: Contour plot of longitudinal steel strains (£  = 8m, H = 4m, t = 300mm, /? = 0.3%, £ = 600x10 ^)
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Figure A.1.3: Contour plot of longitudinal steel strains ( L = 6m, H = Am, t = 300mm, p  - 0.5%, t: -  600x 10  ̂), to' ination oi cracks 
with increasing wall length
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Figure A. 1.4: Contour plot of longitudinal steel strains (L = 9m, H  = Am, t = 300mm, p  -  0.5%, e = 600 x 10 ), formation of cracks 
with increasing wall length
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Figure A. 1.5: Contour plot of longitudinal steel strains {L = \2m, H -Am, t = 300/?;///, p  = 0.5%. f  = 600x10 ") fonnation ot cracks 
with increasing wall length
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Figure A.1.6: Contour plot of longitudinal steel strains ( L = 1 Sm, H  = Am, t = 300mm, p  -  0.5%, e = 600 x 10'^ ) formation of cracks 
with increasing wall length

Figure A. 1.7: Contour plot of longitudinal steel strains ( L = 24m, H = Am, / = 300/?!/?!, p  = 0.5%, g = 600 x 10  ̂) formation of cracks 
with increasing wall length



Figure A. 1.8: Contour plot of longitudinal steel strains ( L = 30m, H - 4 m ,  t - 3 0 0 m m ,  p = 0.5%,  ̂= 600 x 10’  ̂) formation of cracks
with increasing wall length

Figure A. 1.9: Contour plot of longitudinal steel strains { L -  60m, H  = 4m, t = 300mm, p  = 0.5%, s  = 600 x 10*’), fonuation of cracks 
with increasing wall length

A-4



Figure A.1.10: Contour plot of longitudinal steel strains ( L = 30m, H -  4m, t -  300mm, p  -  0.5%, e = 0.00 ), development of cracks 
with increasing volumetric defonnation

Figure A.1.11: Contour plot of longitudinal steel s’mins (Z, = 30m, / / =  4m, f = 300mm, p  = 0.5%, £' = 75x10 *’), development of 
cracks with increasing volumetric deformation

Figure A.1.12: Contour plot of longitudinal steel strains (L = 30m, H = 4m, / = 300mm, p  = 0.5%, £ = 150x10 ^). development ot 
cracks with increasing volumetric deformation



Figure A. 1.13; Contour plot of longitudinal steel strains (L = 30ni, H =4/n, t -300mm, p -0 .5 % ,  = 225x 10  ̂), development ot
cracks with increasing volumetric deformation

Figure A.1.14; Contour plot of longitudinal steel strains (L = 30m, H = 4m, t = 300A?im, p  -  0.5%, e -  300x 10  ̂), development of 
cracks with increasing volumetric deformation

Figure A .1.15: Contour plot of longitudinal steel strains (L = 30m, H = 4m, t = 300mm, p  = 0.5%, £- = 375x10"), development of 
cracks with increasing volumetric deformation
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Figure A.1.16: Contour plot of longitudinal steel strains { L = ?>Om, H = 4m, t = 300mm, p  = 0.5%, £• = 450x10 development of
cracks with increasing volumetric deformation

Figure A. 1.17: Contour plot of longitudinal steel strains {L -30m ,  H -4 m ,  t = 300mm, p -0 .3 % ,  e = 525x10 development of 
cracks with increasing volumetric deformation

Figure A.1.18: Contour plot of longitudinal steel strains {L-30m ,  H =4m, ; = 300mm, p -0 .5 % ,  £■ = 600x10'*’ ), development of 
cracks with increasing volumetric defonnation



Figure A.1.19; Contour plot of longitudinal steel strains {L = 24nu H = 4m, !=30()mm, /? = ().8%, £■ = 600x10“'’), alfect ot high 
reinforcement ratio on crack t'ormation

Figure A. 1.20: Contour plot of longitudinal steel strains (L = 24m, H 
reii.forcement ratio on crack fonnation

t = 200mm. p  = 0.1%. e = 600x10“'’ ), affect of high
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A I Example Input File for Crack W idth Estimation

♦Heading
♦* Job name; L9H4 Model name: L9H4
♦Preprint, echo=NO, model=NO, history=NO, contact=NO

♦ ♦ PARTS 
**
♦Part, namc=L9H4 
♦End Part

♦♦ ASSEMBLY
**
♦Assembly. name=Assembly 
**
♦Instance, name=L9H4-l. part=L9H4 
♦Node

♦Element, type=S4R

♦♦ Region: (wall.Picked)
♦Elset, elset=_PickedSct2, internal, generate

1. 900, 1
♦♦ Section: wall
♦Shell Section, elset=_PickedSet2, temperature=l, material=concrete 
0.3,9
♦Rebar Layer
RIA, 0.00015,0.2, 0.1, steel, 0„ 1 
R 1B, 0.00015, 0.2, 0.1, steel, 90., 1 
R2A, 0.00015, 0.2, -0.1, steel, 0., 1 
R2B, 0.00015, 0.2, -0.1, steel, 90., 1 
♦End Instance
♦Nset, nset=_PickedSetl 3, internal, instancc=L9H4-l, generate 

1, 46, I
♦Elset, elset=_PickedSetl3, internal, instance=L9H4-l, generate 

1, 45, 1
♦Nset, nset^ PickedSct 14. internal, instance=L9H4-l. generate 

1, 966, 1
♦Elset, elsct=_PickedSetl4, internal, instancc=L9H4-l, generate 

1, 900, I 
♦End Assembly

♦♦ MATERIALS 
**
♦Material, name=concrete 
♦Density
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2400.,
* Elastic 
2.3e+10, 0.18 
^brittle cracking 
3e+6, 0
0, 0.002 
*brittle shear 
1 , 0  
0 , 0.002
* Expansion 
le-05,

*Material, name=steel 
^Density
7800.,
* Elastic
2.1C+11,0.
**
** BOUNDARY CONDITIONS 
+ *
** Name; BC-1 Type: SyTnmetry/Antisymmetry./'Encastre
* Boundary
_PickedSetl3, ENCASTRE 
* *

** FIELDS 
**
** Name: Field-1 Type: Temperature 
*lnitial Conditions, type=TEMPERATURE 

PickedSetM, 60.
* * ___________________________________________________

** STEP: Step-1

*Step, name=Step-l
* Dynamic, Explicit 
, 1.
*Bulk Viscosity
0.06, 1.2 
**
** FIELDS 
**
** Name: Field-1 Type: Temperature
* Temperature

PickedSetM, 0.
* *

** OUTPUT REQUESTS 
* *
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* Restart, write, number interval=l, time marks=NO 
* *

** FIELD OUTPUT: F-Outpu -1 
* *

* Output, field 
♦Element Output, rebar 
LE, S
♦Output, history, lrequency=0 
♦End Step
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\ .2  Example Input File for H ardening Concrete Stress D isplacem ent Analysis

^Heading
** Job name: SD Model name: civ
* Preprint, echo=NO, model=NO, history=NO. contact=NO

** PARTS 
**
•‘Part, name=FOUNDATION-l
"End Part
•“Part, name=Rl-l
''End Part
''Part, name=R2-l
""End Part
''Part, name=WALL-l 
''End Part
k*

ASSEMBLY 

''Assembly, name=Assembly
t=*
''Instance, name=WALL-l, part=WALL-l
"Node
Geometry)
*Element, type=C3D8R 
Geometry)
"Elset, elset=_PICKEDSET2, internal, generate 

1, 1064, 1
>* Region: (wallsection:Picked)
'Elset, elset= PickedSetS, internal, generate 

1, 1064, 1
Section: wallsection 

'Solid Section, elset=_PickedSet3, material=FreshConcrete

‘End Instance

Instance, name=F0UNDAT10N-l, part=F0LTNDAT10N-l
'Node
Geometry)
Element, type=C3D8R 
Geometry)
Elset, elset=_PlCKEDSET2, internal, generate 

1, 1064, 1
* Region: (foundationsection:Picked)
Elset, elset=_PickedSet3, internal, generate

1, 1064, 1
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** Section: foundationsection
*Solid Section, elset=_PickedSet3, material=MatureConcrete 
1 -,
*End Instance 
* *

* Instance, name=Rl-l, part=Rl-l 
*Node
(Geometry)
* Element, type=SFM3D4R 
(Geometry)
* Elset, eIset=_PlCKEDSET2, internai, generate 

I, 360, 1
** Region: (reinforcementl'.Picked)
♦Elset, elset=_PickedSet3, internai, generate 

I, 360, 1
** Section; reinforcementl 
♦Surface Section, elset=_PickedSet3 
♦Rebar Layer
RI, 0.0003, 0.15,, Steel, 0., I
R2, 0.0003,0.15,, Steel, 90., 1
♦End Instance 
* *

♦Instance, name=R2-I, part=R2-l
♦Node
(Geometry)
♦Element, type=SFM3D4R 

(Geometry)
♦Elset, eIset=_PICKEDSET2, internal, generate 

I, 360, 1 
♦♦ Region: (reinforcement2:Picked)
♦Elset, elset=_PickedSet3, internal, generate 

I, 360, 1 
♦♦ Section: reinforcement2 
♦Surface Section, elset=_PiekedSet3 
♦Rebar Layer
RI, 0.0003,0.15,, Steel, 0., I 
R2, 0.0003,0.15,, Steel, 90., I 
♦End Instance
♦Nset, nset=_PICKEDSET26, internal, instance=WALL-I, generate 

I, 1755, 1
♦Elset, elset= PICKEDSET26, internai, instance=WALL-l, generate 

1, 1064, I
♦Nset, nset= PICKEDSET27, internal, instance=FOUNDATION-I, generate 

1, 1560, 1
♦Elsct, elset=_PICKEDSET27, internal, instance=FOUNDATION-I, generate 

1, 1064, I
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*Nset, nset=_PlCKEDSET28, internal, instance=WALL-l, generate 
1, 1755, 1

* Elset, elset=_PlCKEDSET28, internal, instance=WALL-l, generate
1, 1064, 1

* El set, elset= PICKEDSURF21_S4, internal, instance=WALL-l, generate
14, 1064, 14

*Elset, elset= PlCKEDSvJRF22_S5, internal, instance=FOUNDATION-l, generate
799, 874, 1
*Elset, elset=_PlCKEDSURF23_S5, internal instance=F0UNDAT10N-l
* El set, elset= P1CKEDSURF24S6, internal, instance=FOUNDATION-l
* Elset, elset= P1CKEDSURF24_S4, internal, instance=FOUNDATION-l
♦Elset, elset=_PlCKEDSURF25_S5, internal, instance=FOUNDATION-l 
♦Elset, elset=_PickedSet29, internal, instance=Rl-1, generate

1, 360, I
♦Elset, elset=_PiekedSet29, internal, instance=R2-l, generate 

1, 360, 1
♦Elset, elset=_PickedSet30, internal, instance=WALL-l, generate 

1, 1064, 1
♦Elset, elset=Pl, instance=WALL-l 
517,
♦Elset, elset=P2, instance=WALL-l 
516,

♦Elset, elset=P3, instance=WALL-l 
513,

♦Elset, elset=P4, instance=WALL-l 
506,

♦Nset, nset=nall, instance=WALL-l, generate 
1, 1755, 1

♦Nset, nset=_PickedSet42, internal, instance=WALL-l, generate 
1, 1755, 1

♦Elset, elset= PICKEDSURF21S4, internal, instance=WALL-l, generate
14, 1064, 14

♦Surface, type=ELEMENT, name=_PICICEDSURF21, internal 
_PICKEDSURF21_S4, 84
♦Elset, elset= PICKEDSURF22 S5, internal, instance=FOUNDATION-l, generate
799, 874, 1
♦Surface, type=ELEMENT, name=_PlCKEDSURF22, internal 
_PICKEDSURF22_S5, S5
♦Elset, elset=_PICKEDSURF23_S5, internal, instance=FOUNDATION-l

♦Surface, type=ELEMENT, name=_PICICEDSURF23, internal 
_PICKEDSURF23_S5, S5
♦Elset, elset= PICKEDSURF24 S6, internal, instance=FOUNDATION-l
♦Elset, elset=_PICKEDSURF24_S4, internal, instance=FOUNDATION-l 
♦Surface, type=ELEMENT, name= P1CKEDSURF24, internal 

PICKEDSURF24 S6, S6
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__PICKEDSURF24_S4, S4
*Elset, elset= P1CKEDSURF25 S5, internal, instance=FOUNDATION-l
* Surface, type=ELEMENT, name=_PICKEDSURF25, internal 
_P1CKEDSURF25_S5, 85
*Elset, elset= PickedSurf27_S4, internal, i dnce=WALL-l, generate

14, 1064, 14
* Surface, type=ELEMENT, name=_PickedSurf27, internal 
_PickedSurf27_S4, 84
* El set, elset= PickedSurf28_S5, internal, instance=F0UNDAT10N-l, generate
799, 874, 1
* Surface, type=ELEMENT, name=_PickedSurf28. internal 
 PickedSurf28_S5, S5
*Elset, elset= PickedSurf32_S5, internal, instance=FOUNDAT10N-l

* Surface, type=ELEMENT, name=_PickedSur02, internal 
 PickedSurf32_S5, S3
*Elset, elset= PickedSurf33_S6, internal, instance=F0lINDAT10N-l, generate
875, 986, 3

* Surface, t>'pe=ELEMENT, name=_PickedSurf33, internal 
 PickedSurf33_S6, S6
*Elset, elset= PickedSurf34_Sl, internal, instance=FOLTNDATION- J

75, 76,265,266
*Elset, elset= PickedSurf34_S2, internal, instance=F0UNDAT10N-l, generate
875, 877, 1

* Surface, type=ELEMENT, name=_PickedSurf34, internal 
_PickedSurfi4_Sl, SI
_P ickedSur04 S2, S2
*Elset, elset= PickedSurf35_S6, internal, instance=FOUNDATION-l, generate

1, 75, 2
* Surface, type=ELEMENT, name=_PickedSurf35, internal 
_PickedSurf35_S6, S6
* El set, elset= PickedSurf36_Sl, internal, instance=F0UNDAT10N-l, generate
986, 988, 1
*Elset, clset- PickedSurf36_S2, internal, instance=FOUNDATION-l

1, 2,191,192
* Surface, type=ELEMENT, name=_PickedSurf36, internal 
_PickedSurB6_Sl, SI
_PickedSurf36_S2, S2 
** Constraint; Constraint-1 
*Tie, name=Constraint-l, adjust=yes 
_PickedSurf28, PickedSurf27 
** Constraint: Constraint-2
* Embedded Element, host elset=_PickedSet30
_PickedSet29
*End Assembly 
* *
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** MATERIALS 
* *

♦Material, name=FreshConcrete 
♦Elastic, dependencies=l 
1.27eflO, 0.15,, 0.
1.27e+10, 0.15,, 1.
1.95e+10, 0.15,, 2.
2.42e+10, 0.15,, 3.
2.76e+10, 0.15,, 4.
2.98e+10, 0.15,, 5.
3.12e+10. 0.15,, 6.
3.28e+10, 0.15,, 7.
3.42e+10, 0.15,, 8.
3.53e+iO, 0.15,, 9.
3.58e+10, 0.15,, 10.

♦Expansion
8.5e-06,

♦Concrete Damaged Plasticity
34., 0.1, 1.16,0.666, 0.
♦Concrete Compression Hardening, dependencies^
491000., 0 . , , ,  0.
950000., 4e-05,, ,  0.
1.38e+06, 8e-05,, ,  0.
1.78ef06, 0.00012,,, 0.
6.35e+06, 0.00096,,, 0.
7.63ef06, 0.00196,,, 0.
7.65e+06, 0.00216,,, 0.
7.6e+06, 0.00246,,, 0.
491000., 0 . , , ,  1.
950000., 4e-05,, ,  1.
1.38e+06, 8e-05,, ,  1.
1.78ef06, 0.00012, , ,  1.
6.35e+06, 0.00096,,, 1.
7.63e+06, 0.00196,,,
7 .65^06 ,0 .00216 ,,, 1.
7.6e+06, 0.00246,,, 1.
769000., 0 . , , ,  2.
1.52e+06, 4e-05,, ,  2.
2.24e+06, 8e-05,, ,  2.
2.94e+06, 0.00012,,, 2.
I.35e+07,0.00096,,, 2.
1.79e+07,0.00196,,, 2.
1.8e+07, 0.00216,,, 2.

1.78e+07, 0.00246,,, 2.
960000., 0 . , , ,  3.
1.91e+06, 4e-05,, ,  3.
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2.83e+06 8e-05,, , 3.
3.75ef06 0.00012, , , 3.
1.92ef07 0.00096, , , 3.
2.75e+-07 0.00196,, , 3.
2.77e+07 0.00216, , , 3.
2.72e+07 0.00246, , , 3.
l.le+06, 0 . , , , 4.

2.19e+06 4e-05,, , 4.
3.26e+06 8e-05,, , 4.
4.33e+06 0.00012,, , 4.
2.36e+07 0.00096,,, 4.
3.57e+07 0.00196,,, 4.
3.62e407 0.00216,,, 4.
3.51e+07 0.00246,,, 4.
1.19e4-06 0. , , ,  5
2.37e+06 4e-05,, , 5.
3.54e+06 8e-05,, , 5.
4.7e+06, 0.00012,,, 5.
2.64e+07 0.00096,,, 5.
4.15ef07 0.00196,,, 5,
4.21^07 0.00216, , , 5.
4.05e+07 0.00246,,, 5.
].25ef06 0 ., , ,  6
2.48e+06 4e-05,, , 6.
3.71ef06 8e-05,, , 6.
4.94e+06 0.00012,,, 6.
2.83e+07 0.00096,, , 6.
4.55e+07 0.00196, , , 6.
4.62ef07 0.00216,,, 6.
4.41 e+07 0.00246,,, 6.
1.31e+06 0. , , ,  7
2.61e+-06 4e-05,, , 7.
3.91e+06 8e-05,, , 7.
5.2e+06, 0.00012,, , 7.

3.03e+07 0.00096,,, 7.
5.01 e+07 0.00196,, , 7.
5.1 e+07, 0.00216,,, 7.

4.82e+07 0.00246,, , 7.
1.37e+06 0 ., , ,  8
2.73e+06 4e-05,, , 8.
4.09e+06 8e-05,,, 8.
5.44e+06 0.00012,,, 8.
3.22e+07 0.00096,, , 8.
5.44e+07 0.00196,,, 8.
5.55ef07 0.00216,, , 8.
5.17e+07 0.00246,,, 8.
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1.41e+06, 0 . , , ,  9.
2.82e+06, 4e-05,, ,  9.
4.22e+06, 8e-05,, ,  9.
5.62e+06, 0.00012,,, 9.
3.36e+07, 0.00096,,, 9.
5.78e+07, 0.00196,,, 9.
5.91 e+07, 0.00216,,, 9.
5.41 e+07, 0.00246,,, 9.
1.43e+06, 0 . , , ,  10.
2.86e+06, 4e-05,, ,  10.
4.28e+06, 8e-05,, ,  10.
5.7e+06, 0.00012,,, 10.
3.42e+07, 0.00096,,, 10.
5.94e+07, 0.00196,,, 10.
5.08e+07, 0.00216,,, 10.
5.51 e+07, 0.00246,,, 10.
Concrete Tension Stiffening, dependencies=l
474000., 0 . , , ,  0.
863000., 5.7e-05,, ,  0.
1.14e+06, 0.000103,,, 0.
1.24e+06, 0.000145,,, 0.
932000., 0.000388,,, 0.
621000., 0.000632,,, 0.
311000., 0.000876,,, 0.
100000., 0.001122,,, 0.
474000., 0 . , , ,  1.
863000., 5.7e-05,, ,  1.
i.l4e+06, 0.000103,,, 1.
:.24e+06, 0.000145,,, 1.
932000., 0.000388,,, 1.
621000., 0.000632,,, 1.
311000., 0.000876,,, 1.
100000., 0.001122,,, 1.
752000., 0 . , , ,  2.
.42e+06, 6.2e-05,, ,  2.
.96e+06, 0.00011,,, 2.

2.2e+06, 0.000154,,, 2.
.65e+06, 0.000395,,, 2.
l.le+ 06 ,0.000637,,, 2.
550000., 0.000878,,, 2.
100000., 0.001122,,, 2.
945000., 0 . , , ,  3.
.82e+06, 6.3e-05,, ,  3.
;.56e+06, 0.000112,,, 3.
;.93e+06, 0.000157,,, 3.
2.2e+06, 0.000398,,, 3.
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1.47e4-06, 0.000638,,, 3.
733000., 0.000879,,, 3.
100000., 0.001121,,, 3.

1.09e+06, 0 . , , ,  4.
2.11e+06, 6.3e-05,, , 4.
3.01e+06, 0.000113,,, 4.
3.5e+06, 0.000158,,, 4.

2.62e+06, 0.000399,,, 4.
1.75e+06, 0.000639,,, 4.
875000., 0.00088,,, 4.
100000., 0.001121,,, 4.

1.18e+06, 0 . , , ,  5.
2.3e+06, 6.4e-05,, ,  5.
3.3e+06, 0.000114,, , 5.

3.87e+06, 0.00016,,, 5.
2.9e+06, 0.0004,,, 5.
1.94e+06, 0.00064,,, 5.
968000., 0.00088, , ,  5.
100000., 0.001121, , ,  5.

1.23e+06, 0 . , , ,  6.
2.42e+06, 6.4e-05,, ,  6.
3.49e+06, 0.000114,,, 6.
4.12e+06, 0.000161,,, 6.
3.09e+06, 0.000401,,, 6.
2.06e+06, 0.00064,,, 6.
1.03e+06, 0.00088,,, 6.
100000., 0.001121,,, 6.
1.3e+06, 0 . , , ,  7.

2.56e+06, 6.5e-05,, ,  7.
3.7e+06, 0.000116,,, 7.
4.4e+-06, 0.000163,,, 7.
3.3e+06, 0.000402,,, 7.
2.2e+06,0.000641,,, 7.
l.le+ 0 6 ,0.000881,,, 7.
100000., 0.001121,,, 7.

1.36e+06, 0 . , , ,  8.
2.68e+06, 6.7e-05,, , 8.
3.89e+06,0.000119,,, 8
4.65e+06, 0.000166,,, 8
3.49e+06, 0.000405,,, 8
2.33e+06, 0.000643, , ,  8
1.16&+06, 0.000882,,, 8
100000., 0.001121,,, 8.
1.4e+06, 0 . , , ,  9.

2.77e+06, 7e-05,, ,  9.
4.04e+06, 0.000124,,, 9.
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k86e+06, 0.000172,,, 9.
1.64e+06, 0.000409,,, 9.
>.43e+06, 0.000646,,, 9.
1.21 e+06, 0.000883,,, 9.
100000., 0.001121,,, 9.
l.42e+06, 0 . , , ,  10.
>.81 e+06, 7.2e-05,, ,  10.
1.11 e+06, 0.000127,,, 10.
1.95e+06,0.000177,,, 10.
5.71 e+06, 0.000413,,, 10.
>.47e+06, 0.000648,,, 10.
1.24e+06, 0.000884,,, 10.
100000 ., 0 .001121 , , ,  10.

Material, name=MatureConcrete 
Elastic
>e+10, 0.15
Expansion
le-05.
Material, name=SteeI
Elastic
>.le+ll,0.
initial conditions, type=field, variable=l
all, 0.
*

* INTERACTION PROPERTIES
*

Surface Interaction, name=INTPROP-l

Gap Conductance
1.5,0.
0.,1.
*

* PHYSICAL CONSTANTS
*

Physical Constants, absolute zero=-273., stefan boltzmann=5.68e-08 
*

* FIELDS
*

* Name; Field-1 Type: Temperature 
Initial Conditions, type=TEMPERATURE
PickedSet42, 20.
*

* INTERACTIONS
*

* Interaction: Int-1 
Foundation
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 PickedSurf34_Sl, FI, 6e+07
 PickedSurf34_S2, F2, 6e+07
** Interaction; Int-2 
*Foundation
_PickedSurD2_S5, F5, 6e+07 
** Interaction: Int-3 
*Foundation
 PickedSurf33_S6, F6, 6e+07
** Interaction: Int-4 
* Foundation
 PickedSurf35_S6, F6, 6e+07
** Interaction: Int-5 
*Foundation
_PickedSurt36_Sl, FI, 6e+07 
_PickedSurf36_S2, F2, 6e+07 
* * ___________________________
**
** STEP: Step-1 
**
*Step, name=Siep-l, nlgeom=YES, inc=1000 
*Static
2160., 21600., 0.216, 21600.
* field, variable==l
nail, I.
**
** FIELDS 
* *

** Name: Field-1 Type: Temperature
♦Temperature

PickedSet42, 21.8 
* *

** OUTPUT REQUESTS
* *

♦Restart, write, ffequency=l 
**
♦♦ FIELD OUTPUT: F-Output-1 
**
♦Output, field 
♦Element Output
COORD, LE, PE, PEEQ, PEMAG, S 
**
♦♦ HISTORY OUTPUT: H-Output-1 
**
♦Output, history 
♦Element Output, elset=Pl 
LEI I, MISES, SI I
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**
** HISTORY OUTPUT: H-Output-2 
**
*Element Output, elset=P2
LEI 1, MISES, SI 1 
**
** HISTORY OUTPUT: H-Output-3 
**
*EIement Output, elset=P3
LEU, MISES, SI I 
**
** HISTORY OUTPUT: H-Output-4 
**
* Element Output, elset=P4
LEI I, MISES, SU
*E1 Print, freq=999999
*Node Print, freq=999999
*End Step
* * _____________________________
**
** STEP: Step-2 
**
*Step, name=Step-2, nlgeom=YES, inc=1000
* Static
2160., 21600., 0.216, 21600.
* field, variable=l
nail, 2.
**
** FIELDS

** Name: Field-1 Type: Temperature
♦Temperature
_PickedSet42, 27.1 
**
**
**

OUTPUT REQUESTS

♦Restart, write, frequency^]
**
♦♦ FIELD OUTPUT: F-Output-1 
**
♦Output, field 
♦Element Output
COORD, LE, PE, PLEQ, PEMAG, S 
**
♦♦ HISTORY OUTPUT: H-Output-1 
**
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♦Output, history 
♦Element Output, elset=Pl 
LEI 1, MISES, S ll 
**
♦♦ HISTORY OUTPUT; H-Output-2 
**
♦Element Output, eIset=P2 
LEI I, MISES, SI I 
**
♦♦ HISTORY OUTPUT: H-Ourput-3 
**
♦Element Output, eIset=P3
LEI I, MISES, SI I 
**
♦♦ HISTORY OUTPUT: H-Output-4 
**
♦Element Output, eIset=P4 
LEI I, MISES, SI I 
•'End Step
* * ____________________________________
**
♦♦ STEP: Step-3 
**
♦Step, name=Step-3, nIgeom=YES, inc=IOOO 
♦Static
2160., 21600., 0.216, 21600.
♦field, variable=l
nail, 3.
* *

♦♦ FIELDS 
**
♦♦ Name: Field-I Type: Temperature
♦Temperature
_PickedSet42, 35.5 
**
♦♦ OUTPUT REQUESTS 
**
♦Restart, write, frequency=I 
**
♦♦ FIELD OUTPUT: F-Output-I 
**
♦Output, field 
♦Element Output
COORD, LE, PE, PEEQ, PEMAG, S 
**
♦♦ HISTORY OUTPUT: H-Output-1
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**
♦Output, history
♦Element Output, elset=Pl
LEI 1, MISES, S ll 
**
♦♦ HISTORY OUTPUT: H-Output-2 
**
♦Element Output, elset=P2
LEI 1, MISES, S ll 
**
♦♦ HISTORY OUTPUT: H-Output-3 
**
♦Element Output, elset=P3
LEI 1, MISES, S ll 
**
♦♦ HISTORY OUTPUT: H-Output-4 
**
♦Element Output, elset=P4 
LEI 1, MISES, S ll 
♦End Step
* * ____________________________________
**
♦♦ STEP: Step-4 
**
♦Step, name-Step-4, nlgeom=YES, inc=1000 
♦Static
2160., 21600., 0.216,21600.
♦field, variable=l
nail, 4.
**
♦♦ FIELDS 
**
♦♦ Name: Field-1 Type: Temperature
♦Temperature
_PickedSet42, 43.
**
♦♦ OUTPUT REQUESTS 
**
♦Restart, write, frequency=l 
**
♦♦ FIELD OUTPUT: F-Output-1 
**
♦Output, field 
♦Element Output
COORD, LE, PE, PEEQ, PEMAG, S 
**
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** HISTORY OUTPUT: H-Output-1 
**
* Output, history
* Element Output, elset=Pl
LEU, MISES, S n  
**
** HISTORY OUTPUT: H-Output-2 
**
* Element Output, elset=P2
LEI 1, MISES, S ll 
**
** HISTORY OUTPUT: H-Output-3 
**
*Element Output, elset=P3
LEU, MISES, S ll 
**
** HISTORY OUTPUT: H-Output-4 
**
* Element Output, elset=P4 
LEU, MISES, SU
*End Step
* * ____________________________________
**
** STEP: Step-5 
**
*Step, name=Step-5, nlgeom=YES, inc=1000
* Static
2160., 21600., 0.216, 21600.
*field, variable=l
nail, 5.
**
** FIELDS 
**
** Name; Field-1 Type: Temperature
*Temperature
_PickedSet42, 44.1 
**
** OUTPUT REQUES i S 
**
* Restart, write, frequency=l 
**
** FIELD OUTPUT: F-Output-1 
**
* Output, field
* Element Output
COORD, LE, PE, PEEQ, PEMAG, S
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**
** HISTORY OUTPUT: H-Output-1 
**
* Output, history
*Element Output, elset=Pl
L E ll, MISES, S ll 
**
** HISTORY OUTPUT: H-Output-2 
**
* Element Output, elset=P2
L E ll, MISES, S ll 
**
*+ HISTORY OUTPUT: H-Output-3 
**
♦Element Output, elset=P3
L E ll, MISES, S ll 
**
♦* HISTORY OUTPUT: H-Output-4 
**
♦Element Output, elset=P4 
L E ll, MISES, S ll 
♦End Step 
* *__________________________

♦♦ STEP: Step-6 
**
♦Step, name=Step-6, nlgeom=YES, inc=1000 
♦Static
2160., 21600., 0.216,21600.
♦field, variable=l
nail, 6.
**
♦♦ FIELDS 
**
♦♦ Name: Field-1 Type: Temperature 
♦Temperature 
_PickedSet42, 42.5 
**
♦♦ OUTPUT REQUESTS 
**
♦Restart, write, fi-equency=l 
**
♦♦ FIELD OUTPUT: F-Output-1 
**
♦Output, field 
♦Element Output
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COORD, LE, PE, PEEQ, PEMAG, S 
**
** HISTORY OUTPUT; H-Output-1 
**
* Output, history
* Element Output, elset=Pl 
L E ll, MISES, S ll
**
** HISTORY OUTPUT: H-Output-2 
**
* Element Output, elset=P2
L E ll, MISES, S ll 
**
** HISTORY OUTPUT: H-Output-3- 
**
*Element Output, elset=P3
L E ll, MISES, S ll 
**
** HISTORY OUTPUT: H-Output-4 
**
♦Element Output, elset=P4 
L E ll, MISES, S ll 
♦End Step
* * ____________________________________
**
♦♦ STEP: Step-7 
**
♦Step, name=Step-7, nlgeom=YES, inc=1000 
♦Static
4320., 43200., 0.432, 43200.
♦field, variable=l
nail, 7.
**
♦♦ FIELDS 
**
♦♦ Name: Field-1 Type: Temperature
♦Temperature
_PickedSet42, 34.1 
**
♦♦ OUTPUT REQUESTS 
**
♦Restart, write, frequency=l 
**
♦♦ FIELD OUTPUT: F-Output-1 
**
♦Output, field
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* Element Output
COORD, LB, PE, PEEQ, PEMAG, S 
**
** HISTORY OUTPUT; H-Output-1 
**
* Output, history
* Element Output, elset=Pl 
L E ll, MISES, S ll
**
** HISTORY OUTPUT; H-Output-2 
**
* Element Output, elset=P2
L E ll, MISES, S ll 
**
** HISTORY OUTPUT; H-Output-3 
**
* Element Output, elset=P3
L E ll, MISES, S ll 
**
** HISTORY OUTPUT; H-Output-4 
**
* Element Output, elset=P4 
LEI I, MISES, S ll
*End Step
* * ____________________________________
**
** STEP; Step-8 
**
*Step, name=Step-8, nlgeom=YES, inc=1000
* Static
8640., 86400., 0.864, 86400.
* field, variable=l
nail, 8.
**
** FIELDS 
**
** Name; Field-1 Type; Temperature
*Temperature
_PickedSet42, 21.7 
**
** OUTPUT REQUESTS 
**
* Restart, write, frequency=l 
**
** FIELD OUTPUT; F-Output-1 
**
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* Output, field
* Element Output
COORD, LE, PE, PEEQ, PEMAG, S 
**
** HISTORY OUTPUT: H-Output-1 
**
* Output, history
* Element Output, elset=Pl
L E ll, MISES, S ll 
**
** HISTORY OUTPUT: H-Output-2 
**
* Element Output, elset=P2
L E ll, MISES, S ll 
**
** HISTORY OUTPUT: H-Output-3 
**
* Element Output, elset=P3
L E ll, MISES, S ll 
**
** HISTORY OUTPUT: H-Output-4 
**
* Element Output, elset=P4 
L E ll, MISES, S ll
*End Step 
* * _____________________________
**
** STEP: Step-9 
**
*Step, name=Step-9, nlgeom=YES, inc=1000
* Static
17280., 172800., 1.728, 172800.
*field, variable=l
nail, 9.
**
** FIELDS 
**
** Name: Field-1 Type: Temperature
* Temperature 
_PickedSet42, 7.
**
** OUTPUT REQUESTS
**
*Restart, write, frequency=l 
**
** FIELD OUTPUT: F-Output-1
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**
* Output, field
* Element Output
COORD, LE, PE, PEEQ, PEMAG, S 
**
** HISTORY OUTPUT: H-Output-1 
**
* Output, history
♦Element Output, elset=Pl
L E ll, MISES, S ll 
**
** HISTORY OUTPUT: H-Output-2 
**
♦Element Output, elset=P2
L E ll, MISES, S ll 
**
♦♦ HISTORY OUTPUT: H-Output-3 
**
♦Element Output, elset=P3
L E ll, MISES, S ll 
**
♦♦ HISTORY OUTPUT: H-Output-4 
**
♦Element Output, elset=P4 
L E ll, MISES, S ll 
♦End Step
* *   ______________
**
♦♦ STEP: Step-10 
**
♦Step, name=Step-10, nlgeom^YES, inc=1000 
♦Static
17280., 172800., 1.728, 172800.
♦field, variable=l 
nail, 10.
**
♦♦ FIELDS 
**
♦♦ Name: Field-1 Type: Temperature
♦Temperature
PickedSet42, -3.5 

**
♦♦ OUTPUT REQUESTS 
**
♦Restart, write, frequency=l 
**
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** FIELD OUTPUT; F-Output-1 
**
* Output, field
* Element Output
COORD, LE, PE, PEEQ, PEMAG. S 
**
** HISTORY OUTPUT: H-Output-1 
**
* Output, history
^Element Output, elset=Pl
L E ll, MISES, S ll 
**
** HISTORY OUTPUT: H-Output-2 
**
* Element Output, elset=P2
L E ll, MISES, S ll 
**
** HISTORY OUTPUT: H-Output-3 
**
*Element Output, elset=P3
L E ll, MISES, S ll 
**
** HISTORY OUTPUT: H-Output-4 
**
* Element Output, elset=P4 
L E ll, MISES, S ll
*End Step
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A 3 Example Input File for Heat transfer Analysis

* Heading
** Job name; HT Model name: HT
* Preprint, echo=NO, model=NO, history=NO, contact=NO 
**
** PARTS 
**
*Part, name=FOUNDATION-l 
*End Part
*Part, name=WALL-l
*End Part 
**
** ASSEMBLY 
**
* Assembly, name=Assembly 
**
* Instance, name=WALL-l, part=WALL-l 
*Node
(Geometry)
* Element, type=DC3D20 
(Geometry)
*Elset, elset=_PICKEDSET2, internal, generate 

1, 180, 1
** Region: (Section-1-_P1CKEDSET2:_PICKEDSET2)
** Section: Section-1-_PICKEDSET2 
♦Solid Section, elset=_PICKEDSET2, material=CONCRETE 
1 .,
♦End Instance 
**
♦Instance, name=FOUNDATION-l, part=FOUNDATION-l
♦Node
(Geometry)
♦Element, type=DC3D20 
(Geometry)
♦Elset, elset=_PICKEDSET2, internal, generate 

1, 45, 1
♦♦ Region: (Section-2-_PICKEDSET2:_PICKEDSET2)
♦♦ Section: Section-2-_PICKEDSET2
♦Solid Section, elset=_PICKEDSET2, material=CONCRETE
1.,
♦End Instance
♦Nset, nset=_PICKEDSET6, internal, instance=WALL-l, generate 

I, 1163, 1
♦Elset, elset= PICKEDSET6, internal, instance=WALL-l, generate 

I, 180, I
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* Elset, elset= PICKEDSURF14 S4, internal, instance=WALL-l, generate
6, 180, 6

*Elset, elset= PICKEDSURF15 S4, internai, instance=FOUNDATION-1, generate
2, 44, 3

*Elset, elset= PICKEDSURF16 S1, internai, instance=WALL-l, generate
169, 180, 1

* Elset, elset= PICKEDSURF16_S6, internai, instance=WALL-l, generate
1, 175, 6

* El set, elset= P1CKEDSURF16S2, internai, instance=WALL-l, generate
1, 12, 1

*Elset, elset= P1CKEDSURF16 S3, internai, instance=WALL-l
*Elset, elset= P1CKEDSURF16_S5, internai, instance=WALL-l
*Nset, nset=_PickedSetl9, internai, instance=WALL-l, generate 

1, 1163, 1
*Nset, nset=Point3, instance=WALL-l 
757,

*Nset, nset=Point2, instance=WALL-l
767,

*Nset, nset=Pointl, instance=WALL-l
768,

*Nset, nset=Point4, instance=WALL-l 
746,
* El set, elset=Set-l, instance=F0UNDAT10N-l 
40,
*Nset, nset=nall, instance=WALL-l, generate 

1, 1163, 1
*Nset, nset=nall, instance=FOUNDATION-l, generate

1, 408, 1
*Elset, elset= PICKEDSURF14 S4, internai, instance=WALL-l, generate

6, 180, 6
* Surface, type=ELEMENT, name=_PlCKEDSURF14, internai 
__PICKEDSURF14_S4, 84
*Elset, elset= P1CKEDSURF15 S4, internai, instance=F0UNDAT10N-l, generate
2, 44, 3

* Surface, type=ELEMENT, name=_PlCKEDSURF15, internai 
_PICKEDSURF15_S4, S4
*Elset, elset= PICREDSURF16 S1, internai, instance=WALL-l, generate
169, 180, 1

*Elset, elset= PICKEDSURF16 S6, internai, instance=WALL-l, generate
1, 175, 6

* Elset, elset= P1CKEDSURF16 S2, internai, instance=WALL-l, generate
1 , 1 2 , 1

* El set, elset= P1CREDSURF16 S3, internai, instance=WALL-l
* Elset, elset= PICKEDSURF16S5, internai, instance=WALL-l
* Surface, type=ELEMENT, name=_PICKEDSURF16, internai

PICKEDSURF16 SI, SI
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_PICKEDSURF16_S6, S6 
_PICKEDSURF16_S2, S2 
_PICKEDSURF16_S3, S3 
_P1CKEDSURF16_S5, S5
* Elset, elset= PickedSurf31_S6, internal, instance=FOUNDATION-l, generate

1, 45, 1
* Surface, type=ELEMENT, name=_PickedSurf31, internal 
 PickedSurO 1 S6, 56
* El set, elset= PickedSurf37_S4, internal, instance=F0UNDAT10N-l
* Surface, type=ELEMENT, name=_PickedSurf37, internal 
_PickedSurf37_S4, 54
* Elset, elset= PickedSurf38_53, internal, instance=FOUNDATION-l, generate

1, 43, 3
* Elset, elset= Picked5urf38_55, internal, instance=FOUNDATION-l, generate

3, 45, 3
*5urface, type=ELEMENT, name=_PickedSurD8, internal 
_Picked5urf38_53, 53 
_Picked5urf38_55, 55
*Elset, elset= Picked5urf41_53, internal, instance=WALL-l
*5urface, type=ELEMENT, name=_Picked5urf41, internal 
_Picked5urf41_53, 53
* Elset, elset= Picked5urf42_55, internal, instance=W ALL-1
*5urface, type=ELEMENT, name=_Picked5urf42, internal 
 Picked5urf42_55, 55
* Elset, elset= Picked5urf43_53, internal, instance=WALL-l, generate

1, 169, 12
* Elset, elset= Picked5urf43_55, internal, instance=WALL-l, generate

7, 175, 12
*Elset, elset= Picked5urf43_56, internal, instance=WALL-l, generate

1, 175, 6
*5urface, type=ELEMENT, name=_Picked5urf43, internal
_Picked5urf43_53, 53
_Picked5urf43_S5, 55
 Picked5urf43 56, 56
*End Assembly 
**
** MATER1AL5 
**
*Material, name=CONCRETE 
^Conductivity 
2.2,
* Density
2500.,
*5pecific Heat
1100.,
**
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** INTERACTION PROPERTIES 
**
♦Surface Interaction, name=INTPROP-l
1 .,
♦Gap Conductance 
0.5,0.
0 . ,1.

**
♦♦ PHYSICAL CONSTANTS 
**
♦Physical Constants, absolute zero=-273., stefan boltzmann=5.68e-08 
**
♦♦ FIELDS 
**
♦♦ Name: Field-I Type: Temperature
♦Initial Conditions, type=TEMPERATURE
PickedSetl9. 20.

**
♦♦ INTERACTIONS 
**
♦♦ Interaction: INTPROP-1-1 
♦Contact Pair, interaction=INTPROP-1 
_PICKEDSURFI5,_PICKEDSURFI4
* * ____________________________________________
**
♦♦ STEP: Step-1 
**
♦Step, name=Step-I, amplitude=RAMP
♦Heat Transfer, end=PERIOD, deltmx=IOO.
216., 21600., 0.216, 21600.,
**
♦♦ LOADS 
**
♦♦ Name: BODYFLUX-1 Type: Body heat flux 
♦Dflux

PICKEDSET6, BF, 490.7 
**
♦♦ INTERACTIONS 
**
♦♦ Interaction: FndBtm 
♦Sradiate

PickedSurOI, R, 0., I.
♦♦ Interaction: FndSide 
♦Sradiate
PickedSurO8, R, 0., I.

♦♦ Interaction: FndTop

A-35



"Sradiate
PickedSurO?, R, 0., 1.

** Interaction: NorthFace 
"Sradiate
PickedSurO 1, R, -12., 0.4 

"* Interaction: SouthFace 
"Sradiate
_PickedSurf42, R, -12., 0.4 
"* Interaction: TopFace 
"Sradiate
_PickedSurf43, R, -12., 0.4 

"* OUTPUT REQUESTS
i=*
"Restart, write, frequency^ 1 

"* FIELD OUTPUT: F-Output-1
K*
"Output, field 
"Node Output 
^T,
"Element Output
TEMP,
y*
'* HISTORY OUTPUT: H-Output-1

‘Output, history
‘Node Output, nset=Pointl
«̂ T,

HISTORY OUTPUT: H-Output-2

Node Output, nset=Point2 
4T,

* HISTORY OUTPUT: H-Output-3
*
Node Output, nset=Point3
JT,
*
* HISTORY OUTPUT: H-Output-4
*
Node Output, nset=Point4
IT,
*
* HISTORY OUTPUT: H-Output-5
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**
*Node file, nset=nall 
NT,
*E1 Print, freq=999999 
*Node Print, freq=999999 
♦End Step
* * _______________________________________
**
** STEP; Step-2 
**
♦Step, name=Step-2, amplitude=RAMP
♦Heat Transfer, end=PERIOD, deltmx=100.
216., 21600., 0.216, 21600.,
**
♦♦ LOADS 
**
♦♦ Name: BODYFLUX-1 Type: Body heat flux 
♦Dflux

PICKEDSET6, BF, 736.
**
♦♦ INTERACTIONS 
**
♦♦ Interaction: NorthFace 
♦Sradiate
_PickedSurf41,R,-12., 0.4 
♦♦ Interaction: SouthFace 
♦Sradiate
_PickedSurf42, R, -12., 0.4 
♦♦ Interaction: TopFace 
♦Sradiate
_PickedSurf43, R, -12., 1.
**
♦♦ OUTPUT REQUESTS 
**
♦Restart, write, frequency^ 1 
**
♦♦ FIELD OUTPUT: F-Output-1 
**
♦Out lut, field 
♦Node Output 
NT,
♦Element Output
TEMP,
**
♦♦ HISTORY OUTPUT: H-Output-1 
**
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♦Output, history
♦Node Output, nset=Pointl
NT,
**
♦♦ HISTORY OUTPUT: H-Output-2 
**
♦Node Output, nset=Point2
NT,
**
♦♦ HISTORY OUTPUT: H-Output-3 
**
♦Node Output, nset=Point3
NT,
**
♦♦ HISTORY OUTPUT: H-Output-4 
**
♦Node Output, nset=Point4
NT,
* *

♦♦ HISTORY OUTPUT: H-Output-5 
**
♦Node file, nset=nall 
NT,
♦End Step
* * _____________________________________________
**
♦♦ STEP: Step-3 
**
♦Step, name=Step-3, amplitude=RAMP
♦Heat Transfer, end=PERlOD, deltmx=IOO.
216., 21600., 0.216,21600.,
**
♦♦ LOADS 
**
♦♦ Name: BODYFLUX-1 Type: Body heat flux 
♦Dflux
PICKEDSET6, BF, 1717.3 

**
♦♦ OUTPUT REQUESTS 
**
♦Restart, write, frequency=I 
**
♦♦ FIELD OUTPUT: F-Output-1 
**
♦Output, field 
♦Node Output
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NT,
* Element Output
TEMP,
**
** HISTORY OUTPUT: H-Output-1 
**
* Output, history
*Node Output, nset=Pointl
NT,
**
** HISTORY OUTPUT: H-Output-2 
**
*Node Output, nset=Point2
NT,,
**
** HISTORY OUTPUT: H-Output-3 
**
*Node Output, nset=Point3
NT,
**
** HISTORY OUTPUT: H-Output-4 
**
*Node Output, nset=Point4
NT,
**
** HISTORY OUTPUT: H-Output-5 
**
*Node file, nset=nall 
NT,
*End Step
* * _______________________________________
**
** STEP: Step-4 
**
*Step, name=Step-4, ar'.pIitude=RAMP
*Heat Transfer, end=PERIOD, deltmx=100.
216., 21600., 0.216, 21600.,
**
** LOADS 
**
** Name: BODYFLUX-1 Type: Body heat flux 
♦Dflux
_PICKEDSET6, BF, 1349.3 
**
** OUTPUT REQUESTS 
**
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♦Restart, write, frequency=l 
**
** FIELD OUTPUT: F-Output-1 
**
♦Output, field 
♦Node Output 
NT,
♦Element Output
TEMP,
**
♦♦ HISTORY OUTPUT: H-Output-1 
**
♦Output, history
♦Node Output, nset=Pointl
NT,
**
♦♦ HISTORY OUTPUT: H-Output-2 
**
♦Node Output, nset=Point2
NT,
**
♦♦ HISTORY OUTPUT: H-Output-3 
**
♦Node Output, nset=Point3
NT,
**
♦♦ HISTORY OUTPUT: H-Output-4 
**
♦Node Output, nset=Point4
NT,
**
♦♦ HISTORY OUTPUT: H-Output-5 
**
♦Node file, nset=nall 
NT,
♦End Step
* * ___________________________________
**
♦♦ STEP: Step-5 
**
♦Step, name=Step-5, amplitude=RAMP 
♦Heat Transfer, end=PERIOD, deltmx=100.
216., 21600., 0.216, 21600.,
**
♦♦ LOADS 
**
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** Name: BODYFLUX-1 Type: Body heat flux 
*Dflux 

PICKEDSET6, BE, 368.
**
** OUTPUT REQUESTS 
**
* Restart, write, firequency=l 
**
** FIELD OUTPUT: F-Output-1 
**
♦Output, field 
♦Node Output 
NT,
♦Element Output
TEMP,
**
♦♦ HISTORY OUTPUT: H-Output-1 
**
♦Output, history
♦Node Output, nset=Pointl
NT,
**
♦♦ HISTORY OUTPUT: H-Output-2 
**
♦Node Output, nset=Point2
NT,
**
♦♦ HISTORY OUTPUT: H-Output-3

♦Node Output, nset=Point3
NT,
**
♦♦ HISTORY OUTPUT: H-Output-4 
**
♦Node Output, nset=Point4
NT,
**
♦♦ HISTORY OUTi UT: H-Output-5 
**
♦Node file, nset=nall 
NT,
♦End Step
* * _______________________________________
**
♦♦ STEP: Step-6 
**
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*Step, name=Step-6, amplitude=RAMP 
*Heat Transfer, end=PERIOD, deltmx=100.
216., 21600., 0.216, 21600.,
**
** LOADS 
**
** Name: BODYFLUX-1 Type: Body heat flux 
*Dflux 

PICKEDSET6, BF, 122.7 
**
** OUTPUT REQUESTS 
**
* Restart, write, ffequency=l 
**
** FIELD OUTPUT: F-Output-1 
**
*Output, field 
*Node Output 
NT,
*Element Output
TEMP,
**
** HISTORY OUTPUT: H-Output-1 
**
* Output, history
*Node Output, nset=Pointl
NT,
**
** HISTORY OUTPUT: H-Output-2 
**
*Node Output, nset=Point2
NT,
**
** HISTORY OUTPUT: H-Output-3 
* *

*Node Output, nset=Point3
NT,
**
** HISTORY OUTPUT: H-Output-4 
**
*Node Output, nset=Point4
NT,
**
** HISTORY OUTPUT: H-Output-5 
**
*Node file, nset=nall
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NT,
*End Step
* * _____________________________________________
**
** STEP; Step-7 
**
*Step, name=Step-7, amplitude=RAMP
*Heat Transfer, end=PERIOD, deltmx=100.
432., 43200., 0.432, 43200.,
**
* * LOADS 
**
** Name: BODYFLUX-1 Type: Body heat flux 
*Dflux
_PICKEDSET6, BF, 30.7 
* *

** INTERACTIONS 
* *

** Interaction: NorthFace 
*Sradiate
_PickedSurf41, R, -12., 1.
** Interaction: SouthFace 
*S radiate
_PickedSurf42, R ,-12., 1.
**
** OUTPUT REQUESTS 
* *

* Restart, write, frequency=l 
* *

** FIELD OUTPUT: F-Output-1 
**
* Output, field 
*Node Output 
NT,
* Element Output
TEMP,
**
** HISTORY OUTPUT: H-Output-1 
* *

* Output, history
*Node Output, nset=Pointl
NT,
* *

** HISTORY OUTPUT: H-Output-2 
* *

*Node Output, nset=Point2

A-43



NT,
* *

** HISTORY OUTPUT: H-Output-3 
**
*Node Output, nset=Point3
NT,
**
** HISTORY OUTPUT: H-Output-4 
**
*Node Output, nset=Point4
NT,
**
** HISTOUf OUTPUT: H-Output-5 
* *

*Node file, nset=nall 
NT,
*End Step
* * _____________________________________________

** STEP: Step-8 
**
*Step, name=Step-8, amplitude=RAMP
*Heat Transfer, end=PERIOD, deltmx=100.
864., 86400., 0.864, 86400.,
**
** LOADS 
* *

** Name: BODYFLUX-1 Type: Body heat flux 
*Dflux

PICKEDSET6, BF, 15.3 
* *

** OUTPUT REQUESTS 
* *

* Restart, write, ffequency=l 
* *

** FIELD OUTPUT: F-Output-1 
**
*Output, field 
*Node Output 
NT,
* Element Output
TEMP,
* *

** HISTORY OUTPUT: H-Output-1 
* *

* Output, history
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*Node Output, nset=Pointl
NT,
* *

** HISTORY OUTPUT: H-Output-2 
* *

*Node Output, nset=Point2
NT,
* *

** HISTORY OUTPUT: H-Output-3 
**
*Node Output, nset=Point3 
NT,

** HISTORY OUTPUT: H-Output-4'
* *

*Node Output, nset=Point4
NT,
* *

** HISTORY OUTPUT: H-Outu^t-5 
* *

*Node file, nset=nall 
NT,
*End Step
* * _____________________________________________
**
** STEP: Step-9 
**
*Step, name=Step-9, ampIitude=RAMP
*Heat Transfer, end=PERIOD, deltmx-IOO.
1728., 172800-, 1.728, 172800.,
* *

** LOADS 
* *

** Name: BODYFLUX-I Type: Body heat flux 
*Dflux
PICKEDSET6, BF, 7.7 

* *

** OUTPUT REQUESTS 
**
* Restart, write, frequency^!

** FIELD OUTPUT: F-Output-I 
* *

* Output, field 
*Node Output 
NT,
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♦Element Output
TEMP,
* *

** HISTORY OUTPUT: H-Output-1 
* *

♦Output, history
♦Node Output, nset=Pointl
NT,
**
♦♦ HISTORY OUTPUT: H-Output-2 
* *

♦Node Output, nset=Point2
NT,
* *

♦♦ HISTORY OUTPUT: H-Output-3 
**
♦Node Output, nset=Point3
NT,
**
♦♦ HISTORY OUTPUT: H-Output-4 
* *

♦Node Output, nset=Point4
NT,
**
♦♦ HISTORY OUTPUT: H-Output-5 
**
♦Node file, nset=nall 
NT,
♦End Step
* * ________________________________________
**
♦♦ STEP: Step-10 
* *

♦Step, name=Step-10, amplitude=RAMP
♦Heat Transfer, end=PERIOD, deltmx=100.
1728., 172800., 1.728, 172800.,
* *

♦♦ OUTPUT REQUESTS 
**
♦Restart, write, frequency=l 
* *

♦♦ FIELD OUTPUT; F-Output-I 
* *

♦Output, field 
♦Node Output 
NT,
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* Element Output
TEMP,
* *

+* HISTORY OUTPUT: H-Output-1 
* *

* Output, history
*Node Output, nset=Pointl
NT,
**
** HISTORY OUTPUT: H-Output-2 
* *

*Node Output, nset=Point2
NT,
**
** HISTORY OUTPUT: H-Output-3 
**
*Node Output, nset=Point3
NT,
* *

** HISTORY OUTPUT: H-Output-4 
* *

*Node Output, nset=Point4
NT,
* *

** HISTORY OUTPUT: H-Output-5 
* *

*Node file, nset=nall 
NT,
*End Step
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