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Abstract
Classification of Ventricular Arrhythmias Based on a Data Driven Approach,

Master of Applied Science, 2019,
Matthew Hotradat,

Biomedical Engineering, Ryerson University.

Ventricular arrhythmias (VA) are dangerous pathophysiological conditions affecting the heart
which evolve over time resulting in different manifestations such as ventricular tachycardia (VT),
organized VF (OVF), and disorganized VF (DVF). Success of resuscitation for patients is greatly
impacted by the type of VA and swift administration of appropriate therapy options. This thesis
attempts to arrive at computationally efficient, data driven approaches for classifying and tracking
VAs over time for two purposes: (1) ‘in-hospital’ scenarios for planning long-term therapy options,
and (2) ‘out-of-hospital’ scenarios for tracking progression/segregation of VAs in near real-time.

Using a database of 61 60-s ECG VA segments, maximum classification accuracies of 96.7%
(AUC=0.993) and 87% (AUC=0.968) were achieved for VT vs. VF and OVF vs. DVF classifi-
cation for ‘in-hospital’/offline analysis. Two near real-time approaches were also developed for
‘out-of-hospital’ VA incidents with results demonstrating the high potential to track VA progres-
sion and segregation over time.
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Chapter 1

Introduction

T
HE heart is one of the most important organs in the human body, and without its proper

functioning, our quality of life and health would be greatly diminished. It performs many

vital functions, the most important of which is the circulation of blood throughout the body. The

circulation of blood allows for the gaseous exchange of oxygen and carbon dioxide, as well as

transportation of many other essential nutrients to vital organs and tissues. The heart facilitates

this circulation by a constant and rhythmic pumping. The heart performs organized and rhyth-

mic contractions of its various chambers, which are stimulated by electrical impulses causing the

cardiac muscles to contract and relax. This creates the required pressure and rhythm to allow for

blood to circulate to all organs and tissues and return to the heart.

If this natural rhythm and pumping goes awry, it can have serious consequences. The most dev-

astating of all conditions that could result from malfunctioning of the heart is sudden cardiac death

(SCD). In fact, SCDs are the cause of 350,000 deaths annually in North America alone, and most

of these cases are related to ventricular fibrillation (VF), a major cardiac arrhythmia [1]. Cardiac

arrhythmias, particularly ventricular arrhythmias (VA) like VF, are lethal conditions of the heart

that are not well understood despite decades of research. As a result, the mortality rate of those

suffering from VF remains high, and so improvements to the current knowledge base and available

treatment options are major priorities.
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From a signal processing perspective, there have been many existing works which have used

electrocardiogram (ECG) signal analysis to assist clinicians and emergency medical staff (EMS)

in combating SCDs. ECG recordings during ventricular arrhythmias contain valuable information

about the conditions of the heart. Since time is a crucial factor in diagnosing and treating VAs, near

real-time analysis of ECG signals are more suitable than other cardiac data which often require

time-consuming acquisition methods like imaging.

1.1 Electrophysiology of the Heart

Before beginning with the proposed methodology, some background information on the physi-

ology of the heart and cardiac arrhythmias will provide useful context. The resource used for

the heart’s physiology can be found in [2]. The heart consists of four total chambers: two atria

above and two ventricles below. Blood that is returning to the heart from the body enters it via

the right atrium. The right atrium then pumps the blood into the right ventricle, which then pro-

ceeds to pump the blood to the lungs where it receives oxygen and dispels carbon dioxide. The

re-oxygenated blood returns to the left atrium, which then fills the powerful left ventricle. The left

ventricle finally pumps the oxygen-rich blood out to the rest of the body (and the cardiac mus-

cles themselves). The two atria contract first, followed by the contraction of the ventricles. The

organized contractions of the heart are controlled by electrical impulses. The electrical impulses

first travel through the atria, then it propagates through to the atrio-ventricular (AV) node, before

it conducts down the Purkinje fibers to the rest of the cardiac muscles, depolarizing the tissue and

causing the heart to contract. The order and timing by which the various chambers of the heart

contract is precisely controlled autonomically.

The electrical activity of the heart can be measured by an ECG. An ECG is an electrical sig-

nal recorded by placing electrodes on the surface of the body around the heart, and the potential

difference between specific points is measured. The normal contraction of the heart typically has

a very structured and repeatable waveform called the ’PQRST’ waveform. A sample ECG signal

depicting the normal sinus rhythm (NSR) of the heart is shown in Figure 1.1. The ECG waveform
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gives insight into the behavior of the heart at various stages during its contractions. Likewise,

when the normal ECG signal structure is deviated, it indicates an anomaly in the functioning of

the heart. Causes of this malfunctioning could be disruptions to the electrical conduction pathway

of the heart by pathological conditions or physical damage, and may have serious implications for

the health of patients.

0 0.5 1 1.5 2 2.5 3

Time (s)

-1

-0.5

0

0.5

1
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A
m
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d

e

Normal Sinus Rhythm

Figure 1.1: A sample 3-s ECG signal during normal sinus rhythm.

1.2 Cardiac Ventricular Arrhythmias

Disruptions to the normal electrical conduction system of the heart lead to cardiac arrhythmias [2].

An arrhythmia is characterized by two factors: the location of the disruption within the heart, and

the speed or type of rhythm that results from it. For instance, ventricular tachycardia (VT) is an

arrhythmia that originates and affects the cardiac ventricles and results in a faster pacing compared

to NSR. VAs are the more dangerous type of cardiac arrhythmia, because the ventricles are re-

sponsible for pumping blood out to the body, whereas the atria act more as primers used to fill the

ventricles with more blood to pump.
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The two major forms of ventricular arrhythmias are: VT and VF. VT results in the cardiac ven-

tricles contracting much faster than normal [2]. When this occurs, the atria are not able to fill the

ventricles with sufficient amounts of blood before they contract, resulting in a dramatic decrease

in cardiac function. VT will often devolve into VF, which is an even more serious condition. Dur-

ing VF, the cardiac ventricles fail to contract at all, and instead quiver uselessly. This means that

virtually no blood is being circulated to the body’s vital organs. At the onset of VF, patients only

have a few minutes to receive medical attention before it becomes fatal (SCD). Given the severity

of these two arrhythmias, they will be the focal points of this thesis.

Despite decades of research, the underlying mechanisms that underpin VF are still not fully

understood. To gain a better understanding of VF and for optimizing treatment options, previous

works have tried to sub-categorize VF based on specific characteristics. Some have tried to use

the temporal evolution of VF to separate it into various stages [3–5]. Others have used the spatio-

temporal organization of VF to categorize it into different sub-types. This is important because the

organization of VF has shown to be related to the underlying rotor/wavefront mechanisms believed

to sustain it [6, 7].

VF can also be further subdivided into the following 2 categories: organized VF (OVF) and dis-

organized VF (DVF) [8]. This differences between OVF and DVF comes down to subtle variations

in temporal complexity, and discriminating them is a challenging problem. It was demonstrated

that temporal complexity is related to the underlying mechanisms believed to sustain VF [9]. OVF

and DVF tend to overlap in nature, and will often evolve into each other over time. Since different

treatment options are appropriate for treating each of them, characterizing and detecting these 2

VF-subtypes accurately and swiftly is also critical to improving the survival rate of patients.

1.3 Existing Works

One of the challenges of studying VAs, and particularly VF, is its temporal and spectral fluctuations

over time. This non-stationary nature makes it challenging to quantify the behaviour of VF over

4
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Figure 1.2: Sample ECG waveforms for VT (row 1), OVF (row 2), and DVF (row 3) over 10-s
duration.

time using time-averaged analysis methods. Thus, using a signal analysis technique capable of cap-

turing time-varying spectral content is ideal. However, many different signal analysis approaches

have been used over the years to study VAs. Some of the earliest studies used simple time-domain

methods to analyze the ECG signals. For example, features like threshold crossing interval, auto-

correlation, and complexity measure were extracted to quantify arrhythmias [10]. The issue with

time-domain analysis is that many of the underlying structures of VAs are not readily perceiv-

able in the time-domain. Researchers turned to frequency-domain analysis, where differences in

spectral content could be observed. Parameters like VF filter leakage [10], median frequency, and

dominant frequency (DF) were effective at characterizing VF and resuscitation success in patients

suffering from VF [11]. The limitation of these Fourier-based analyzes is that although they can

discern what frequencies occurred over the length of a signal, they cannot tell when those frequen-

cies occurred in the signal.

Since VAs have highly time-varying spectral content, we need a method that can provide in-

formation as to the changes in frequency over time. This led to the use of more advanced time-
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frequency (TF) analysis techniques. TF analysis allows for the observation of how the spectral

content of a signal is changing over time, which is useful for studying time-varying phenomena

like VAs. One of the well-known TF analysis methods is time-frequency energy distributions

(TFD) [12]. TFDs are used to transform a signal into an energy distribution that is a function

of both time and frequency. A popular TFD used previously to analyze VAs is the wigner-ville

distribution (WVD). For instance, Clayton et al. used the WVD to study the underlying pro-

cesses of polymorphic VT (PVT) [13]. Patwardhan et al. also used a well-known variant of WVD

(smoothed-pseudo-WVD) to extract DF from VF in order to quantify its behavior over time [4].

The issue with this type of analysis is that it was computationally expensive, and the presence of

cross-term interferences in the TF plane can obscure information regarding the signal at hand.

Data driven decomposition techniques have also been used to study VAs. For instance, Tripathy

et al. utilized variational mode decomposition to analyze VAs and classify them as shockable and

non-shockable rhythms. Empirical mode decomposition (EMD) has also been used to classify VAs

in various applications [14,15]. Another use of EMD was to construct the Hilbert energy spectrum

(HS) from its intrinsic mode functions (IMF). The HS is capable of time-frequency analysis and

has a much lower computational cost than other TFDs. It has been shown that it is possible to im-

plement EMD with a time complexity of the same order as the Fast-Fourier-Transform (FFT) [16].

HS analysis was used previously to analyze atrial fibrillation (AF) [17].

In previous works, TF analysis was used to extract static features that quantify VF with suc-

cessful results. Our group previously used wavelet-based features to classify VT from VF, and

OVF from DVF accurately [8]. While this technique had quantified the organization of VF over a

short window, it did not study the organization in terms of the evolution of its spectral content over

time. In the real world, due to the dynamic nature of VAs and that it may cycle between different

types over time, it would be useful to quantify their dynamic characteristics. The approach of us-

ing instantaneous or near real-time windowed features to quantify the progression of arrhythmias

over time has not been well explored. Instantaneous TF features used previously to study VF are

6



instantaneous mean frequency (IF) and instantaneous dominant frequency [4,18,19]. Through the

use of instantaneous features, it may be possible to quantify the changes in the characteristics of

VAs over time, and then classify them and/or track their progression accordingly [20].

1.4 Motivation

Because of the life-threatening nature of VAs, there is a great interest in discovering more effec-

tive detection and treatment methods to improve patient survival rates. Despite decades of research,

there is still a high mortality rate for patients who suffer from VF. Currently available treatment op-

tions for VA patients are anti-arrhythmic drugs, controlled pacing using implantable cardioverter-

defibrillators (ICD), defibrillation shocks, and ablation of affected cardiac tissues [21]. The most

appropriate treatment option varies depending on the the type of arrhythmia, its progression over

time, and in or ‘out-of-hospital’ occurrences. Thus, it is essential that a patient’s arrhythmia is

swiftly and accurately diagnosed.

This thesis attempts to use a signal analysis approach to characterize the dynamics of VAs

in order to provide EMS (out-of-hospital scenario) and clinicians (in-hospital scenario) with bet-

ter discriminatory aids to help them plan and choose the most appropriate treatment options for

patients. Through the use of a computationally efficient data driven approach, the problem of ac-

curately and swiftly diagnosing VAs may be addressed without being biased by the pre-selection

of a basis function. Both instantaneous and non-instantaneous signal features will be explored in

providing solutions that will address both the ‘in-hospital’ and ‘out-of-hospital’ VA scenarios. The

proposed techniques could also be implemented into ICDs implanted in patients to improve the

diagnostic accuracy of arrhythmias so that correct therapy options can be administered in a timely

manner. Another key factor motivating this work is the access to clinical expertise in the area of

VAs, which is needed to validate the proposed methodologies. Through the collaborative efforts

between our research group and Toronto General Hospital, access to clinical expertise provides an

ideal environment to perform this study.
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1.4.1 Objectives

The overarching objective of this thesis is to create methodologies that assist clinicians in selecting

and modifying treatment options for patients suffering from VAs in both ‘in-hospital’ and ‘out-of-

hospital’ scenarios. This main objective can be divided into 2 sub-objectives:

• Using ECG data during VA and EMD, extract signal features that capture the dynamics of

VAs and use them for both long-term (in-hospital or offline) and short-term (out-of-hospital)

classification of VAs.

• Using ECG data during VA and EMD, construct the EMD HS and extract TF instantaneous

signal features that could be used for both long-term (in-hospital or offline) classification

and near real-time (out-of-hospital) trend analysis for tracking VAs.

Each of these objectives will be addressed in the subsequent chapters 3 and 4 of this thesis. In

addition, comparative analysis using existing features will also be performed. Figure 1.3 shows

the detailed block diagram illustrating the proposed approaches that were performed in the study.

The middle branch, which is common to both chapters illustrates how the VA ECG signals will be

processed before feature extraction. The top branch shows the non-instantaneous feature extraction

for classifying VAs in both ‘out-of-hospital’ and ‘in-hospital’ scenarios. The bottom branch shows

how TF analysis is used to extract instantaneous features for ‘out-of-hospital’ VA trends analysis.

Finally, both of the instantaneous and non-instantaneous features will be combined to perform a

final VA classification for ‘in-hospital’ scenarios, shown at the end of the middle branch.

1.5 Thesis Outline

This thesis will be organized into the following chapters:

• Chapter 2: This chapter will present some background information of the various signal

processing techniques explored in this work, as well as existing works related to these tech-

niques. It will also discuss the pattern classification methods used, as well as the various

statistical analyzes used to quantify the findings.
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Figure 1.3: Block diagram outlining proposed approached of this study.

• Chapter 3: This chapter will present the results of performing a binary classification scheme

between VT and VF, and sub-classifying VF into OVF and DVF. The first part will show the

results of performing ‘in-hospital’ (long-term) analysis, and the second part will show the

results of the ‘out-of-hospital’ (short-term) analysis.

• Chapter 4: This chapter will present the results of using instantaneous time-frequency fea-

tures to perform ‘in-hospital’ (long-term) analysis to classify VAs. It will also present the

result of a near real-time analysis method for detecting trends in the VAs over time. Lastly,

this chapter will present the results of combining the long-term results from Chapters 3 and

4 to perform a binary classification scheme of VT, OVF, and DVF.

• Chapter 5: This chapter will bring the thesis to its conclusion by summarizing the presented

findings and suggesting opportunities for future applications.
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Chapter 2

Background

THIS chapter will explore the various signal analysis techniques that have been used to study

VAs previously to provide context for this work. It will also introduce and explain the

specific techniques that will be used in this thesis. The focus of this work is on the use of TF

analysis and data-driven approaches, so they will be the two main branches of this chapter. There

will also be some background on the pattern classification and statistical analysis methods that will

be used, and to conclude a summary of the methods presented will be provided.

2.1 Time-Frequency Analysis

Due to the time-varying nature of VAs, the most suitable tool to analyze these signals is TF analy-

sis methods. As we noted previously, although time-only and frequency-only methods have been

used extensively in the past to study VAs, they possess limitations when studying signals with

time-varying spectral content. In general, there are two types of approaches to TF analysis. The

first approach uses quadratic time-frequency energy distributions (TFDs), in which a signal is

transformed into an energy map that is a function of time and frequency. These distributions typ-

ically have high TF resolution, useful for visualization and extraction of complex instantaneous

features, but have high computational complexity [12], [22]. However, these methods also con-

tain cross-term artifacts in the TF plane, disturbing the interpretation of the signal at hand. The

second approach is TF decomposition techniques. In these methods, a signal is approximated by

a number of TF basis functions that are translated and scaled to match the structure of the signal.
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These techniques attempt to enhance certain desirable characteristics of a signal, making it suitable

for classification applications [22]. However, these methods are dependent on the choice of basis

function(s), and hence the modeling process will vary depending on the selection.

Due to the vast number of TF analysis methods available, we will only focus on the techniques

that are fundamental to our understanding of TF analysis and those that are relevant to this thesis.

2.1.1 Short-Time Fourier Transform

The short-time fourier transform (STFT) is one of the earliest TF analysis techniques. Also known

as the windowed Fourier transform, the STFT essentially computes the Fourier transform over

short windowed segments of a signal. This is done to in an attempt to make the signal being

analyzed inside the window stationary, which is fundamental to the computation of the Fourier

transform. The window then shifts to the subsequent part of the signal until the signal’s full length

has been analyzed. The equation for the discrete-time STFT is given as [23]:

Sf(l,m) =
N−1∑
n=0

f(n)g(n−m)e
−i2πln
N (2.1)

In Equation 2.1, f(n) is the signal and g(n) is the window applied to the signal. The win-

dow g(n − m) is discretely shifted my m points, and the energy of the signal f(n) is calculated

at frequency l and time sample m. The energy of the signal is represented by the spectrogram

which is calculated as |Sf(l,m)|2. The STFT also enables the user to select the type of window to

use, allowing for some adaptability. For instance, adjusting the type of window used can result in

different time and frequency resolutions based on its size and shape. Different windows can also

affect the level of spectral and temporal smoothing. These parameters may be adapted to fit the

specific characteristics of the signal to be analyzed.

The STFT has been used extensively in the past for studying cardiac arrhythmias. It was shown

by Clayton et al. to be a useful tool for analyzing non-stationary signals like VF [24]. Evans et

al. also used the STFT to analyze electrograms during VF in order to detect conduction blocks in
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the heart [25]. Also, Choi et al. used this method to analyze transmembrane potentials to track the

spatio-temporal organization of frequencies during VF [26].

In spite of these previous works, STFT has some fundamental issues that need to be addressed.

The major assumption of the STFT is that the signal being analyzed within the window is station-

ary. The problem is that for highly time-varying signals like VF, that assumption may not always

hold true. The only way to ensure that stationarity is held is to reduce the length of window small

enough so that no variations are present. However, doing that opens up another issue with the

STFT, which is the tradeoff between time and frequency resolution. As we noted, the shorter the

analysis window used, the more likely we are to ensure non-stationarity of the signal. Doing so

also improves the time resolution of the analysis, meaning we can better localize when a frequency

component occurred. However, using a shorter window conversely reduces the frequency resolu-

tion, i.e. the localization of what exact frequencies occurred. This tradeoff is due to the Heisenberg

uncertainty principle [23]. Because of this inherent tradeoff, when using this method a compro-

mise must be made between time and frequency resolution based on the spatio-temporal properties

of the analyzed signal.

A potential work-around for this issue is to vary the window length depending on the frequency

resolution required. Although doing so would allow for the optimization of time and frequency res-

olution, because of the time-varying nature of VF, the frequency is constantly changing, making

this operation quite difficult. Due to theses issues, researchers have turned to alternative TF tech-

niques that are more adaptive.

2.1.2 Wavelet Analysis

The wavelet transform is another tool that can be used for local time-scale decomposition. Unlike

the STFT, wavelet analysis uses a dictionary of scaled and translated wavelets, or basis functions,

to decompose a given signal. Each wavelet has a specific time-scale localization, and through

transformation can be used to represent signal structures of vastly varying sizes [23]. The formula
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for the discrete-time version of the wavelet transform is given as [27]:

Wf(s,m) =
1√
s

N∑
n=1

f(n)ψ∗(
n−m
s

) (2.2)

Where s is the scaling factor andm is the translation factor of the mother wavelet ψ, andWf(s,m)

represents the wavelet coefficients as a result of analyzing the signal f(n) with the translated and

scaled mother wavelet. The scale parameter s, which is inversely related to frequency, controls

the spread of the wavelet by shrinking or dilating its time width, and the translation parameter m

controls the shifting in time of the center of the wavelet. Essentially, the wavelet coefficients cor-

respond to the correlation between the signal f(n) and the scaled and translated wavelet function.

The scalogram represents the time-scale energy concentration of the wavelet coefficients, and is

given as |Wf(s,m)|2.

There are two types of wavelet transforms implemented in discrete time. They differ based

upon the discretization of the step sizes taken for the parameters m and s. In the discrete con-

tinuous wavelet transform (CWT), the parameters should ideally be continuous, but due to com-

putational limitations the steps are made as small as possible. However, in the discrete wavelet

transform (DWT), the parameters are purposefully discretized, in order to reduce redundancy and

computational complexity [23].

The wavelet transform has some advantages over the STFT that make it more suitable for the

analysis of VAs. Firstly, it provides better time-scale localization of the energy in a signal. This

is because the wavelet bases have a finite time support, and thus can localize a specific energy in

time at a specific scale. The window length of these wavelets is also varied, allowing it to adapt

to a particular signal structure. It has a larger window (scale) at low frequencies and a smaller

window at high frequencies. The versatility in the selection of a basis wavelet is also an advantage

over the STFT. While the STFT is limited to transforming a signal into a combination of sines

and cosines, wavelet analysis has the ability to analyze a signal with any number of basis wavelets

that best match the signal at hand. Additionally, the over complete wavelet transform can obtain
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a computational complexity on the same order as the FFT (O(Nlog2N)) [23], [28], giving it the

potential for real-time analysis.

Wavelet analysis has been applied extensively in the past to study VAs. One application is

the classification of different types of VAs. For instance, in the review paper by Addison, Khadra

et al. used scale-dependent energy content from wavelet decomposition to classify three types of

arrhythmias, including VF [29]. Our group also previously used wavelet-based features to classify

VT from VF, and sub-classify OVF from DVF [8]. Wavelet analysis has also been used to make

predictions about resuscitation and defibrillation outcomes. Watson et al. showed the ability to

detect the onset of cardiopulmonary resuscitation (CPR) in an ECG during VF [29]. In the re-

view by Amann et al., an algorithm was developed that computed the Fourier transform of wavelet

coefficients to find the maximum absolute values which were used to make decisions for defibril-

lation [10]. Rasooli et al. used singular value decomposition (SVD) and blind source separation

(BSS) on the wavelet coefficients of pig VF data to extract independent sources related to underly-

ing mechanisms believed to sustain VF [30]. Lastly, Endoh et al. used the mid-band energy (3-10

Hz) of 1-s VF signals computed from the CWT to predict successful defibrillation [31]. Another

application is the use of the DWT in the denoising of ECG arrhythmia signals before they are used

to train machine learning algorithms. Acharya et al. used the DWT to denoise ECG arrhythmia

signals (including VF) before using them to train a convolutional neural network (CNN) [32]. Rad

et al. also used the DWT to remove undesired frequency ranges from arrhythmia signals, and then

to extract features that were inputted to various machine learning algorithms for automated retro-

spective data analysis [33].

In spite of the improvements that wavelet analysis offers compared to the STFT, for the pur-

poses of this thesis there remain limitations. Wavelet analysis although adaptive, is still inflexible

to some extent in TF resolution due to the inverse relation between scale and frequency. Moreover

it relies heavily on the pre-selection of a wavelet basis function for analysis. Additionally, proper

scaling is required using the admissibility constant of specific wavelets before scalograms can be
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used to extract meaningful TF features [23]. Because there are many wavelet basis functions avail-

able, choosing one mother wavelet will inevitably bias the decomposition based upon the user’s

choice. That is why a data driven approach is preferred here, since it is adaptable to the inherent

properties of the data it is applied on.

2.1.3 Time-Frequency Energy Distributions

Instead of decomposing a signal into constituent elements by a basis function, in TFD analysis

a signal is transformed into an energy density map that is simultaneously a function of time and

frequency. There are many different types of TFDs, and but in this subsection we will explore only

the most well-known TFDs that have been used extensively for VA analysis.

Wigner-Ville Distribution

The WVD is a TFD created by Wigner and introduced to signal processing by Ville in the 1940s

[23]. Originally applied in the field of thermodynamics, the WVD is generally the Fourier trans-

form of the auto-correlation of a signal f(n) which is being lagged in both directions. Thus, it is

called a quadratic or bi-linear distribution since the signal enters into the calculation twice [34].

The WVD generates a time-frequency representation (TFR) that allows for localization of the

spread of energy at a particular time and frequency. The discrete version of the WVD is given

as [35]:

Wx(n, k) =
N

2

N−1∑
m=−N+1

f(n+m)f ∗(n−m)e−
2jπkm
N (2.3)

Where f(n) is the analyzed signal, and Wx(n, k) is the TF energy distribution where the energy

is localized at the time and frequency coordinates specified by n and k, respectively. Note that

the signal f(n) used in Equation 2.3 must first be made analytic by the application of the Hilbert

transform [12]. This cancels out the negative frequencies from the signal, which removes the

interference between positive and negative frequencies in the TF plane [12]. Compared to other

distributions, the WVD has good TF resolution. However, one of its biggest issues is the existence

of cross-terms. Cross-terms are interferences that occur in the TF energy map but do not pertain to

actual information about the signal at hand. They exist because of the quadratic nature of the WVD.
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When analyzing a signal that is the sum of two or more components (i.e. multi-component), these

summative components are squared by the WVD, which creates additional interference terms that

are not part of the original signal. The equation for this cross-term interference is shown in [34]:

W (t, ω) = W11(t, ω) +W22(t, ω) + 2Re{W12(t, ω)} (2.4)

Where 2Re{W12(t, ω)} is the cross-term created by computing the WVD of a signal with 2 compo-

nents s1(t) and s2(t). This problem compounds with the increasing number of components within

a signal. These cross-terms may result in artifacts in the TF energy map. These artifacts can cause

a misinterpretation of the energy content of a signal over time and frequency. This is especially

likely when studying highly multi-component and time-varying signals like VF. This makes using

the WVD a difficult proposition for this work.

In order to address the issue of cross-term interference, some variations of the WVD were

developed and are discussed next. Figure 2.1 shows an illustration of how variants of WVD try

to address the issue of cross-terms. However, an inevitable trade-off with TF resolution is always

present.
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Figure 2.1: A signal composed of a Gaussian atom combined with a complex sinusoid comparing
its TFR for WVD, PWVD, and SPWVD.
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Variations of the WVD

The first variation of the WVD to be discussed is called the pseudo-WVD (PWVD). The PWVD

differs from the WVD by the introduction of a smoothing window that localizes the WVD around

a time of interest [34]. This has the effect of reducing cross-terms in the TF plane. However,

the improvements brought on by the PWVD come with tradeoffs compared to the original WVD.

Firstly, many of the useful mathematical properties of the WVD are lost in the PWVD, such as

satisfying the TF marginals [34]. Another detriment of the PWVD is that windowing in the time

domain results in smoothing of the frequency domain which reduces the frequency resolution of

the TF map. Thus, there exists an inevitable tradeoff between cross-term reduction and frequency

resolution.

Another variation of the WVD is called the smoothed-pseudo-WVD (SPWVD). Similar to the

PWVD, it also implements a smoothing function to reduce cross-term interference by localizing the

distribution. However, unlike the PWVD which uses a simple time window, the SPWVD utilizes

a separable smoothing function that allows for independent control of both time and frequency

smoothing [36]. The discrete implementation of the SPWVD is given as [37]:

SPWx(n, k) =
Nh

2

Nh−1∑
m=−Nh+1

|h(m)|2
Ng−1∑

l=−Ng+1

g(l)f(n+ 1 +m)f ∗(n+ l −m)e
− 2jπkm

Nh (2.5)

Where h(m) and g(l) represent the time and frequency smoothing functions, respectively. By ma-

nipulating the width of these two windows, it enables the user to control the time and frequency

resolution of the distribution. This also creates a compromise between the TF resolution and the

level or cross-terms. The more you smooth in time and/or frequency the more you reduce cross-

term interference [36]. Thus, the user must decide what level of cross-term interference is tolerable

based on the TF resolution required for the application.

Using the WVD and its variants to create a TFD, it is possible to extract instantaneous TF

features to monitor the changes in a signal’s frequency content over time. Clayton et al. used the

smoothed-WVD to extract DF and mean frequency from PVT signals, and showed that DF can be
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used to predict termination of PVT. [13]. Clayton also did a comparison of different TFDs to see

which one would work best for analyzing VF [24]. Patwardhan et al. used the SPWVD to study

VF. In one study they extracted DF from VF electrograms, and showed an increase in DF as VF

progressed [4]. They also used the SPWVD to analyze swine epicardial electrograms to quantify

spatio-temporal changes during VF [18]. Umapathy et al. also used the SPWVD to extract the

IF from VF signals. They used the IF in conjunction with phase maps to track rotors, one of the

underlying mechanisms believed to sustain VF [19].

Although the WVD and its variants have been used to extract instantaneous TF features to

track VAs, they have issues that make them unsuitable for this thesis. A major difficulty with the

WVD and its variants is high computational complexity. In order to compute the TFD matrix,

an FFT calculation has to be done for every instant of time. Thus, the computational cost of the

WVD is of order O(N2log2N), where N is the length of the signal [38, 39]. Compared to the

FFT, the computational complexity of the WVD is greater by a factor of N . This means that the

computational time will be N times greater than the FFT. Because the purpose of this thesis is to

devise methods that provide near real-time feedback to medical personnel regarding the condition

of a patient’s VA, using TFDs would result in wait times that are unacceptable for emergency

situations. Also, the issue of cross-terms is a major concern. These artifacts in the TF plane

can bias any TF features extracted from them, and spoil any physiological meaning that might be

derived from its behaviour. Even if a smoothed WVD was used to reduce their effect, the cost in

TF resolution would make its application infeasible for studying VAs.

2.2 Data Driven Decomposition Techniques

Data driven decomposition methods differ from all of the previous analysis methods we have dis-

cussed so far. Data driven techniques are not reliant on the choice of a particular basis function.

This means that the decomposition is completely dictated by the inherent properties of the data

itself, and so the results are not biased by operator selection. There are many types of data driven

techniques, which include those used for statistical analysis, like independent component analysis
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(ICA). However, for the purposes of this thesis, we will only focus on those techniques that are

computationally efficient and lend well to real-time analysis.

2.2.1 Empirical Mode Decomposition

Developed by Huang et al, Empirical mode decomposition (EMD) is an adaptive signal decompo-

sition technique [40]. It is a data driven method, meaning that it is not reliant on any basis function,

but rather on the inherent properties of the data itself. It is an adaptive method that allows the de-

composition of non-linear and non-stationary data, like VF. EMD is also computationally efficient,

making it a suitable technique for this work. EMD decomposes a signal into a finite set of IMFs.

An IMF must satisfy the following two conditions: (1) the number of maxima (positive) and the

number of minima (negative) must either be equal or differ by no more than one, and (2) the mean

value of its two envelopes (defined by the maxima and minima) must be equal to zero [40].

The process of decomposing the data into IMFs is known as sifting. The EMD algorithm is

briefly described as follows [40], [41]:

1. For a discrete-time signal f [n], all of the local minima and maxima are identified.

2. The upper envelope EU and the lower envelope EL are computed by connecting the local

maxima and minima, respectively.

3. The mean envelope is calculated as Eµ = (EU + EL)/2, and it is subtracted from f [n] to

update it as f [n] := f [n]− Eµ.

4. The above steps are repeated until f [n] satisfies the two required conditions for an IMF, at

which point it becomes the first IMF c1[n].

5. The first IMF c1[n] is subtracted from the original f [n] to get the residual r1[n].

6. The residual r1[n] is now taken as the starting point, and the previous steps are repeated to

find all IMFs ci[n] so that the final residual rk[n] becomes either a constant, a monotonic

signal, or a signal with a single extrema where no further IMFs can be derived.
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Figure 2.2: Empirical mode decomposition of a 60-s OVF sample, showing the first 5 decomposed
IMFs.

The original signal f [n] can be reconstructed as the sum of the k IMFs and the final residual rk:

f [n] =
k∑
i=1

ci[n] + rk[n] (2.6)

Each IMF extracted from the data represents an oscillatory mode that was imbedded in the data.

Figure 2.2 shows the IMFs decomposed from a sample VF segment from the database. An IMF

can contain both amplitude and frequency modulations, and can even be non-stationary so long as

it satisfies the 2 criteria described above [40]. These oscillatory modes can give insight into the

underlying physical phenomena that are taking place in a signal. This could prove especially useful

for studying VF, as these IMFs may demonstrate some properties as to the underlying mechanisms

that are sustaining VF.

Previous techniques have been used for decomposing VF signals into modal functions for the

purpose of identifying underlying behaviours. In the work mentioned earlier by Rasooli et al. [30],

they decomposed VF ECG signals into independent sources (IS) using BSS. These ISs are dis-

tinguished from each other based on their independence, which was ensured by ICA. Different

energy and frequency-based features were then extracted from the ISs to classify successful from
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unsuccessful defibrillation cases, and showed potential to being related to underlying dynamic

characteristics of VF. In the case of EMD, these IMFs extracted from VF may also show some

relation to the dynamic processes that maintain VF.

EMD has some strong benefits compared to other methods for application to this work:

1. Unlike previous methods, EMD is fully data-driven and the IMFs are extracted based on the

intrinsic properties of the data itself. The IMFs may reveal hidden oscillatory behaviours

that could be related to the physical phenomena taking place in the heart during VF.

2. Another strong benefit of EMD is the ability to construct the HS from its IMFs. More details

on the construction and meaning of the HS will be given later. The important aspect of the HS

as it pertains to this thesis is that since it is a TFR, it is possible to extract instantaneous TF

features from it. These instantaneous features could be used to track the changes occurring in

the spectral and energy content of VF over time. Similar to TFDs, this EMD-based approach

has the ability to monitor the evolution of VAs over time.

3. An additional benefit of the EMD algorithm is its computational complexity. Unlike TFDs

that are considerably more computationally costly, EMD may be implemented with similar

computational complexity as the FFT [16]. Thus, EMD-based algorithms are more suitable

for use in real-time analysis. This means that the EMD-HS could be used to monitor the

progression of ventricular arrhythmias in ‘out-of-hospital’ emergency situations and provide

immediate feedback to EMS personnel.

One of the fundamental concerns with EMD that must be discussed is mode mixing. Mode

mixing is present when an IMF consists of two or more oscillations of vastly different scales (fre-

quencies), or when a similar scale exists in multiple different IMFs [42]. This is often the result of

signal intermittency, in which a signal’s frequency components are abruptly stopping or changing.

The problems that mode mixing causes are that, firstly, it obscures the physical meaning of individ-

ual IMFs since the oscillatory modes that could represent physiological mechanisms are overlapped

and interspersed. Also, mode mixing can cause aliasing in the TF map, as the smooth transitions
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from one scale to another are lost [42]. All of this makes it more difficult to interpret the results

and draw conclusions about the data being analyzed. In order to address mode mixing, a number

of updated EMD algorithms have been developed. However, for the purposes of this thesis, EMD

is still the most suitable approach. The biggest challenge with mode mixing is that is obscures

the physiological meaning of individual IMFs by blending oscillatory patterns together. However,

the focus of this work was on relative feature extraction among sets of IMFs and instantaneous

features extracted from the HS TFRs for VA classification. The features extracted were thus meant

to highlight relative differences between different groups of VAs for discrimination, and were not

focused on decoding meaningful mechanistic insights regarding VF. In addition, maintaining low

computational cost was essential to the real-time application of the proposed methodology for use

in emergency settings. Noise assisted EMD methods are significantly slower because entire epochs

of IMF realizations need to be generated before the final IMFs are computed (explained later). Due

to the time critical nature of studying VAs, using noise assisted EMD method would be computa-

tionally prohibitive to the fundamental goals of this work. For these reasons, EMD was the most

appropriate choice for this thesis.

EMD-based analysis methods have been used previously in many biomedical applications,

including for classifying VAs. A group of highlighted works relevant to this thesis is described

here. Huang et al. [17] used the HS to study AF signals. The IF distribution was calculated by

computing a weighted average of the instantaneous frequencies of the individual IMFs, and from

the IF distribution features were extracted to successfully discriminate self-terminating from non-

terminating AF [17]. Arafat et al. used an EMD approach to classify NSR from VF using the

orthogonality of the first 3 consecutive IMFs with a high degree of accuracy [14]. Bai et al. used

an EMD based method to discriminate NSR, VT and VF. They extracted spectral entropy and the

energy rate (relative to total energy) of the first IMF only, and used a Bayes classifier to classify

the 3 rhythms [15]. Kaleem et al. used EMD to extract a set of energy, temporal and spectral based

features from IMFs to classify pathological speech from normal speech [41]. EMD has also been

used extensively in electroencephalogram (EEG) analysis, especially for epilepsy detection. They
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often use the HS to track instantaneous frequencies and amplitudes. A review of EEG analysis

works may be found here [43].

2.2.2 Additional EMD-based Methods

Ensemble Empirical Mode Decomposition (EEMD) is an updated EMD algorithm developed to

address the key problem of mode mixing in the IMFs [42]. EEMD resolves this problem by

computing the IMFs over a large number of realizations of the same signal with different amounts

of finite Gaussian white noise added to it. The ensemble average of each of the IMFs is taken, and

those are treated as the ‘true’ IMFs [42]. Adding the white noise ensures that no scales are missing

from the signal’s spectrum. EEMD is essentially a noise-assisted data analysis method. The white

noise is cancelled out from the final IMFs when they are averaged together. The algorithm for

EEMD is described as follows [44]:

1. Let f [n] be the input signal, then f i[n] = f [n] + wi[n], where wi[n] is the ith realization

(i = 1, ..., I ) of Gaussian white noise.

2. Each f i[n] is decomposed by EMD to produce the modes IMF i
k[n] where k = 1, ..., K

indicates each mode (see EMD algorithm above).

3. Compute IMFk[n] = 1
I

∑I
i=1 IMF i

k[n], where IMFk[n] is assigned as the ‘true’ IMF of the

kth mode of f [n] corresponding to the ensemble average of all IMF i
k.

By adding Gaussian white noise to the signal, it provides a uniform reference scale distribution

from which to extract the IMFs. This prevents there from being disparate scales by populating the

entire TF plane uniformly, and effectively solving the problem of mode mixing [42].

Despite the improvements that EEMD makes over EMD, there are some new issues created.

Firstly, because the IMFs are an amalgamation of a whole set of different EMD decompositions,

it is not possible to exactly reconstruct the original signal. Another issue is that variations in the

amounts of white noise added could alter the IMF decomposition, and so it is no longer a fully

adaptive technique. The main complication with EEMD in regards to this thesis is the increase in

computational time. In order to accurately determine the true IMFs, a large number of realizations
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is required so that the white noise if effectively removed from the final ensemble average. These I

realizations require that the original EMD algorithm be repeated I times, essentially increasing the

computational time of EEMD by a factor of I . This drastic increase in the computational time of

EEMD makes it less suitable for online analysis compared to EMD. The objectives of this thesis

require a methodology that is fast enough to be used in real-time emergency settings, and EEMD

does not satisfy this requirement.

In addition to EEMD, there have been other recent developments to the EMD algorithm to ad-

dress other issues. One of the main problems with EEMD is the residual noise left over in the IMFs

after the ensemble averaging. An algorithm developed by Yeh et al. (2010) called complementary

ensemble EMD (CEEMD) was developed to deal with this issue [45]. CEEMD works by generat-

ing two sets of IMF ensembles, one with positive and one with negative noise added to the signal.

When the ensemble average of these two sets of IMFs is computed, the white noise is more effec-

tively cancelled out and the residual noise level is significantly reduced compared to EEMD [45].

Although the resulting IMFs are very similar to EEMD, with CEEMD the signal reconstruction

is more accurate as the residue noise is greatly reduced. However, signal reconstruction from the

IMFs is also possible using original EMD. Since the computation of an ensemble of IMFs is still

required, the computational cost is still significantly higher than EMD.

Another updated EMD algorithm is the complete ensemble EMD with adaptive noise (CEEM-

DAN). Created by Torres et al. (2011) to deal with the issues of EEMD, the CEEMDAN algorithm

differs from EEMD in a few ways. The first IMF is computed the same way as in EEMD, and the

first IMF is subtracted from the original signal to obtain the first residue, r1(n). However, white

noise is then added directly to the residue from here, and an ensemble of EMD decompositions is

done to obtain the first mode of r1(n). The second IMF is then the ensemble average of these first

modes. The second residue is calculated by subtracting the second IMF from the first residue, and

this process is repeated until all of the possible IMFs are extracted (see [44] for the step-by-step

algorithm). Another benefit of CEEMDAN over EEMD is that is provides an exact reconstruction
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of the original data from the IMFs. Because CEEMDAN guarantees a complete decomposition, it

requires a smaller ensemble size than EEMD, which does reduce the computational cost. Despite

these improvements, the computational speed of EMD cannot be exceeded by these noise averaged

algorithms, and so EMD remains the best choice for the real-time analysis proposed in this thesis.

Lastly, a recent mode decomposition method worth mentioning is called Variational Mode

Decomposition (VMD). It is a decomposition algorithm developed by Dragomiretskiy and Zasso

(2014) [46]. Based on Wiener filtering, the VMD algorithm was designed to address the sensitivity

to noise and sampling present in EMD. VMD decomposes data into a finite set of modes based on

the property of narrow bandwidth. The center frequency is used as the starting point for decompo-

sition. Both the modes and center frequencies are extracted by solving the variational optimization

problem [47]. VMD has a few advantages over EMD, in that its modes are extracted indepen-

dently and non-recursively from one another. It was also shown in some simple examples to be

more noise robust and better able to separate tones than EMD [46]. Some drawbacks of VMD are

that it does not directly deal with global trends within a signal, and it is not suitable for analyzing

long-duration non-stationary signals without segmenting them. It also requires the user to select

the number of modes prior to decomposition [46]. All of these factors make VMD a less adaptive

technique than EMD, and less suitable for analyzing non-stationary signals like VF.

2.2.3 Hilbert Energy Spectrum and TFR

The IMFs extracted from EMD can be used to construct a TFR via the HS. Combining the use

of EMD and the HS is also known as the Hilbert-Huang Transform (HHT) [48]. The HS is an

energy density distribution that is a function of both time and frequency. The HS is defined by the

following equation [48, 49]:

HSj(ω, n) =

{
a2j(n), ω = ωj(n)

0, otherwise
(2.7)

HS(ω, n) =
k∑
j=1

HSj(ω, n) (2.8)
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Where aj(n) and ωj(n) are the instantaneous amplitude and instantaneous frequency of the jth

IMF, respectively. Note that the IMFs are made analytic by the Hilbert transform prior to the HS

calculation. Another important thing to note is that the instantaneous amplitude a2j(n) is squared in

the above equation, which makes it an energy spectrum as opposed to an amplitude spectrum [48].

An example of the HS extracted from a VF sample is shown in Figure 2.3. More synthetic signal

examples are provided in Appendix A, Figure A.1. The HS has some properties that are superior

over other TFRs. For instance, the TF space is divided into equal-sized bins specified by ∆t×∆ω.

The ∆t can be as small as the sampling rate step, and ∆ω can assume any value on a continuous

scale up to the Nyquist frequency [48]. So, the TF resolution can be controlled more precisely than

any Fourier-based methods. Due to this capability, the HS is able to produce better TF resolutions

compared to traditional TFDs. From the HS, instantaneous features may be extracted from its TF

plane, like IF. However, as Huang explains in [48], the HS has a major advantage in defining the IF

compared to the WVD. When observing the equation for the WVD, it has a striking similarity to

the Fourier power spectrum with a slight difference in shifting. It is commonly known that Fourier

analysis is unsuitable for non-stationary signals due its inability to resolve time variation, and so

the physical meaning of the IF extracted from WVD is questionable [48]. The IF extracted from

the WVD would then simply be the average of all frequencies at a particular time, with no detailed

information about specific frequencies present.

As we saw in the previous section on EMD, there have been a number of works published that

used Hilbert spectral analysis to study biomedical signals [17], [41]. To the author’s knowledge,

no works have been published that demonstrate the use of EMD-HS instantaneous features to

study VAs over time. By utilizing the HS, instantaneous TF features can be extracted that are

capable of tracking the progression of time-varying spectral content of VAs. This could be helpful

in identifying particular arrhythmias, as well as detecting when an arrhythmia has evolved into

another type.
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Figure 2.3: The plot of a VF sample with its Hilbert Energy Spectrum below it.

2.2.4 Instantaneous Features

The ability to observe the changes in the quantity of a particular feature over time adds another

dimension to the analysis of time-series data. Instantaneous features as defined in this context are

quantities related to signal characteristics that are also a function of time. This means that it is pos-

sible to observe how a quantity is changing over the time span of a signal. In this section, we will

limit ourselves to instantaneous features that have proven successful previously at characterizing

biomedical signals, or that show promise to do so. We will start with the TF instantaneous features

that can be extracted from TFRs.

Instantaneous Time-Frequency Features

Instantaneous TF features can be extracted from TFRs like the HS. One method of extraction is

by the moment method. The time-moments of a TFR generate spectral based features that are

functions of time. One of the most useful instantaneous features that is derived in this manner is

the IF [50,51]. The IF is known as the first time-moment of a TFR. The discrete-time equation for

calculating the IF is given as [19, 52]:

IF (n) =

∑
ω ωHS(ω, n)∑
ωHS(ω, n)

(2.9)
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In which H(ω, n) is the TFR analyzed, and ω is the index for the frequency range. The IF can be

thought of as the mean frequency of the signal at every time instant. Sometimes referred to as the

center of gravity in frequency [50], it represents the general trend of frequency over time. The IF

has been proven useful for studying VF, because it can capture the changes happening in the time-

varying spectral content of VF over time. These works that were discussed previously used IF to

study VAs [4, 18, 19]. The information gleaned from IF could be used to identify and discriminate

types of VAs, as well to track the progression of VAs to monitor when a transition occurs from one

VA to another.

Another instantaneous TF feature that can be derived by the moments of a TFR is the squared

instantaneous bandwidth (IB2). The IB2 is based on the second conditional time-moment of the

TFR, and its discrete equation is defined below [50, 51, 53]:

IB2(n) =

∑
ω ω

2HS(ω, n)∑
ωHS(ω, n)

− IF (n)2 (2.10)

IB2 is a bandwidth parameter that quantifies the spread of frequencies at each time. The IB2

feature can give insight into how the temporal complexity of a signal is changing over time. The

more complex a signal is, the higher the bandwidth tends to be. As the complexity of VF tends to

change over time, this IB2 parameter could be promising for characterizing VAs and their dynamic

behaviour over time.

Instantaneous Energy

Instantaneous energy (IE) is another simple time dependent feature that could provide important

information about the changes in a signal over time. The calculation of IE is simply the square of

the magnitude of the signal [54]. The formula for calculating IE for a signal f(n) can be defined

as:

IE(n) = |f(n)|2 (2.11)

By monitoring the energy at every time instant, the IE gives an indication as to how the energy

content of a signal in changing over time. IE has been used in the past for biomedical signal

28



0 5000 10000 15000
Time (samples)

-0.02

0

0.02

A
m

p
li
tu

d
e

VF Sample

0 5000 10000 15000Time (samples)
0

5

10

15

IF

Instantaneous Mean Frequency

0 5000 10000 15000Time (samples)

0

50

100

150

IB
2

Squared Instantaneous Bandwidth

0 5000 10000 15000Time (samples)
0

0.5

1

IE

10-3 Instantaneous Energy

Figure 2.4: The plot of a VF sample with along with its 3 instantaneous features: IF, IB2, and IE.

applications. It was used in heart sound segmentation to detect sounds ‘S1 and ‘S2’ by capturing

the energy of ECG signals [54]. IE has also been used to classify sleep stages by measuring EEG

band energies [55]. The insight gained from IE previously lends to the belief that it could also be

useful for studying VAs. As VF progresses, the condition of the heart tends to worsen from a lack

of coronary circulation, and this may be reflected in the ECG. The IE feature would be capable

of capturing this time-varying behaviour in VF. Fluctuations in the IE over time could also be

indicative of complexity within the ECG signal, which may help with arrhythmia discrimination.

Figure 2.4 illustrates the IF, IB2, and IE extracted from a VF ECG sample.

2.3 Pattern Classification and Statistical Analysis

In order to use a set of features to separate groups of data, we need to implement a pattern classi-

fier. A pattern classifier needs to create the best discrimination between groups of interest. Doing

so will allow the system to make accurate decisions regarding how to sort new instances of in-

formation. This is especially crucial when studying VAs. As discussed earlier, in many previous

studies involving VAs a set of common features is extracted from all of the signals, and they are

used to train a pattern classifier that segregates the VAs into 2 or more groups (i.e. NSR, VT,
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VF). Accurately discriminating the different arrhythmias is essential in helping medical person-

nel choose the correct treatment option to administer to a patient. Classification accuracies are

assessments used to quantify the performance of a pattern classifier. They can also compare the

performance of different features used to perform the same task. In this section we will discuss

the well-known pattern classification method used in this thesis called Fisher’s Linear Discrimi-

nant Analysis (LDA) [56]. We will also touch upon how we will assess the performance of this

classifier, as well as some statistical approaches that we will use to quantify the the results of our

analysis.

2.3.1 Fisher’s Linear Discriminant Analysis

LDA is a machine learning algorithm that creates linear boundaries for separating classes of

data [56]. It is a supervised approach, meaning that it is initially trained with data in which the

correct class labels are a priori knowledge. For a biomedical application, these data are pre-labeled

by experts in the medical field. It is the role of the LDA classifier to discriminate new instances of

data based upon the characteristics that will highlight the differences that the clinical experts used

to label the training data.

Since LDA is only capable of creating linear boundaries for separating groups of data, the fea-

tures used must be strong discriminators in order for classification to be successful. If the features

are not highly discriminant, then LDA will perform poorly at classifying the data. Thus, it is es-

sential that the features used to train the system are meaningful and powerfully discriminant. This

way, the focus of analysis is less on the machine learning approach, and more on the usefulness of

the features extracted from the data.

When attempting to separate multiple groups c, the number of linear discriminant functions

required is (c− 1). Visually, one can picture a single line separating 2 groups, 2 lines separating 3

groups, etc. Multiple discriminant functions will eventually separate the feature space into regions,

where each class is assigned to a region. However, it is possible for a region to be ambiguous and
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belong to no class. LDA can be thought of as projecting x, a d-dimensional feature set, onto a new

feature set y, by scaling it with weight vector matrix w. The matrix W is the matrix containing all

of the weight vector matrices wi for each class, with a size of d× (c− 1). The projection of x onto

y is given as [56]:

y = Wtx (2.12)

To find the optimal weight vectors W, the criterion function J(W) is used. The equation for J(W)

is given below. Within its calculation are two parameters, the between-scatter matrix SB and

the within-scatter matrix SW . These matrices provide information as to the amount of variability

between the classes themselves and between the samples within each class, respectively. The

equations for SB and SW are shown below.

J(W ) =
|W tSBW |
|W tSWW |

(2.13)

SB =
c∑
i=1

ni(mi −m)(mi −m)t (2.14)

SW =
c∑
i=1

(
∑
xεDi

(x−mi)(x−mi)
t) (2.15)

In Equations 2.14 and 2.15, ni is the number of samples in class i, mi is the mean for each class,

and m is the total mean of all mean values mi. The goal is to maximize the value of J(W) in order

to optimize the weight vectors. When the weight vectors are optimized, the inter-class separation

will be maximized, and the intra-class variance will be minimized. The weight vectors thus pro-

vide the best projection of x onto y and form the linear boundaries of the LDA classifier.

The LDA classifier is trained to produce the optimal boundary based on the training set that

was used. However, this does not necessarily mean that the boundary formed will produce the best

classification result for the testing set. In order to remove bias created by the selection of a training

and testing set, cross-validation is needed to generalize the results.
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2.3.2 Cross-Validation

Cross-validation (CV) is the process of dividing the n samples of your dataset into m equally sized

sets of data. The training process is done using all but one of these m sets, and the remaining set is

used to test the classifier. This procedure is repeated m times until all of the sets have been tested

on. CV is a heuristic approach, and implementing it does not guarantee improved results. The

number of sets and samples within each set may be experimented with. The validation error can

be calculated to estimate the accuracy using a given number of sets [56].

The extreme form of CV is known as the leave-one-out method (LOO). In LOO, a single sample

is left out and the classifier is trained with all of the remaining samples. If there were n samples,

then LOO would train with n − 1 samples and test with the one remaining. This procedure is

repeated n times for all samples. The classification accuracy is assessed by the testing results of

each sample. The leave-one-out mean is computed as [56]:

µi =
1

n− 1

n∑
j 6=i

xj (2.16)

This is the sample average of the dataset if the ith sample is left out. The Jackknife estimate is the

mean of the leave-one-out means, and its formula is:

µ(.) =
1

n

n∑
i=1

µ(i) (2.17)

LOO ensures that the testing results are as generalized as possible, and is especially useful for

assessing small datasets.

2.3.3 Classification Accuracy

Classification accuracy is used to assess the performance of a classifier trained with a certain set of

features. The equation for classification accuracy is [57]:

Accuracy =
TP + TN

TP + FP + TN + FN
(2.18)

Where TP stands for True Positive, TN for True Negative, FP for False Positive, and FN for

False Negative. In the example of classifying healthy and sick patients, a TP would be a patient
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correctly diagnosed as being sick. A TN would be a healthy patient correctly diagnosed as a

healthy patient. A FP would indicate a healthy patient who was misclassified as a sick patient,

and a FN would be a sick patient who was misdiagnosed as a healthy patient. Using these 4

categories, the sensitivity and specificity of a classifier is defined as [57]:

Sensitivity =
TP

TP + FN
(2.19)

Specificity =
TN

TN + FP
(2.20)

These two values give more insight into the performance of the classifier at discriminating each

group individually. This is a useful visualization in cases where it is more crucial to detect one

group over another. When combined together they produce the overall classification accuracy.

2.3.4 Receiver Operating Characteristic

The Receiver Operating Characteristic (ROC) is a quantifiable method for analysis used to evaluate

the effectiveness of a pattern classifier. They illustrate how a change in the decision boundary

between classes affects the specificity and sensitivity. The sensitivity or TP rate is plotted on the

vertical axis while (1-specificity) or FP rate is plotted on the horizontal axis [57]. The diagonal

line y = x bisecting the ROC space represents a random classifier that assigns a label arbitrarily. A

classifier that occupies a point in ROC space above the diagonal line performs better than random

[57]. An ROC curve is generated by moving the threshold or boundary and recalculating the TP

and FP rates of the classifier, plotting the new point in ROC space each time. The higher above and

to the left an ROC curve lies relative to the diagonal line, the better that classifier’s performance

is. A numerical way of comparing ROC curves is by the ‘area under the curve’ (AUC). The AUC

is a scalar value that theoretically always lies between 0.5 and 1, and it provides a simple way of

quantifying the ROC performance [57]. The higher the AUC is, the more robust the classifier is

at discriminating the groups. The AUC proves quite useful for comparing classifiers, especially

when evaluating specific features used for a classification task. A higher AUC value will indicate

that one feature performs better than another, and helps determine which features to use for a

given classification problem. The AUC could also evaluate a classifier that uses multiple features
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together, allowing the user to explore the effectiveness of various combinations of features to see

which is the most robust.

2.4 Chapter Summary

This chapter provided an overview of the different TF analysis techniques explored for use in this

thesis. It began by reviewing the STFT and its drawbacks, followed by Wavelet analysis. We then

explored TFDs, specifically the WVD and its variations, along with a few other notable distribu-

tions. Despite their ability to produce TFRs, their computational complexity proved undesirable

for real-time applications. Data-driven techniques were investigated, particularly EMD and its up-

dated algorithms. EMD proved to be the best suited for its low computational cost and TF analysis

derived from the HS. We then discussed the HS and its computation, as well as some instantaneous

features suited for tracking VAs. Lastly, we reviewed our pattern classification method of LDA

and leave-one-out cross-validation (LOOCV), and some statistical and performance measures for

assessing the performance of the classifier.
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Chapter 3

EMD-IMF Energy Features for VA
Classification

T
HE optimal treatment options for patients suffering from VAs varies from one type of ar-

rhythmia to another. It is crucial that a patient’s VA is accurately diagnosed so that the

most appropriate treatment is administered. It is also important that this diagnosis is done swiftly,

especially for VF patients where the survival window is a matter of minutes. As shown in the

literature review, many works have been done to classify VT from VF. The more difficult problem

lies in accurately detecting different types of VF, such as OVF and DVF. Detecting these VF sub-

classes will give insight to medical personnel as to the level of organization, response to therapy,

and severity of the VA which may assist them in optimizing resuscitation. This methodology could

also be used to improve ICD arrhythmia classification, optimizing the selection of therapy options

while implanted in patients. This chapter will present the results for two types of VA analysis:

long-term (in-hospital) and short-term (out-of-hospital). It will be using non-instantaneous EMD

features extracted directly from IMFs for quantifying dynamic VA changes over time. In the long-

term analysis, we will analyze the VAs over their full duration in order to identify dynamic markers

that may assist doctors or clinicians in diagnosing the VAs in an offline setting. In short-term anal-

ysis, we will extract features over short windows and perform cumulative averaging to monitor

the progression of the VAs over time. This feedback may be used by EMS personnel to track the

progression of VAs, or monitor the efficacy of therapies on patients to assist them in making ap-

propriate adjustments, accordingly. The proposed work presented in this chapter is highlighted in
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Figure 3.1: Block diagram highlighting the proposed work discussed in this chapter.

the block diagram in Figure 3.1.

3.1 Methodology

This section will present the entire procedure used to acquire the results of this chapter. It will start

with an an overview of the the ECG database that was used. The steps for the EMD method used

for extracting the IMFs will then be explained. Following that a discussion of the feature extraction

will be presented along with the equations and methods used to acquire the features. This section

will close with an explanation of the pattern classification techniques to be used to test the results

of this proposed approach.

3.1.1 ECG Database & Pre-processing

The database used for this study consisted of 61 ECG segments of 3 different types of VAs: 22 VT,

17 OVF, and 22 DVF segments. They were extracted from the MIT-BIH ventricular arrhythmia

database and the Creighton University ventricular tachyarrhythmia database [58]. Each of these

segments is 60-s in length and were originally sampled at 250 Hz (i.e, 15000 time samples each).

We choose longer VA segments to include the natural variations and compositions that evolve over

time to mimic the real-world scenario to track dynamic VA changes, unlike previous works that

decided on the type of VA by observing shorter windows. The arrhythmia labels for these signals

36



were verified by our clinical collaborators from Toronto General Hospital, University Health Net-

work. Due to the length of these ECG segments and the natural variations that exist over time, they

were labeled as ‘mostly’ VT or ‘mostly’ OVF or ‘mostly’ DVF for the purpose of this work. This

is highly relevant in a real-world scenario as VA evolves over time and hence labeling/tracking

them on a cumulative basis over time would be ideal.

Prior to analysis, each of these ECG signals were band-pass filtered between 0.3 Hz and 30

Hz to remove high frequency and low frequency artifacts. They were also energy normalized to

ensure that all of the signals maintained the same cumulative energy. This was done to remove any

potential bias caused by the absolute amplitude of the signals. Figure 3.2 below illustrates ECG

samples for each of the 3 different VA types in this database.
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Figure 3.2: Sample ECG segments for VT, OVF and DVF from the proposed database.

3.1.2 EMD & Extracting IMFs

Following the pre-processing stage, the ECG segments were processed by the EMD algorithm to

decompose them into IMFs. The upper and lower envelope construction was done using the piece-

wise cubic Hermite interpolating polynomial (PCHIP) method [59]. The alternative was cubic

spline method of interpolation. The PCHIP method was shown to have a reduced computational
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complexity compared to cubic spline method [59]. It also outperformed cubic spline in its ability

to reduce overshooting in biological signals, and for these reasons it was selected for this analysis.

There were two stopping criteria used for the sifting process of the EMD algorithm. The first

stopping criterion was a Cauchy type criterion called relative sifting tolerance (RelTol). Originally

proposed by Huang et al. [40], the equation for RelTol was defined as [60]:

RelTolk =
||ck−1(t)− ck(t)||2

||ck−1(t)||2
(3.1)

Where ck−1(t) is the previous IMF, and ck(t) is the current kth IMF. When the value of RelTol is

less than the specified threshold, then the sifting process is ended. The criterion allows sifting to

proceed until the point where the difference between successive IMFs is less than a specified limit.

The threshold was set as 0.2, which was the value recommended by Huang et al. [40]. This value

was chosen such that the standard deviation between successive IMFs was large enough that the

IMFs retain some physical sense in their amplitude and frequency modulations. The other stop-

ping criterion was the maximum number of sifting iterations. This value represented the maximum

number of sifting iterations an IMF may go through before the sifting process halts. The maximum

number of iterations was set to 100. However, the signal characteristics of the ECG segments in

the database dictated that this value was never reached in our analysis.

There were also a couple more EMD decomposition criteria that controlled the number of IMFs

that were decomposed. The first criteria was the maximum number of extrema in the residual

signal. If the number of maxima and minima in the residual is below the threshold, the residual

is considered a monotonic function and the EMD algorithm is ended. This threshold was set to 1.

This was based on the requirements of an IMF, in which a maxima and minima must exist within a

signal to be considered an IMF. The second criterion was the maximum energy ratio (MER). The

MER is the ratio between the energy of the original signal at the beginning of EMD and the mean

envelope energy. The equation for this value was defined as [61]:

MERk = 10log10(
||f(n)||2

||ek(n)||2
) (3.2)
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Where f(n) is the original signal at the start of sifting, and ek(n) is the average envelope energy

for the k IMFs. This value provides a stopping mechanism that is independent of iteration count,

and ensures that the energy of the IMFs do not become so small as to become insignificant. The

threshold was set to 20 dB, and if the MER exceeds it, the EMD algorithm will stop. This value

was chosen such that the decomposition will halt when the energy of the residual signal becomes

less than 1% of the original signal’s energy.

For the long-term (in-hospital or offline) analysis, the extracted IMFs were organized from

highest energy to lowest energy, and only the top 7 IMFs were chosen from every segment, and

were carried forward. This was done because a different number of IMFs were extracted from

each signal depending on its inherent complexity. The number of IMFs extracted from a given

signal ranged from 7 to 9. By limiting the analysis to the top 7 IMFs, it removes any bias created

by comparing signals with varying numbers of IMFs. Because the vast majority of the ECG seg-

ments’ energy (> 90%) was focused in those top 7 IMFs, minimal information was lost regarding

signal characteristics. From these IMFs, features that quantify dynamic characteristics of VA were

extracted to discriminate the 3 VA types.

For short-term (out-of-hospital) analysis, the IMFs were decomposed from each of the 4-s

segments. The IMFs were sorted from highest to lowest energy, and only the top 3 IMFs were used

in the analysis. Since the segments were shorter and thus less complex, the minimum number of

IMFs extracted from a given segment was 3. Limiting the IMFs was done to ensure that a uniform

number of IMFs were used from each segment. For the short-term analysis, the VA signals were

first segmented into 4-s segments, and EMD was applied on each of them individually to simulate

the real-time acquisition of data. Then features were extracted and a cumulative averaging strategy

was employed to provide feedback on the type of arrhythmia with the evolution over time. From

a practical implementation context, the method will perform cumulative averaging of features that

capture VA dynamics and provide feedback with time progression. Although this approach is non-

instantaneous, due to computationally efficient EMD, the approach lends well for near real-time
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applications. The next chapter will present the instantaneous features (via HS TFR) and their

application for both long-term and short-term analysis.

3.1.3 Feature Extraction
Energy Based IMF Features

Based on the analysis of IMFs of VA ECG segments, it was observed a crucial clue lies in the way

the energy of the signal is distributed over the IMFs for the different types of VA. This motivated

us to look into features that can quantify the relative energy distribution over the IMFs. From the

IMFs decomposed from each of the ECG signals, two energy ratio based features were computed.

They were designed to quantify the distribution of energy across the set of IMFs. The first feature

extracted was called the Energy Ratio Variance (ERV). This feature was inspired by previous work

done by our research group [62], however using ICA. The ERV is calculated by finding the variance

of the normalized energies for each of the IMFs used in the analysis. ERV was defined as:

ERV =
1

k − 1

k∑
j=1

(Ej − Ē)2 (3.3)

Where Ej is ratio of the energy of the jth IMF normalized by the total energy of all IMFs used.

The ERV feature quantifies the amount of complexity of a signal. For instance, a signal that has

the majority of its energy concentrated around one IMF, i.e. mono-component, will in turn have

a higher ERV than a signal that has its energy distributed more evenly over multiple IMFs, i.e.

multi-component. The complexity of VT, OVF and DVF tends to be different, with VT having the

lowest and DVF having the highest. Thus, we expect that the ERV feature will be able to quantify

this difference between the groups effectively.

Another extracted feature similar to the ERV is the energy ratio skewness (ERS). Instead of

taking the variance of the energy ratios of the IMFs, it computes the skewness measure of those

ratios. We treat the energy ratio values as samples in a probability distribution. The ERS was
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calculated as [63]:

ERS =
1

k

k∑
j=1

(Ej − Ē)3

σ3
(3.4)

Where σ3 is the cubed standard deviation of the normalized energy ratios. The ERS indicates how

far away the energy ratios are spread from the mean value. A skew below the mean is negative,

and a skew above the mean is positive. This feature also helps to quantify the amount of variability

in the energy distribution of the IMFs for a given signal.

To use the ERV and ERS to track dynamic changes in VAs over time, they were calculated

over sliding windows for each of the segments, windowing all the IMFs and computing one value

for each window. Two different window sizes were used, which were 250 samples (1-s) and 1000

samples (4-s), with the slide width of 10 samples. Any window size may be chosen based on

the time resolution desired, but 1-s was chosen because it was short enough to capture rapidly

occurring changes over time, while 4-s was chosen to capture the slower changes over time. For

illustration, Figure 3.3 shows the 1-s windowed ERV values for 3 different VA samples. It is

apparent that the ERV values were the highest for VT, lower for OVF, and the lowest for DVF.

While this tracking may not be instantaneous, it still indicates overall trends in energy distribution

over time. Statistical measures may be extracted from the windowed ERV and ERS to help quantify

the dynamic behaviour of the signals and compare differences between the arrhythmias.

Statistical Measures

From the windowed ERV and ERS, a number of statistical measures over time were calculated.

Since it was desired to highlight differences in the characteristics of the arrhythmias, these statis-

tical features will help quantify any observed differences. Features like mean, median, variance,

RMS and slope of the time-windowed ERV and ERS features were computed. The equations for

the features extracted from the windowed ERV are given below. The mean of the windowed ERV

was calculated as:
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Figure 3.3: The sliding (1-s) windowed ERV values for a sample VT, OVF, and DVF signal.

ERVmean =
1

m

m∑
j=1

ERV (j) (3.5)

The median of the windowed ERV was calculated as:

ERVmedian = ERVsorted(
m+ 1

2
) (3.6)

Where ERVsorted(m) is the ERV values arranged from lowest to highest. The variance of the

windowed ERV was computed as:

ERVvariance =
1

m− 1

m∑
j=1

(ERV (j)− ERV )2 (3.7)

The RMS-value of the windowed ERV was computed as:

ERVRMS =

√√√√ 1

m

m∑
j=1

[ERV (j)2] (3.8)

The slope of the windowed ERV was computed as:

ERVslope =
ERV (end)− ERV (1)

tend − t1
(3.9)

Likewise, the statistical measures were also extracted from the windowed ERS.
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These values will indicate variations in the general trends of ERV and ERS over time. For instance,

by computing variance of the windowed ERV, it allows us to quantify the variability in the energy

complexity of these arrhythmias over time. For the long-term (in-hospital or offline) analysis,

since we have access to long durations of VA segments in practice, we can perform quantification

of dynamic characteristics of VA on a variety of ways including windowed analysis over shorter

segments. Hence, in this study these features were extracted for both the 1-s and 4-s windowed

ERV and ERS. For instance, the features denoted as ‘ERV mean (4s)’describes the mean of the 4-s

windowed ERV, whereas ‘ERS median (1s)’ defines the median for the 1-s windowed ERS. The

ERV and ERS were also computed over the total length of each segment, and are denoted as ‘ERV

total’ and ‘ERS total’.

In the short-term analysis portion however, the ERV and ERS features were computed over

windowed segments since in real-time scenarios access to prior data to perform analysis similar to

long-term analysis is not available. The ERV and ERS were extracted over 4-s segments only. A

window size of 4-s was chosen to make this analysis comparative to previous works that quantified

VA organization over the same window size. Moreover sliding windows will not be efficient as the

features in this chapter are non-instantaneous and hence is not expected to change drastically with

sliding windows. However, to be true to providing immediate feedback for an ‘out-of-hospital’ sce-

nario, we employed a cumulative averaging strategy to update the VA type as the time progresses.

That is, this continuous update over cumulative temporal dynamics on arrhythmia detection can

be controlled by the user. Also as there was no need to delineate between different window sizes,

‘ERV variance’, for example, in short-term analysis specifies the variance of the 4-s (segmented)

windowed ERV. These statistical measures were computed similarly to long-term analysis, and

then used to train the LDA-based pattern classifiers to discriminate between the 3 VA groups.

3.1.4 Pattern Classification

In order to discriminate the 3 VA types, a two stage binary classification scheme using an LDA-

based classifier was implemented. In the first stage, the VT group was discriminated from the
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combined VF group (OVF and DVF). In the second stage, the misclassified VF samples were

removed, and the remaining successfully classified VF samples were discriminated into OVF and

DVF. The LOOCV method was also used to test the results of the classifier. The following section

will be present the results for the long-term and short-term analysis.

3.2 Results

In this section the results of this analysis will be presented. It will be presented in two parts. The

first part will contain the results of the long-term analysis for classifying the VAs over their full

1-minute duration for ‘in-hospital’ settings. The second part will present the short-term analysis

results where the VA signals were segmented to provide a near real-time feedback on the VA

classification for ‘out-of-hospital’ settings.

3.2.1 Long-Term (In-Hospital or Offline) Analysis

In the first classification stage, the VT group was classified from the VF group. In total, there were

22 VT signals and 39 VF signals. Using the LDA-based classifier, the best result was obtained

using a combination of 3 features. The combination of features that produced better separation

between VT and VF groups was the following: ERS total, ERV slope (4s), and ERV variance (1s).

The boxplots for these 3 features are pictured below in Figures 3.4a, 3.4b, and 3.4c respectively.

In Figure 3.4a, it was observed that the ERS total feature was higher for the VT group com-

pared to the VF group. The ERS gives an indication as to the amount of skew present in the energy

ratios of the IMFs. The VT group generally had a more positive skew, because there is typically

one dominant IMF that shifts the energy distribution above the mean. Whereas in the VF group,

there is typically a more balanced distribution of energies across the IMFs, so the skew is not as

pronounced. This result was consistent with VT being more mono-component and VF being more

multi-component.

For the ERV slope (4s) feature, it was shown to be higher (more positive) for the VT group

compared to the VF group in Figure 3.4b. The ERV slope gives insight into how the level of com-
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Figure 3.4: The boxplots for the 3 features used for the VT vs. VF classifier.
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plexity within the VA segment is changing over time. In the VT group, the slope stays relatively

close to zero and even strays positive, showing that the level of complexity is remaining almost

unchanged or decreasing. However in the VF group, the slope more negative, indicating that the

level of complexity is increasing. Over time, it is expected that VF will devolve and become more

multi-component, resulting in a decreasing ERV value. Thus, this result aligned with previous

expectations of VT and VF over time.

Thirdly, in the boxplot for ERV variance (1s) in Figure 3.4c, the VF group was shown to be

higher than the VT group. ERV variance demonstrates the amount of volatility occurring in the

organizational complexity of a signal over time. It is known that VF is a more disorganized phe-

nomenon than VT, and thus it was expected that VF would have a higher ERV variance over time.

The utilization of 1-s windows helped to capture any rapid changes occurring in the organization

of the VAs over time. The ERV and ERS features used demonstrated that quantifying the distri-

bution of energy among the IMFs proved useful for classifying VT and VF. This result validated

the notion that the organizational complexity is a strong discriminating factor between these 2 ar-

rhythmia types, showing that the VF was more organizationally complex than VT. Overall, this

approach utilized the quantifiable difference in the energy concentrations across the IMFs to create

a methodology with a strong capability of discriminating between VT and VF.

Table 3.1: VT vs. VF classification accuracy for leave-one-out cross-validated data.

Method Groups VT VF Total
Cross-validated VT 19 3 22

VF 4 35 39
% VT 86.4 13.6 100

VF 10.3 89.7 100

A summary of the cross-validated results using the above 3 features is shown in Table 3.1. The

classification accuracy achieved was 88.5%. The standard measures of sensitivity and specificity

are not shown, since those measures imply that there is a normal and an abnormal case. However,

in this analysis both cases are considered abnormal, so those measures would not be meaningful

here. As seen in Table 3.1, 3 out of 22 VT samples and 4 out of 39 VF samples were misclassified.
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This result was as expected, since it was well-documented in literature that VT may be classified

from VF with high accuracy using simple features. However, a challenging problem still remains

in classifying PVT and OVF. These two VAs are quite similar in structural and temporal com-

plexity, and there were PVT samples present in the database. So, achieving a high classification

accuracy for this stage was a promising result.

The proposed approach also has additional advantages compared to previous methods:

1. The first advantage lies in the completely data-driven nature of this approach. Since EMD

was used to derive IMF energy-based features, the results did not rely on any pre-defined ba-

sis function to perform the analysis. The IMFs were decomposed strictly on the basis of their

inherent properties and the natural oscillatory modes present within the signals themselves.

2. Another benefit of this work is that it has a very low computational complexity relative to

previous methods. EMD may be implemented with a computational complexity on the same

order as the FFT [16]. This means that due to its speed this method could be implemented

in near real-time applications to aid in discrimination of VAs so that EMS or ICDs provide

the correct treatment modalities for patients.

3. The third advantage is the ERV/ERS features were calculated for short 1-s and 4-s intervals

over a sliding window, and it helped in the discrimination between VT and VF. This indicated

that this may be useful for short-term analysis as well. By computing these measures over

short windows, this approach has the potential to provide low-latency feedback to EMS per-

sonnel on the arrhythmia of patients to help them decide on the most appropriate treatment

options to use. This will be demonstrated further in the subsequent section on short-term

analysis.

The ROC curve for the total classifier is shown in Figure 3.5. The ROC curve’s global pattern

indicated that the classifier had strong discriminating power for these two groups of data. The AUC

was 0.911, which indicated a strong classifier performance. The p-value for the linear discriminant
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Figure 3.5: The ROC curve for the VT vs. VF classifier.

scores of this classifier was also significant (p < 0.01).

In the second classification stage, the OVF group was classified from the DVF group. Discrim-

inating OVF and DVF has proven to be a difficult problem, due to the natural overlap between

them in nature. OVF will often devolve into DVF over time, making it challenging to identify ex-

actly when the distinction has occurred. Due to these challenges, sophisticated measures are often

necessary to classify these VF sub-types.

The four misclassified VF samples from the previous stage was removed prior to this stage.

In total, there were 15 OVF and 20 DVF signals used. The single feature that produced the high-

est discrimination between OVF and DVF was: ERS median (1s). The boxplot for this feature is

shown below in Figure 3.6.

In the boxplot in Figure 3.6, the median of the windowed (1s) ERS was higher for the OVF

group compared to the DVF group. The ERS median feature gave insight into the average amount

of skew present in the IMFs’ energy ratios over the sliding segments of the signal. The OVF group
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Figure 3.6: The boxplot for the ERS median (1s) feature between OVF and DVF groups.

presented with a more positive skew than the DVF group, indicating a greater amount of shift in

the energy ratios above the mean. Since it was expected for DVF to be more organizationally

complex and multi-component than OVF, this result made sense. A higher level of organizational

complexity was observed for the DVF group compared to the OVF group.

The table summarizing the cross-validated results is shown in Table 3.2. The overall classifi-

cation accuracy obtained here was 80.0%. In Table 3.2, it is shown that 3 out of 15 OVF and 4 out

of 20 DVF signals were misclassified. Given the difficulty of this classification task, a drop in per-

formance compared to the first classification stage was expected. However, classifying OVF and

DVF is a challenging problem with many potential implications, and so it is of more significance

in VA treatment.

Table 3.2: OVF vs. DVF classification accuracy for leave-one-out cross-validated data.

Method Groups OVF DVF Total
Cross-validated OVF 12 3 15

DVF 4 16 20
% OVF 80 20 100

DVF 20 80 100
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Figure 3.7: The ROC curve for the OVF vs. DVF classifier.

The ROC curve for the classifier used in this secondary stage is shown in Figure 3.7. The global

pattern remained well above the diagonal bisector, indicating a robust discriminating power. The

AUC for this classifier was 0.827, which demonstrates a strong classifier performance. The p-value

for the single feature used to train the classifier was also statistically significant (p < 0.01). These

statistical measures helped to verify the successful classification performance. In addition, this

approach achieved a much faster computational speed than previous methods, suiting it to many

real-world applications like programming into ICDs.

In order to verify the efficacy of these results, a comparative analysis was performed where

previous well-known features from literature were used to compare the results obtained. The com-

parative features extracted were: dominant frequency (DF), temporal entropy (EN), and spectral

entropy (SE). The features were extracted over 1-s and 4-s sliding windows similar to how the ERV

and ERS features were extracted. They were used to train the same LDA-based classifier, and the

classification results were obtained by LOOCV. For the first stage of VT vs. VF classification, four

features were used to train the classifier: DF mean (1s), EN median (4s), SE mean (4s), and SE
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median (1s). The summary of the classification results is shown below in Table 3.3. In the second

classification stage between OVF and DVF, the best performing feature used to train the classifier

was: DF median (1s). The summary table of the results is shown in Table 3.4.

Table 3.3: VT vs. VF classification accuracy for the comparative features.

Method Groups VT VF Total
Cross-validated VT 20 2 22

VF 4 35 39
% VT 90.9 9.1 100

VF 10.3 89.7 100

For the first stage, a total classification accuracy of 90.2% was achieved, and in the second

stage a total accuracy of 66% was obtained. Compared to the results achieved in the proposed

methodology, the comparative features achieved a slightly better classification result for VT versus

VF, improving by 1 VT sample. However, the comparative features required four features to train

the stage 1 classifier, whereas only 3 features were needed using the proposed method. Also, the

SE feature was computationally expensive to extract, whereas the proposed features were not. In

addition it should be noted that it is a well known fact that rhythm or frequency features are highly

discriminatory for VT and VF classification which might explain spectral features performing

better than the proposed non-spectral energy features. In the second stage between OVF and DVF,

the proposed approach significantly outperformed the comparative features with an accuracy of

80% compared to 66%. As well, none of the comparative features extracted for OVF vs. DVF

were statistically significant, whereas the ERS median feature was.

Table 3.4: OVF vs. DVF classification accuracy for the comparative features.

Method Groups OVF DVF Total
Cross-validated OVF 11 6 17

DVF 6 12 18
% OVF 64.7 35.3 100

DVF 33.3 66.7 100
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3.2.2 Short-Term (Out-of-Hospital) Analysis

In the second part of this proposed approach, short-term analysis was performed by analyzing

the 60-s ECG segments over shorter 4-s windows. By analyzing 4-s segments cumulatively in-

cremented over time, it would allow for the user to pause and resume the analysis at any time

and obtain a diagnosis regarding the condition of a patient’s VA. This would provide EMS per-

sonnel with near real-time feedback on the patient’s progression and response to any treatments

administered. In order to test the robustness of this methodology, the results were obtained using

3 different time durations for the ECG segments: the first 20-s, the first 40-s and the total 60-s of

the VA segments. Doing so would allow for simulation and comparison of the performance over

multiple time points during real world scenarios.

In order to track the progression of the VAs over time using ERV and ERS, they were calcu-

lated using a cumulative averaging method. Cumulative averaging takes the preceding value and

averages it with the current value to get the next value. By doing this, it is possible to observe

average changes occurring in the ERV and ERS over the duration of the VA signals. Using the 4-s

segments of each 60-s VA signal, the initial ERV and ERS values were computed for the first 4

seconds, and then all subsequent values were calculated using cumulative averaging. The formula

to calculate the cumulative average value ERV and ERS are defined below:

ERV (m) =
ERV (m) + ERV (m− 1)

2
(3.10)

ERS(m) =
ERS(m) + ERS(m− 1)

2
(3.11)

Where ERV (m) is the current ERV value, and ERV (m− 1) is the preceding ERV value. Simu-

lating a real world scenario, cumulative averaging will provide the EMS personnel with an update

on the VA type/progression at any given time (however restricted to 4s window updates). The fea-

tures of mean, median, variance, RMS, and slope were calculated identically as in Equations 3.5

to 3.9 used for long-term analysis. An additional feature used in this section was the ‘ERVfinal’ or
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‘ERSfinal’, which were the final cumulative average values obtained over the choice of monitoring

duration. Using these features, the LDA-based classifier was trained, and the VA segments were

classified in a two-stage binary scheme, initially classified into VT and VF, and then the correctly

classified VF segments into OVF and DVF.

The results of the 3 duration trials is shown in Table 3.5. For the 20-s duration trial, the stage 1

classifier achieved the best performance when trained with the a single feature: ERS median. The

total classification accuracy obtained was 63%. In the second classification stage, the misclassi-

fied VF samples were removed, and the best result was achieved using the ERV median feature.

The total cross-validated accuracy achieved there was 72%. For the 40-s duration trial, the stage

1 classifier was trained using 2 features: ERVfinal and ERV variance. The classification accuracy

obtained was 79%. In the second classification stage, the 9 misclassified VF samples were re-

moved, and the classifier was also trained with 2 features: ERS mean and ERS variance. The total

accuracy achieved in that stage was 67%. Lastly in the 60-s duration trial, the initial stage classifier

was trained with 3 features to obtain the best result: ERS mean, ERV variance, and ERVfinal. The

total accuracy achieved in stage 1 was 72%. In the secondary classification stage, the 10 misclas-

sified VF segments were taken out, and the classifier was trained with 4 total features: ERV mean,

ERV median, ERS median, and ERS RMS. In total, the classification accuracy achieved in this

stage was 81%.

In order to check the validity of these results, the same comparative features from the long-term

analysis were also used here to see their performance. The summary of the classification results

can be seen in Table 3.6. For the 20-s duration trial, the first stage classifier was trained using 2

features to obtain the best result: DF mean and ENfinal. The total classification accuracy obtained

was 83%. In the second classification stage, with the misclassified VF samples removed, the

classifier was trained using one feature: SEfinal. The total cross-validated accuracy obtained there

was 64%. For the 40-s duration trial, the initial stage classifier was trained using 2 features: DF

mean and EN mean. The total classification accuracy for the first stage was 88%. In the second

classification stage, the classifier was trained using one feature: DFfinal. The total classification
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Table 3.5: Classification table for 20-s, 40-s, and 60-s duration results using leave-one-out cross-
validated data.

Duration Groups VT VF Total Groups OVF DVF Total
20-s VT 16 6 22 OVF 6 2 8

VF 18 21 39 DVF 4 9 13
% VT 72.7 27.3 100 OVF 75.0 25.0 100

VF 46.2 53.8 100 DVF 30.8 69.2 100

40-s VT 18 4 22 OVF 6 3 9
VF 9 30 39 DVF 7 14 21

% VT 86.4 13.6 100 OVF 66.7 33.3 100
VF 23.1 76.9 100 DVF 33.3 66.7 100

60-s VT 15 7 22 OVF 8 3 11
VF 10 29 39 DVF 2 16 18

% VT 68.2 31.8 100 OVF 72.7 27.3 100
VF 25.6 74.4 100 DVF 11.1 88.9 100

accuracy achieved was 60%. Finally in the 60-s duration trial, the first stage classifier was trained

using 3 total features: DF median, EN mean and SE median. The total cross-validated accuracy in

this initial stage was 90%. In the second classification stage, with the 6 misclassified VF samples

removed, the classifier was also trained with 3 features for the best result: EN median, DFfinal,

and DF median. In that stage, the total classification accuracy achieved was 76%.

When comparing the results of the proposed features for the 3 trials, it was evident that the best

results were obtained over the longest duration trial of 60-s. In general, the classification accu-

racies for both stage 1 and stage 2 improved the longer the time duration was. This is because

the ERV and ERS features were better able to capture the dynamic changes of the VAs over time

the longer the segments continued. However, it was noted that the OVF vs. DVF accuracy for

the 20-s duration trial exceeded the results of the 40-s trial, and the accuracy for VT vs. VF was

higher for the 40-s trial than the 60-s trial. This may be explained by the fact that the VA segments

were not uniform throughout its total length, and evolution in the VA type may be occurring over

time. Depending on where in time the analysis began, the results of the classification could change.

Because the VA segments are considered ‘mostly’ OVF or DVF over their full 60-s length, it was
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Table 3.6: Comparative results classification table for 20-s, 40-s, and 60-s duration results using
leave-one-out cross-validated data.

Duration Groups VT VF Total Groups OVF DVF Total
20-s VT 18 4 22 OVF 11 6 17

VF 6 33 39 DVF 6 10 16
% VT 81.8 18.2 100 OVF 64.7 35.3 100

VF 15.4 84.6 100 DVF 37.5 62.5 100

40-s VT 19 3 22 OVF 11 6 17
VF 4 35 39 DVF 8 10 18

% VT 86.4 13.6 100 OVF 64.7 35.3 100
VF 10.3 89.7 100 DVF 44.4 55.6 100

60-s VT 21 1 22 OVF 12 4 16
VF 6 33 39 DVF 4 13 17

% VT 95.5 4.5 100 OVF 75.0 25.0 100
VF 15.4 84.6 100 DVF 23.5 76.5 100

expected that the classification results would be the most stable for the 60-s trial. The proposed

approach at times performed better at classifying OVF and DVF than VT and VF in the same trial.

Although the result for VT versus VF were not ideal, it was promising to see that the proposed

method worked comparatively well at discriminating OVF and DVF, the more pressing problem.

When contrasting the results between the proposed ERV/ERS features and the comparative fea-

tures, the comparative features outperformed the proposed features in VT vs. VF classification for

all three trials. Again, as explained earlier this is due to the fact that rhythm or frequency features

are highly discriminatory for VT and VF classification which is evident that the spectral features

performed better than the proposed non-spectral energy features. However, the proposed features

outperformed the comparative features in the OVF vs. DVF classification during all three trials.

This trend indicated that the comparative features were better able to solve the simpler problem of

separating VT and VF by spectral differences. However, the proposed features were better suited

for the more challenging problem of classifying OVF and DVF. Although, it should be noted that

since the VT/VF classification accuracy was lower for the proposed features, there were less VF
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samples to classify in stage 2. Nevertheless, this result showed that the ERV and ERS features

were able to capture dynamic changes and differences in the organizational complexity of the two

VF sub-types.

Although the results of the short-term analysis were not as strong as the long-term analysis,

this approach has some key advantages. Firstly, this short-term approach is able to quantify the

VAs over time, and provide almost instant feedback to the user when desired. The short-term anal-

ysis may be halted and resumed at any time, allowing the user to receive the diagnostic feedback

without having to wait for the full 60-s duration as in long-term analysis. Although the classifica-

tion results tend to improve the longer the analysis window is, it still provides more flexibility for

feedback applications. Secondly, because this EMD-based approach is computationally efficient,

it would be able to provide near real-time feedback to EMS personnel in emergency situations.

This methodology could be used by EMS to monitor the condition of a patient during the course of

treatment, and provide diagnostic feedback to aid them in selecting and altering treatment options

depending on the results. For instance, this approach could be used to check the condition of a pa-

tient prior to and after a defibrillation to see how the patient’s heart responded to the shock therapy.

If the results were positive, the personnel could change the treatment to pacing, or if it was shown to

be unsuccessful they could administer another shock. Overall, this proposed methodology showed

potential to be useful for a number of clinical applications.

3.3 Discussion

During the long-term analysis, a high classification accuracy of 88.5% was achieved for VT vs. VF

classification. This was in alignment with previous works that attempted to solve the same prob-

lem [8, 15]. Unlike previous approaches that utilized decomposition techniques predicated on the

choice of a pre-defined basis function, the EMD algorithm decomposes the data into IMFs based

on the inherent properties of the data itself. The IMFs generated are the natural oscillatory modes

present within the signal. The other benefit of utilizing EMD is its low computational complexity.

Because of this, it was able to decompose the 1-minute ECG signals into IMFs swiftly, and facili-
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tate the extraction of dynamic features. The windowed ERV features extracted over 1-second and

4-second intervals on a sliding window (10 samples) also aided strongly in the classification task.

This demonstrated the potential of these energy-ratio based features to quantify the complexity of

VT and VF over short time-spans. This proposed approach could be used to provide feedback to

assist medical personnel in diagnosing VAs and selecting the most appropriate therapy option for

patients, or by doctors for post-analysis in offline settings.

In the second classification stage between OVF and DVF, a classification accuracy of 80% was

achieved. This result was comparable to previous studies that attempted this challenging classi-

fication problem. Due to the natural overlap between OVF and DVF, discriminating these two

groups required a more sophisticated approach. In a previous work by Balasundaram et al., they

used wavelet-based features and SVD to classify OVF from DVF [8]. The features used by Bal-

asundaram et al. [8] were also tested on the database used in this work. In the initial stage of

VT versus VF, a total classification accuracy of 93% was obtained, and in the second stage of

OVF versus DVF, a total accuracy of 84% was achieved. These results showed an improvement

over the results achieved by this proposed approach. However, this proposed approach has a few

key advantages. The computational time required for Balasundaram’s approach was much greater.

When comparing our approaches on one 60-s signal with the same hardware and software envi-

ronment, this proposed approach was approximately 500 times faster. This makes the proposed

method more suitable for providing near real-time feedback. Also, this approach is completely

data-driven, since EMD decomposed the ECG segments into IMFs based solely on the inherent

properties of the segments themselves. Balasundaram’s wavelet-based features on the other hand

required the choice of a wavelet basis function, which also makes their approach less adaptable to

application on different VA databases.

Bai et al. also performed classification of NSR, VT, and VF using and EMD based ap-

proach [15]. They were also able to achieve a high classification accuracy for discriminating those

3 rhythms. However, the problem of classifying OVF and DVF is much more challenging, and
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possesses implications that are more significant for impacting resuscitation success. This proposed

approach was able to discriminate OVF and DVF successfully using a computationally efficient

approach.

Especially within cases of VF, selection of the most suitable treatment options is crucial to the

survival of patients. This approach provides a diagnostic tool capable of assisting EMS personnel

in classifying sub-classes of VF in near real-time, aiding the selection of appropriate treatment

options. This approach could also be implemented in ICDs, automatically diagnosing the type

of arrhythmia a patient is experiencing and administering the correct therapy modality (electrical

pacing or shock).

The short-term analysis approach, by its windowed analysis of the VA segments, was capable

of performing near real-time classification of VAs, including VF. To the author’s knowledge, this is

the first proposed approach that attempted to used EMD-based features to sub-classify VF for near

real-time applications. To test the results, a series of three trials was performed, one for 20-s, 40-s

and 60-s durations. It was shown that as the length of duration increased, the classification results

seemed to improve. This result suggested that the longer the duration, the better able the ERV

and ERS features were at capturing the dynamic behaviour of the VAs over time. The features ex-

tracted captured the global pattern within each 4-s segment, and the cumulative averaging method

introduced a relative difference measure that captured the progression of these values over time.

The proposed features performed well in the 60-s duration trial, which aligned with the positive

results obtained in the long-term analysis. Although the results were not as strong over the 40-s

and 20-s trials, this approach showed the potential for some useful applications. Using these near

real-time features to perform cumulative averaging meant that the analysis could be halted at any

time and a diagnosis may be obtained. It may also be resumed at any time and perform further

analysis. The only caveat being that it needed a 4-second buffer in order to calculate the initial

ERV and ERS values.
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This approach could be used to monitor the VA of a patient in ‘out-of-hospital’ settings, pas-

sively acquiring data until the EMS decide that they want to check the diagnosis. This would

give the EMS a real-time diagnostic feedback on the condition of a patient. They could acquire

a diagnostic reading before administering a treatment, and then re-diagnose the patient to see if

the treatment had any effect or not. This method could also be used by ICDs to quickly diagnose

the VA of patients and aid in the proper selection of either pacing or shock therapies to return a

patient heart rhythm to normal. Overall, the real-time application of this approach makes it stand

out among many other VA classification techniques, and with further testing and validation could

hopefully be used in the field to help improve the survival rates of VA patients during emergency

scenarios.

The proposed approach provided the promising beginnings of a potential data-driven approach

for classifying VAs. However, in order for this approach to be truly data-driven, a much larger VA

database containing hundreds of segments would be required to train the system thoroughly. How-

ever, due to the complex ethical and practical constraints of acquiring human VF data, obtaining

such a database was not possible. Due to the lethal nature of VF, acquiring data from live patients

is very challenging. In spite of these challenges, a database containing 39 60-s long VF segments

was obtained. This is quite expansive when compared to previous works.

3.4 Chapter Summary

In this chapter, we presented the results of long-term and short-term analysis of VAs using non-

instantaneous features. A two-stage binary classification scheme was used, where initially VT

was classified from VF, and secondly the correctly classified VF signals were sub-classified into

OVF and DVF. Energy-ratio based features called ERV and ERS were extracted from the IMFs

(decomposed by EMD) of the ECG segments, and were used to train the LDA-based classifier. For

long-term analysis, an accuracy of 88.5% was achieved in the first stage, and in the second stage

an accuracy of 80% was obtained. The significance of this approach stems from the fact that it is a

completely data driven decomposition, based on the intrinsic properties of the data itself, and that it
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is far less computationally expensive than other previous methods used for this application. In the

short-term analysis, near real-time features were used to detect VAs over 3 trials of different time

durations. This method showed promise in providing near real-time feedback to medical personnel

on the progression of VAs, and assist them in selecting and modifying treatment options. That

gives this proposed approach the potential for use by EMS to aid in diagnosing arrhythmias and

choosing appropriate treatment options.
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Chapter 4

EMD Instantaneous Features for VA
Classification and Trends Analysis

I
N the previous chapter, although for the short-term analysis we classified VAs using windowed

segments and cumulative averages of features, these features do not qualify as true instanta-

neous markers of VA progression. This chapter will present EMD based instantaneous features for

VA characterization. These instantaneous features were extracted from the HS, which was con-

structed from the decomposed IMFs. These instantaneous features allow for the quantification of

the evolution of the organizational changes occurring in the signals, which may aid in the discrim-

ination of these arrhythmias, particularly in sub-categorization of VF. Throughout this chapter, we

will present the results of using instantaneous TF features to classify VAs. In the first part of the

chapter, the results of using instantaneous features for long-term analysis aimed to assist clinicians

‘in-hospital’ will be presented. This approach will analyze the VA segments over their full dura-

tion to characterize their dynamic behavior over time. We will attempt to identify markers that will

aid doctors during ‘in-hospital’ settings to more accurately diagnose VA types/progressions and

plan their choice and modification of treatment options. The next part of the chapter will focus

on short-term analysis directed for use in ‘out-of-hospital’ emergency settings. A trends analysis

will be performed, where the instantaneous features will be computed over sliding segments of the

ECG and used cumulatively in a scoring method to track the trends of VAs over time. These iden-

tified trends will help to inform EMS personnel about the progression of patients’ conditions and

provide feedback for the selection of appropriate therapy options in the field. Lastly, the long-term
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Figure 4.1: Block diagram highlighting the proposed work discussed in Chapter 4.

analysis parts used in Chapter 3 and Chapter 4 will be combined to produce a classification scheme

for VT-VF and OVF-DVF. The block diagram highlighting this part of our study is shown below

in Figure 4.1.

4.1 Methodology

This section will present the entire procedure for the approach presented in this chapter. It will

start with a review of the the ECG database that was used. Then the construction of the HS and its

parameters will be explained. Next, the feature extraction methods will be discussed along with the

equations and methods used to acquire the features. This section will conclude with an explanation

of the pattern classification techniques to be used to test the results of this proposed approach.

4.1.1 ECG Database & Pre-Processing

The same database that was used in Chapter 3 was also utilized here. The 61 VA segments con-

sisting of 22 ‘mostly’ VT, 17 ‘mostly’ OVF, and 22 ‘mostly’ DVF segments of 60-s length were

used. The long duration of these VA segments means that natural variations will occur that may be

captured over time by the extracted instantaneous TF features. By capturing the dynamic changes

in the temporal and spectral behaviour, this will help to discriminate between the 3 types of VAs.
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The ECG segments were band-pass filtered between 0.3 and 30 Hz to remove low frequency drift

and high-frequency oscillations as previously.

These 60-s VA segments were also windowed for use in the short-term VA trend analysis. This

is because we also wished to devise a near real-time feedback method for real world scenarios to

track the progression of these VAs. Although the features are instantaneous, we do not get the data

a priori in real world scenarios to compute the HS and derive the instantaneous features and hence

a short sliding window was necessary to get the time update of the instantaneous features.

4.1.2 Constructing the Hilbert Energy Spectrum

The IMFs for every ECG segment were decomposed using EMD. The details of the EMD algo-

rithm may be recalled from Section 3.1.2 of the previous chapter. As mentioned earlier, only the

top 7 IMFs with the highest energy were used from each segment. This was done so that every

signal being analyzed had the same number of IMFs in its set in order for the comparison between

them to be uniform. Since the vast majority of the signal’s energy was concentrated in the first few

IMFs, the information potentially discarded was negligible. These top 7 IMFs were then used to

construct the HS. The instantaneous amplitudes and instantaneous frequencies of each IMF were

calculated, and used to generate the HS according to Equation 2.8. The frequency range was from

0 to Fs
2

(125 Hz) and the frequency resolution was 0.122 Hz, generating 1024 rows in the frequency

domain. Once the HS was constructed, the instantaneous TF features could be extracted, which is

explained in the following sub-section.

In the short-term analysis, the HS was constructed for each segment of the total VA signals.

The first 4-s of each ECG segment were used to construct the initial HS. Subsequently, the ECG

segment was expanded over a sliding window, making the ECG segment progressively longer.

Each time, the HS was recalculated and used for the further extraction of instantaneous TF features.

The same specifications for the HS were used for long-term and short-term analysis.
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4.1.3 Feature Extraction
Extracting Instantaneous Features

From the TF plane of the HS, the instantaneous TF features were extracted. The first was the IF ,

which was extracted by the moment method defined in Equation 2.9. The frequency range of the

IF was chosen from 0 to Fs/8 (31.25) Hz, and the resolution was 0.122 Hz. This range was cho-

sen based on the pre-processing stage, in which the ECG signals were band-pass filtered from 0.3

Hz to 30 Hz. It was also known the the frequency of VF will never exceed 30 Hz. The second

instantaneous feature extracted was the IB2, which was also extracted by the moment method de-

scribed in Equation 2.10. The same frequency range and resolution was used for the IB2 as the IF .

The other instantaneous feature that was extracted separately from the HS was the IE. For

the long-term analysis, the IE was calculated from the the sum of the top 2 most energetic IMFs

extracted from each of the normalized and filtered ECG segments. The IE was computed by taking

the square of the magnitude of the analytic IMFs, according to Equation 2.11. The instantaneous

energy was hereby denoted as IE12 due to its construction. The equation for the calculation of

IE12 is given as:

IE12 =
2∑
j=1

|zj(n)|2 (4.1)

In Equation 4.1, the zj(n) is analytic form of the jth IMF, sorted from highest to lowest energy.

Combinations of the IMFs were experimented with to compute the IE, but the best results for the

separation between the VA groups was obtained by using the top 2 IMFs. Within those top 2 IMFs,

most of the signal’s energy is concentrated. The IE12 was similarly used to observe the dynamic

changes of the VAs over time. Figure 4.2 shows three sample VA segments with their instantaneous

TF features pictured below them. The IE12 was similarly used to observe the dynamic changes

of the VAs over time. From these instantaneous features, statistical measures were calculated in

order to quantify the behaviour of these time-varying features. That is explained in the following

sub-section. For the VA trend analysis, the IE12 was used along with the IF and IB2 to score each
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Figure 4.2: Three sample VA segments (VT, OVF, and DVF) with their extracted IF and IB2

pictured underneath them. The IF and IB2 were low-pass filtered for better visual illustration.

VA segment and create a trend over time. This will be further explained in a later section.

Statistical Measures

From the IF , IB2 and IE12, statistical measures were calculated in order to quantify the changes

occurring in those features over time. These statistical measures will aid in highlighting any dif-

ferences in the time-varying behaviour of the 3 VA groups. Some statistics that were calculated

from the 3 instantaneous features were: mean, median, variance, RMS-value and slope. These

computed quantities were used used to train the pattern classifier. The equations to calculate these

features are shown below: The mean of the IF was computed as:

IFmean =
1

N

N∑
j=1

IF (j) (4.2)

The median of the IF was calculated as:

IFmedian = IFsorted(
n+ 1

2
) (4.3)

Where IFsorted(n) is the IF values arranged from lowest to highest.
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The variance of the IF was computed as:

IFvariance =
1

N − 1

N∑
j=1

(IF (j)− IFmean)2 (4.4)

The RMS-value of IF was calculated as:

IFRMS =

√√√√ 1

N

N∑
j=1

[IF (j)2] (4.5)

The slope of the IF was computed as:

IFslope =
IF (N)− IF (1)

tN − t1
(4.6)

Similarly, the above statistical measures were extracted for IB2 and IE12.

In order to better observe the changes that were occurring in the IF and IB2, their gradients

were also computed. By taking the gradient of the instantaneous TF features, it magnifies any rapid

changes occurring over its time span. The gradient of IF and IB2 were calculated using the central

difference. The equation used to compute the gradient of IF is as follows:

GradientIF (j) =
1

2
(IF (j + 1)− IF (j − 1)) (4.7)

Where IF(j) is the jth time sample in IF. This is repeated for every value of IF. The edge values of

1 and N were computed by single-sided differences. This formula was used identically to calculate

the gradient of IB2.

Computing the gradient makes it easier to visualize and quantify differences in the amount of

variability in these instantaneous TF features, which may prove useful for discriminating the 3

VAs. The behaviour of the gradients of IF and IB2 were then quantified by extracting statistical

measures, similar to the procedure for the original instantaneous TF features. The statistical mea-

sures extracted from the gradients were: mean and median. Additionally, the IF and IB2 signals

were also low-passed filtered (10 Hz cut-off) to remove high frequency artifacts before the gradient

was computed. This was done to provide a better characterization of the true changes occurring in

the instantaneous TF features.
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4.1.4 Pattern Classification

Similar to the previous chapter, a LDA-based pattern classifier with LOOCV was used to discrim-

inate between the three types of VAs. The identical two stage binary classification scheme as in

Chapter 3 was used here, where in the first stage VT was classified from the combined VF group,

and secondly the correctly classified VF group samples were sub-classified into OVF and DVF.

The LDA-based classifier was trained using statistical measures derived from the instantaneous

features as described above.

4.1.5 Scoring Index Calculation

In order to implement the proposed method in a real world scenario we developed a scoring method

for trend analysis. Time-trend analysis has many previous applications in financial and seismic

analysis [64]. The scoring index will track the VA label over windowed segments and monitor the

progression in the state of the arrhythmia over time. This will allow for a quantification of the

trends observed in the condition of the patient. It should be noted that this is different from the

short-term window analysis presented in Chapter 3. In Chapter 3 for each of the window of 4-s,

only one value of feature was computed i.e. all the samples in the 4-s were used to get one value

for each feature, In contrast to this chapter, the instantaneous features can be extracted for each

time sample within an expanding window and quantify them over time as needed.

The procedure for the computing scoring index will now be explained. Firstly, thresholds for

the IF, IB2, and IE12 were computed to quantify the overall spectral and temporal behaviour of

the VAs. These thresholds will be used by the scoring index calculation to track the label of the

VAs over every windowed segment. For every 60-s VA segment in the database, the IF, IB2 and

IE12 features were extracted over their total length, and the median values for each feature were

computed. For each of the 3 VA groups, the mean of those median values for each instantaneous

feature was calculated to determine the threshold. Any outliers present in the median groups were

removed prior to the mean being taken. This helped to ensure that the thresholds computed were

more accurately representative of the true group median. This resulted in unique thresholds for
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IF, IB2, and IE12 for the VT, OVF, and DVF groups. The thresholds were then used to create

mid-points between the three VA classes. These mid-points were used to assess the scoring index

for each of the windowed segments, which will be explained further below.

The 60-s VA segments were windowed in order to analyze their trend in near real-time. The

initial window size was 4-s (1000 samples). On that initial 4-s, the HS via EMD was computed

and the three instantaneous features were calculated. In the subsequent window, the the initial 4-s

window was expanded by a sliding width of 100 samples. The HS and the instantaneous features

were re-computed, and this process continued until the entire 60-s signal was analyzed. In total,

there were 140 segments generated by this sliding expanding window. By using 100-sample slid-

ing width, the analysis was able to be as computationally efficient as possible while still gathering

enough information regarding the minute changes occurring in the trends over time. Please note

the time update happens progressively in a real world scenario i.e., the update is done for every

acquisition of 100 samples in real world which enables the near-real time feedback. The reason for

expanding window approach is, since EMD is a data driven approach the addition of new data (i.e.

100 samples) might minimally influence the IMF distributions which will affect the IE12 feature,

so we recompute this on the new length of data every time. The IF and IB2 features will not be

affected as these are computed from the HS which is formed by the combination of IMFs. The

updates can be stopped and restarted at pre-defined intervals to avoid elongated lengths of analysis

to speed up the processing and feedback.

To score each of the windowed segments, their median values for IF, IB2 and IE12 were

computed and compared to the median mid-points for each of the respective instantaneous features.

The set of rules devised to score the VA segments were based on previous knowledge of how the

VAs ought to relate to one another. It was expected that the mean frequency for the VT group

would be lower compared to the OVF group, and the OVF group’s mean frequency would be lower

than the DVF group. It was also expected that the spectral spread for the VT group would be

lowest, followed by the OVF group, and that DVF would have the highest amount. Lastly, for the

68



IE12, it was expected that VT would have the highest median energy, followed by OVF then DVF.

This is because the distribution of energy is expected to be the most uniform in VT, less uniform in

OVF, and the most variability in DVF. The set of rules for scoring the segments based on the three

instantaneous features is described below.

IF:

1. If the median IF of the segment was less than or equal to the mid-point between the VT and

OVF thresholds ((V TIFth +OV FIFth)/2), then score it as VT (0).

2. IF the median IF of the segment was greater than ((V TIFth +OV FIFth)/2) but less or equal

to the mid-point between the OVF and DVF thresholds ((OV FIFth + DV FIFth)/2), then

score it as OVF (1).

3. Otherwise, score the segment was DVF (2).

The set of rules were the same for IB2. However, the rules for scoring IE12 were reversed, since

median energy was expected to be highest for VT. Based on the resulting scores for each windowed

segment from the three instantaneous features, the mode score was identified and was chosen as the

final score for that segment. For example, if two of the instantaneous features scored the segment

as 0 (VT), and the other one scored it as 1 (OVF), then ultimately the segment would be scored as

0 (VT). Doing this would ensure that all three instantaneous features had input into the final score,

and that the score would be less influenced by extraneous results from one of the features.

In order to provide feedback on the evolution of the arrhythmia over time, a cumulative av-

eraging strategy was implemented. This was done by taking the previous segment’s score and

averaging it with the current segment’s score to produce the next score. This allowed for us to get

a sense of how the scores are changing relative to each other, instead of each windowed segment’s

score being independent. The equation for how the cumulative averaging was computed is shown

below:

Score(m) =
Score(m) + Score(m− 1)

2
(4.8)

In equation 4.8, Score(m) represents the modal score generated from the three instantaneous
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features for the current mth windowed segment, and Score(m− 1) is the score from the previous

segment. By computing the cumulative scores for the windowed segments over the entire duration

of each 60-s VA segment, trends regarding how the VA type was evolving over time may be seen.

Observing these trends would provide us with dynamic feedback as to how the VA is progressing

over time. For instance, when a patient is undergoing OVF in an ‘out-of-hospital’ setting, the EMS

personnel may choose to use pacing to control the arrhythmia and bring it back to normal rhythm.

However, in the case of DVF, the only treatment option available is a defibrillation shock to attempt

to reset the heart’s rhythm. If the EMS personnel could receive near real-time feedback as to how

the patient’s VA is progressing or how they are responding to treatment, they could alter treatment

options quickly to adapt to the evolving arrhythmia. This proposed method has the potential to

provide such a feedback tool.

4.2 Results

In this section the results of this proposed approach will be presented. It will be divided in three

sub-sections. The first sub-section will contain the results of the long-term analysis for classifying

the VAs over their full 1-minute duration for ‘in-hospital’ settings. The second sub-section will

present the VA trends analysis results, where the trends in the VAs were monitored over time

for ‘out-of-hospital’ settings. Thirdly, the VA classification results for combining the long-term

non-instantaneous and instantaneous features from Chapter 3 and 4 will be presented.

4.2.1 Long-Term (In-Hospital) Analysis

In the first stage of classification between VT and VF, there were 22 VT signals and 39 total VF

signals. When training the LDA-based classifier, the best result was achieved using a combination

of four features. Those four features were: IE12 median, IE12 variance, gradient IF median, and

IF slope. The boxplots of these features are shown below. In the boxplot in Figure 4.3a, the median

of IE12 was generally higher for the VT group compared to the VF group. The trend described

the fact that the energy of VF is definitively lower compared to VT. This observation fit with our

understanding that VF is a worsened condition than VT, resulting in a lessened relative ECG am-
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Figure 4.3: The boxplots for the 4 features used to train the VT vs. VF classifier.

plitude.

In the boxplot for IE12 variance in Figure 4.3b, the VF group was clearly above the VT group.

The IE12 variance indicated the amount of temporal variability present in the VA segments. It was

clear that VF had a higher amount of energy volatility over time than VT, which fits with our pre-

vious understanding of these two VA types. Remember that the ECG segments were normalized

to the same cumulative energy in the pre-processing stage, and thus these differences observed in

energy content were not biased by differing amplitudes of the signals.
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In the third boxplot of Figure 4.3c, the gradient IF median demonstrated a similar trend. The

median value was higher for VF compared to VT, indicating that VF contained larger spectral

changes over time than VT. Since it is well understood that VT and VF can be separated by spec-

tral measures, this result was consistent.

Lastly, the boxplot for IF slope was shown in Figure 4.3d. This feature was not highly discrim-

inatory on its own, likely due to the absence of monotonic increase/decrease in the mean frequency

of the VAs over time. However, this feature helped to improve the overall separation of the VT and

VF groups when used in combination with the other three features above. Overall, these results

indicated that spectral changes over time and the differences in instantaneous changes in energy

were strong discriminating factors between the VT and VF groups.

The total cross-validated accuracy achieved in Stage 1 was 96.7%. Within the VT group, 1 out

of 22 samples were misclassified, and 1 of the 39 VF samples was misclassified. The confusion

table summarizing the results in shown in Table 4.1. The ROC curve for the stage 1 classifier is

shown in Figure 4.4.

Table 4.1: VT vs. VF classification accuracy for instantaneous features using leave-one-out cross-
validated data.

Method Groups VT VF Total
Cross-validated VT 21 1 22

VF 1 38 39
% VT 95.5 4.5 100

VF 2.6 97.4 100

The ROC curve’s global pattern remained well above the diagonal bisector, which demon-

strated a strong classifier performance. This strong performance was further quantified by the

AUC, which had a value of 0.995. The p-value for linear discriminant scores of the overall clas-

sifier was significant (p < 0.01). Overall, it appeared that the inclusion of the frequency based

features (IF and IB2) helped to improve the separation of VT and VF when compared to Chapter

3. Although not as challenging as classifying OVF and DVF, the problem of separating PVT and
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OVF was still addressed here. PVT and OVF are highly similar in their temporal complexity, and

this classifier was able to discriminate them effectively.
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Figure 4.4: The ROC curve for the VT vs. VF classifier.

In the second stage of the binary classification scheme, the single misclassified OVF sample

was removed. There were 16 OVF and 22 DVF samples used in this stage. The LDA-based classi-

fier was trained using the following four features to obtain the maximum accuracy: IE12 median,

gradient IF variance, IF variance, and IB2 variance. The boxplots for these four features are shown

below.

In the boxplot for the IE12 median in Figure 4.5a, it was shown that the OVF group again had

a higher value compared to the DVF group. This demonstrated that the average amount of energy

over time is in general higher for OVF than DVF. As DVF tends to devolve from OVF, the condi-

tion of the patient’s heart is worsening which may be resulting in a lower magnitude in the ECG

recording. In Figure 4.5b, it was apparent that the DVF group was higher than the OVF group. The

gradient IF variance features quantifies the amount of variability present in the spectral differences

over time. Thus, it was shown that the spectral complexity of DVF was greater than OVF. Thirdly,
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(b) Gradient IF variance.

OVF DVF

0.5

1

1.5

2

2.5

IF
 v

a
ri

a
n

c
e

 (
A

rb
it

ra
ry

 U
n

it
s

)

Boxplot of the IF variance

(c) IF variance.

OVF DVF

200

400

600

800

1000

1200

1400

IB
2
 v

a
ri

a
n

c
e

 (
A

rb
it

ra
ry

 U
n

it
s

)

Boxplot of the IB2 variance

(d) IB2 variance.

Figure 4.5: The boxplots for the 4 features used to train the OVF vs. DVF classifier.

in the boxplot for IF variance in Figure 4.5c, there was a slight difference between the two groups.

This features indicated the level of variability in the mean frequency over time. Lastly, for the IB2

variance in Figure 4.5d, there was a subtle difference visible in the boxplots of OVF and DVF. This

feature helped to quantify the difference in temporal complexity between OVF and DVF. Although

not highly discriminatory, when combined with the other features, IF variance and IB2 variance

helped to improve the overall separation between OVF and DVF. These results demonstrated that

spectral and energy differences over time were effective at separating these two sub-classes of VF.

74



The LOO cross-validated accuracy obtained in Stage 2 was 81%. The summary of the classifi-

cation results can be seen in Table 4.2. In total, there were 4 out of 16 OVF samples misclassified

and 3 out of 22 DVF samples misclassified. In Figure 4.6 the ROC curve for the stage 2 classifier

is shown. The global pattern of the curve demonstrated a strong discriminating power for the this

classifier. The AUC for this ROC curve was 0.935, which further emphasizes the strong perfor-

mance. The combined the p-value for discriminant scores of the total classifier was significant

(p < 0.01). These measures validate the strong performance achieved by the stage 2 classifier. The

relative drop in performance from stage 1 to stage 2 was expected, since the the classification task

in stage 2 was a more difficult, yet more pertinent to resuscitation success.
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Figure 4.6: The ROC curve for the OVF vs. DVF classifier.

Table 4.2: OVF vs. DVF classification accuracy for instantaneous features using leave-one-out
cross-validated data.

Method Groups OVF DVF Total
Cross-validated OVF 12 4 16

DVF 3 19 22
% OVF 75.0 25.0 100

DVF 13.6 86.4 100
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There was no comparative analysis performed for this part of the results. This was because

there were no comparative features that could be extracted instantaneously like IF, IB2, and IE12.

The DF, EN, SE and other static features all require a pre-allocated amount of data before they can

be extracted. For this reason, the comparative analysis was not included.

4.2.2 VA Trends Analysis

The results for the VA trends analysis will now be presented. The scoring index calculation was

used to label each windowed segment of the VA signals, and cumulative averaging was performed

to obtain the overall trend in the VAs over time. The median thresholds for the IF were: 1.57

Hz for VT, 1.9 Hz for OVF, and 2.41 Hz for the DVF group. The median thresholds for the IB2

thresholds were: 3.62 Hz2 for VT, 4.86 Hz2 for OVF, and 8.73 Hz2 for DVF. Lastly for IE12 the

median thresholds were: 0.874 for VT, 0.829 for OVF, and 0.646 for DVF. These thresholds were

used to score the VA segments according to the scoring index calculation rules described above.

We will present one case that illustrates the potential that this approach has for near real-time

feedback in emergency settings. Figure 4.7 shows another example case of the changing trend for

a VF sample. This VF sample was labeled as a ‘mostly’ DVF sample in our database. In the ini-

tial part of the segment, the VA trend was bordering between VT and OVF. Judging by the signal

characteristics of the first 15 seconds, the segment appeared to be PVT due to its relatively stable

frequency and minimal amplitude variations as seen in the zoomed-in portion. From 15 seconds to

30 seconds, the VA trend was scoring the segment as OVF as the signal becoming more disorga-

nized. The signal then trended toward DVF, with a brief drop back into VT before continuing as

mostly DVF from 50 seconds onward. It was visible within the ECG signal’s characteristics that

in the latter stages the signal was much more disorganized, which was characteristic of DVF.

The significance of the above result was that a marked progression in the VA segment was visible

over time. The VA segment started off as a PVT, then it progressed more into OVF, and lastly

it devolved into DVF. This type of dynamic trend information may be extremely useful to EMS
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Figure 4.7: The plot of a VF sample along with its VA trend signal shown below.

personnel while treating a patient. By looking at the VA trend over time, EMS could observe that

the patient’s VA is getting progressively worse over time, to the point that it becomes DVF. At that

point, the medical staff would be informed that treatment needs to be modified and defibrillation

shock is required immediately to revive the patient. The near immediate feedback that EMS re-

ceives could lead to time saved during the ‘out-of-hospital’ scenario trying to diagnose the patient.

Due to the time sensitivity of these VAs, helping the EMS personnel monitor changes in the VA

condition could hopefully improve the patient’s chances of survival.

4.2.3 Long-Term Analysis Combining Non-Instantaneous and Instantaneous
Features

In the final part of this chapter, the near real-time and instantaneous features used for the long-

term analysis in Chapters 3 and 4 will be combined to test the classification accuracy for ‘in-

hospital’/offline analysis. To test the results, the same two-stage binary classification scheme was

performed, initially separating VT from VF and subsequently sub-classifying OVF and DVF. In

the initial stage for classifying VT and VF, there were 22 VT and 39 total DVF segments. The
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classifier was trained with the following 5 features to obtain the best result: IE12 variance, IE12

median, gradient IF median, ERV slope (4s) and ERS variance (1s).

The total classification accuracy achieved was 96.7%. A summary of the results is shown in

Table 4.3. Overall, 2 out of the 22 VT segments were mis-classified, but none of the VF segments

were mis-classified. The ROC curve for this classifier is also pictured in Figure 4.8. It was shown

in Figure 4.8 that the curve remained well above the diagonal bisector, indicating a strong perfor-

mance. The AUC for this curve was equal to 0.993, further validating the strong discriminating

power. The p-value of the linear discriminant scores was also significant (p < 0.01). The result for

this classifier improved upon the results obtained using just instantaneous features for classifying

the VF segments. The high classification accuracy achieved is well explained by the statistical

measures mentioned, and is in alignment with previous works.

In the second stage of classification where OVF was classified from DVF, there were 17 OVF

and 22 DVF segments used. The highest classification accuracy was achieved when the classifier

was trained with the following five features: IB2 slope, IF gradient median, IE12 mean, ERS total,

and ERV variance (4s). The classification accuracy achieved in this stage was 87.2%. The sum-

mary of the classification results is shown in Table 4.4. In total, 2 of the 15 OVF segments and 3

of the 22 DVF segments were misclassified.

The ROC curve for the OVF vs. DVF classifier is depicted in Figure 4.9. The global pattern

of the curve indicated a strong discriminatory ability. The AUC for the curve was 0.968, which

Table 4.3: VT vs. VF classification accuracy for combined features with leave-one-out cross-
validated data.

Method Groups VT VF Total
Cross-validated VT 20 2 22

VF 0 39 39
% VT 90.9 9.1 100

VF 0 100 100
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Figure 4.8: The ROC curve for the combined VT vs. VF classifier.

further explained the strong classification performance. The overall p-value for the linear discrim-

inant scores was significant (p < 0.01).

There were two frequency-based features used to train this classifier: IB2 slope, and gradient IF

median. These features helped to quantify the subtle differences in spectral behaviour between

the OVF and DVF groups. The IE12 mean was an energy based feature that helped to quantify

the differences in mean energy over time between OVF and DVF. Lastly, the IMF-energy based

features of ERS total and ERV variance (4s) also helped to separate the two groups. These features

helped to quantify the temporal complexity between OVF and DVF, which is known as a strong

Table 4.4: OVF vs. DVF classification accuracy for combined features with leave-one-out cross-
validated data.

Method Groups OVF DVF Total
Cross-validated OVF 15 2 17

DVF 3 19 22
% OVF 88.2 11.8 100

DVF 13.6 86.4 100
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Figure 4.9: The ROC curve for the combined OVF vs. DVF classifier.

discriminating factor between the two groups. Together, this group of features was able to im-

prove upon classification accuracy between OVF and DVF achieved in the previous two long-term

analysis approaches presented. Comparing this result to the OVF vs. DVF classification accuracy

achieved by comparable previous works, this result was able to exceed them all. This approach also

comes with the additional benefits of being completely data-driven and computationally efficient

to implement. These same features may be applied to any VA database without the need to choose

a basis function. Overall, the results of this analysis showed promising results in tackling a chal-

lenging problem of separating OVF and DVF, and may be useful to doctors in planning treatment

options for ‘in-hospital’ settings.

4.3 Discussion

Using the instantaneous features described in this chapter, a long-term (in-hospital) analysis ap-

proach was devised to classify the 3 types of VAs. The classification accuracy for the first stage of

VT vs. VF was 96.7%, and the for the second stage of OVF vs. DVF it was 81%. Compared to the

results of Chapter 3 regarding long-term analysis, this proposed approach made improvements to

both classification stages. In the previous chapter, the extracted features were IMF-energy based
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features that quantified the temporal complexity of the VA segments. That made those features

suitable to classifying OVF and DVF, but less ideal for VT and VF. It is well-known that VT

and VF may be accurately separated by frequency parameters, and in this chapter the IF and IB2

features helped in that classification. As for OVF vs. DVF, the instantaneous features improved

marginally on the results of Chapter 3. However, in Chapter 3 it only required a single feature

(ERS median (1s)) to classify OVF and DVF effectively whereas in this approach 3 features were

used. The IE12 median was the dominant feature for classifying OVF and DVF, but the gradient

IF and gradient IB2 helped to improve the maximum classification accuracy achieved.

The instantaneous TF features were extracted from the HS, an EMD-based TF plane. The HS

has some key advantages when compared to other types of TFDs. As we have discussed, EMD is

a fully data-driven approach making it independent of any basis function for decomposition. Thus,

the HS facilitates TF analysis while remaining unbiased by the choice of a basis function. This

proposed approach could be used on any given VA database without any prior adaptation required.

Another benefit of the HS is that it is quite computationally efficient to compute compared to other

TFDs. The traditional TFDs like the WVD are much more computationally expensive, and thus

are time-consuming for extracting instantaneous TF features. Due to the ease of implementation of

the EMD algorithm and the construction of the HS, extraction of these instantaneous features can

be accomplished much faster by this approach. Also, cross-terms are not an issue in the HS like

they are in traditional quadratic TFDs. Lastly, the TF resolution of the HS is higher than in other

TFDs. The time and frequency bin sizes can be independently controlled by the user, enabling it

to achieve finer resolution than Fourier-based methods.

In the VA trends analysis portion of this chapter, the instantaneous features were used to de-

vise a scoring method by which windowed segments of the VAs would be analyzed to track its

progressions over time. This short-term analysis method utilized the strength of the instantaneous

features which was their ability to monitor the progression of the VAs instantaneously. To the

author’s knowledge, this was the first approach that attempted to use HS-based instantaneous TF
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features to track the dynamic progression of VF over time and provide near real-time feedback

on the trends observed. A sliding width of 100 samples (0.4s) was used to update the HS and

instantaneous features, and cumulative averaging was used to measure the relative change between

consecutive segment scores. A longer sliding width and cumulative averaging between more points

may smooth the VA trend plot to provide better visual illustration for the user. However, due to the

time critical nature of VF, there is a limit to how much smoothing can be done. In ‘out-of-hospital’

settings, introducing longer sliding windows and more cumulative averaging will increase the de-

lay between the incoming patient ECG data and the trend analysis plot. EMS personnel need to

react quickly to evolutions in VF over time, and so keeping the analysis as close to real-time as

possible was paramount.

Using VA trend analysis, an example of a potential real-world scenario was explored and the

virtues of this approach were demonstrated. The scenario showed a VA that was progressively

worsening from PVT towards OVF and finally DVF. This scenario could occur ‘out-of-hospital’

when a patient collapses, and while being monitored by EMS the VA devolves into DVF. The trend

analysis method was able to track the transitions occurring in the VA, and this feedback could help

inform EMS/paramedics about when it is appropriate to deliver the correct treatment. Being able

to observe transitions in the state of an arrhythmia would also assist medical personnel in knowing

when to modify treatment options to fit with the current condition of the VA. Because of the near

real-time nature of this approach, swift feedback may be given to EMS which may increase the

likelihood of a patient surviving, particularly if they are suffering from VF. Also, since this VA

trend could alert EMS personnel if the patient is progressing towards a more serious VA like DVF,

they could begin to plan ahead and administer counter-treatments to help ensure that the patient

never devolves into that lethal condition at all.

There are other potential applications for this VA trend analysis, including monitoring the ef-

fectiveness of treatment modalities. For instance, a patient may be given an anti-arrhythmic drug

to help bring the heart rhythm back to more controlled state. The VA trend analysis could monitor
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how the condition of the heart is progressing over time by visualizing any changes happening in

the VA type. The medical personnel could use this feedback to verify if and when these drugs

have had their intended effect. Once the trend reaches the specific VA condition that is desired, the

medical personnel can move on to administering further steps of treatment to return the patient’s

cardiac rhythm back to normal.

Short-term analysis for near real-time feedback was also performed in Chapter 3, but this trend

analysis differs in some important ways. In Chapter 3, the ERS and ERV features were computed

over every 4-s segment. From each segment, one value for the feature was computed, related to the

global pattern present in that segment. In this approach however, the 3 instantaneous features have

values for every sample present within each segment. This means that the instantaneous features

can quantify local patterns occurring inside of each windowed segment. Secondly, the features

extracted in Chapter 3 capture the trends occurring across the IMFs, and not in the time direction.

The ERV/ERS features quantify the organizational complexity in the IMF direction, while the act

of windowing the segments is what introduces the time direction to the analysis. The instantaneous

features on the other hand, are inherently linked to the temporal direction since they are extracted

per sample. This means that the VA trend analysis captures the changes occurring within the win-

dows, and updates the progression as the window expands, whereas the ERV/ERS method can

only capture changes occurring between windows. What the method in Chapter 3 can do that this

method cannot is provide the classification of the VA at any given time. The non-instantaneous

short-term analysis method may be halted or resumed at any time, and based on the buffer of data

it has received so far, it can output a VA classification. The purpose of this VA trends analysis

however, is not to classify VAs specifically, but to monitor the progression of the VAs over time to

indicate how the arrhythmia is evolving.

Using the combined non-instantaneous and instantaneous features, the classification accuracy

for VT vs. VF and OVF vs. DVF was re-examined. For the first stage of VT vs. VF, the total

accuracy achieved was 96.7%. This result was comparable with the results using instantaneous
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features only, except that none of the VF segments were mis-classified. This result also exceeded

the results using Balasundaram’s features, which achieved only 93.4%. In this stage, a combina-

tion of IE12 features, frequency features, and IMF-energy features were used to train the classifier.

The benefits of each of these three types of features were utilized to produce a strong discrimi-

nation between VT and VF. In the secondary classification of OVF and DVF, the achieved total

classification accuracy was 87.2%. This result exceeded the classification accuracy of using in-

stantaneous features only, and the result achieved by Balasundaram’s features on this database. By

using the combination of complexity, energy-based and spectral features, the classifier was able to

successfully discriminate OVF and DVF better than any other previous work. The differences in

frequency and energy over time were captured by the instantaneous features, and the differences

in temporal complexity were captured by the ERV/ERS features.

Overall, this proposed approach was successfully able to address the difficult problem of dis-

criminating OVF and DVF. Addressing this problem may lead to improved resuscitation outcomes

‘in-hospital’, as this approach could help clinicians to more accurately diagnose these VAs and

administer the appropriate treatment options accordingly.

4.4 Chapter Summary

In this chapter, we presented the use of instantaneous features for performing long-term analysis

of VAs ‘in-hospital’ and short-term trends analysis for use in ‘out-of-hospital’ incidents. In the

long-term analysis, the instantaneous TF features IF and IB2 were extracted from the HS, along

with the IE12 from the IMFs. The features were used in a two-stage binary classification scheme,

and were able to successfully discriminate VT from VF and OVF from DVF with high accuracy.

For the VA trends analysis, the instantaneous features were extracted over windowed segments of

the VA signals to track the progression of the VAs over time. This method was able to monitor the

progressions and transitions occurring in the VAs in near real-time, which can assist EMS in se-

lecting and modifying treatments based on the evolving arrhythmia. Lastly, the long-term analysis

features from Chapters 3 and 4 were combined to devise an improved classification scheme for the
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3 VA types. The maximum classification accuracies were improvements to the results obtained by

previous methods. This proposed approach could assist clinicians ‘in-hospital’ to more accurately

diagnose these VAs and help them to select and plan appropriate treatment modalities.
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Chapter 5

Conclusions

CARDIOVASCULAR conditions known as VAs may seriously impact the health of patients

and could even become lethal. Accurately and swiftly detecting these conditions is essential

for selecting the most appropriate treatment options for patients. Since patients suffering from VF

only have a few minutes to receive treatment before it becomes lethal, detection speed is also crit-

ical in improving the chances of patient survival in ‘out-of-hospital’ incidents. It has been shown

that VAs are highly progressive conditions, and will often devolve from on type to another over

time. Monitoring these progressions over time may provide valuable insight for characterizing

these arrhythmias. In this thesis we presented data driven approaches for analyzing VAs in order

to capture the dynamic signal characteristics to classify them and monitor their time progressions.

A strong motivating factor for this work was to track the progression of VAs over time for the

purpose of providing useful feedback in real emergency scenarios. By monitoring the progression

of VAs over time, feedback may be given to EMS personnel when a change in the patient’s VA has

occurred, assisting in the selection and adaptation of appropriate treatment options.

The first objective was to extract non-instantaneous signal features to quantify the dynamic

behaviour of the VAs over time and use them to assist in both long-term (in-hospital) and short-

term (out-of-hospital) classification of these VAs. The second objective was to use instantaneous

TF features extracted from the HS to: classify VAs over the long-term, and provide near real-time

feedback regarding the trends occurring in VAs over time. The results of these objectives will be
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explained below.

5.1 Summary of Results

Addressing the first objective of this thesis, dynamic features were extracted from the IMFs de-

composed by EMD from the 60-s VA segments. The database consisted of 22 VT, 17 OVF, and 22

DVF segments which were verified by our collaborators at Toronto General Hospital. The features

extracted were called ERV and ERS, and they were related to the underlying temporal complexity

of the VA signals. These features were used for both long-term analysis designed to help classify

the VAs for ‘in-hospital’ settings, and short-term analysis to assist medical personnel in monitor-

ing these VAs ‘out-of-hospital’. The IMF-energy based features were used to train an LDA-based

classifier. A two-stage binary classification scheme was used, where initially VT was classified

from VF, and subsequently the VF segments were sub-classified into OVF and DVF. In the initial

stage, the classification accuracy achieved was 88.5%, and in the second stage the classification

accuracy obtained was 80%. Since this approach was data driven, it is adaptable to the analysis of

any other database of VAs, with the additional benefit of being highly computationally efficient.

For the short-term analysis, the same features were extracted over windowed 4-s segments of

the total 60-s VA segments, and a cumulative averaging strategy was used to compare the progres-

sion of these features from one window to another. This method was tested on 20-s, 40-s, and 60-s

duration trials, and the proposed features performed better than comparative features for classify-

ing OVF and DVF, a challenging task. This proposed approach has the potential to provide near

real-time feedback to EMS personnel on the classification of VAs, and assist in the selection of the

appropriate treatment option in emergency settings.

For the second objective of this thesis, instantaneous TF features were derived from the HS of

the same 60-s VA segments as previously used. The instantaneous features extracted were: IF, IB2

and IE12. These features had the ability to track instantaneous changes occurring in the spectral

and energy content of VAs over time, and were used for both long-term and short-term analysis.
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For long-term analysis, the instantaneous features were extracted and used to train an LDA-based

classifier. The results for the VT vs. VF classification was 96.7%, and the results of the OVF vs.

DVF classification was 81%. This approach improved upon the accuracy for VT/VF classification

of the previous approach, namely due to the inclusion of frequency-based features in the analy-

sis. Compared previous works that used TF analysis to study VAs, this approach was much less

computationally expensive, and simpler to implement. Also, the HS has a number of advantages

over other TFDs, including higher TF resolution, no cross-term interferences in the TF plane, and

a more significant physiological meaning for its extracted instantaneous features like IF.

For the short-term analysis, EMD was performed on windowed segments of the total VA seg-

ments, starting with 4-s and expanding by a sliding 100-sample window. The HS was reconstructed

for every segment, and the 3 instantaneous features were extracted to score each segment as VT,

OVF or DVF. These scores were cumulatively averaged in order to capture the relative changes

between windows over time. The instantaneous features benefited this approach by quantifying

the changes happening locally within each window. This method was able to capture the trends

visible in the total VA segments. The VA trend result presented showed a VA segment transitioning

from PVT into OVF and finally DVF. This scenario could represent a patient whose condition was

worsening over time, to the point where a defibrillatory shock may be necessary. If the EMS could

see this progression happening, it would inform them that the VA is devolving and that a change in

therapy may be required. Overall, this VA trend analysis has the powerful capability of providing

near real-time feedback to EMS not only on the current state of a patient’s VA, but the trend in

which it is tending towards.

The final result of this thesis was the combination of the non-instantaneous and instantaneous

features extracted previously for long-term analysis to further improve the maximum classification

accuracy. Using a combination of features to train the LDA-based classifiers, the VT vs. VF

classification accuracy achieved was 96.7%, and the OVF vs. DVF classification accuracy was

87%. This result was an improvement on the results of using non-instantaneous and instantaneous
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features separately, and it surpassed the results of previous comparable works. This approach

could be used by doctors and clinicians ‘in-hospital’ to analyze and diagnose patients and plan

appropriate treatment options.

5.2 Potential Applications

Below is a short list of some potential applications for the methods presented in this thesis:

1. An adaptive, data driven pattern classifier for discriminating VAs ‘in-hospital’ for offline or

retrospective analysis and ‘out-of-hospital’ scenarios.

2. A trend analysis algorithm that provides near real-time feedback on the progression of VAs

over time to assist EMS in selecting and modifying treatment options in ‘out-of-hospital’

settings and for implantable devices such as ICDs.

5.3 Future Works

The goal of the methods proposed in this thesis was to assist medical personnel in diagnosing

VAs so that appropriate therapy options can be chosen in both ‘in-hospital’ and ‘out-of-hospital’

settings. Although the results of these approaches were successful, there is always room for im-

provement. Additional EMD-based features that are computationally efficient can be explored to

further improve the classification success. Other instantaneous TF features could also be investi-

gated to gain further insight into quantifying the dynamic characteristics of VAs. The short-term

analysis approaches shown may be programmed into ICDs to assist in improving the selection

of therapies of patients while in-vivo. These algorithms could potentially be implemented into

devices [65], which could be used by EMS in the field to help improve their VA diagnosis and

optimize their selection and adaptation of treatment options.
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Appendix A

HHT of Synthetic Signals

The HHT of various synthetic signals is shown below for comparison to the VA ECG signals

presented in this thesis. The HHT for sine wave, up-chirp, down-chirp, non-crossing chirp, and

double-crossing chirp signals is shown below in Figure A.1.
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(a) Closely spaced sine wave signal. (b) Up-chirp signal.

(c) Down-chirp signal. (d) Non-crossing chirp signal.

(e) Double-crossing chirp signal.

Figure A.1: The HS plots for various synthetic signals.
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[19] Karthikeyan Umapathy, Stephane Massé, Elias Sevaptsidis, John Asta, Sidhar Krishnan, and

Kumaraswamy Nanthakumar. Spatiotemporal frequency analysis of ventricular fibrillation

in explanted human hearts. IEEE Transactions on Biomedical Engineering, 56(2):328–335,

2009.

[20] Matthew Hotradat, Krishnanand Balasundaram, Stephane Masse, Krishnakumar Nair, Ku-

maraswamy Nanthakumar, and Karthikeyan Umapathy. Instantaneous time-frequency fea-

tures in characterizing ventricular arrhythmias using empirical mode decomposition. In 2018

52nd Asilomar Conference on Signals, Systems and Computers. IEEE, 2018 (In Press).

[21] Roy M John, Usha B Tedrow, Bruce A Koplan, Christine M Albert, Laurence M Epstein,

Michael O Sweeney, Amy Leigh Miller, Gregory F Michaud, and William G Stevenson.

Ventricular arrhythmias and sudden cardiac death. The Lancet, 380(9852):1520–1529, 2012.

[22] Karthikeyan Umapathy, Sridhar Krishnan, Vijay Parsa, and Donald G Jamieson. Discrimina-

tion of pathological voices using a time-frequency approach. IEEE Transactions on Biomed-

ical Engineering, 52(3):421–430, 2005.
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Glossary

CEEMDAN - Complete Ensemble Empirical Mode Decomposition with Adaptive Noise

CPR - Cardiopulmonary Resuscitation

ECG - Electrocardiogram

EEMD - Ensemble Empirical Mode Decomposition

EMD - Empirical Mode Decomposition

EMS - Emergency Medical Staff

ERS - Energy Ratio Skew

ERV - Energy Ratio Variance

HHT - Hilbert-Huang Transform

HS - Hilbert Energy Spectrum

IB2 - Squared Instantaneous Bandwidth

ICD - Implantable Cardioverter-Defibrillator

IE - Instantaneous Energy

IF - Instantaneous Mean Frequency

IMF - Intrinsic Mode Function

LDA - Fisher’s Linear Discriminant Analysis

LOOCV - Leave-One-Out Cross-Validation

NSR - Normal Sinus Rhythm

PVT - Polymorphic Ventricular Tachycardia

ROC - Receiver Operating Characteristic

SCD - Sudden Cardiac Death

VA - Ventricular Arrhythmia

VF - Ventricular Fibrillation

VT - Ventricular Tachycardia
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