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ABSTRACT

Yushi Zhou

Injection-Lock and Reconfigurable Charge-Domain Sampling Mixers/Filters for Data
Communications Over Wireless Channels

Doctor of Philosophy, Electrical and Computer Engineering, Ryerson University, 2015

This thesis provides a theoretical and experimental study of injection locking and re-

configurable charge-domain sampling mixers and filters for data communications over wire-

less channels.

On injection-locking, the intrinsic relation between the characteristics of injection

signals such as sinusoidal or square, single-tone or multi-tone, the type of oscillators under

injection such as harmonic oscillators (passive or active LC oscillators) or non-harmonic os-

cillators (ring or relaxation oscillators), and the lock range of the oscillators under injection

was investigated. For the very first time, we discovered the intrinsic relation between the

lock range and the phase of multiple injections of harmonic oscillators. In addition, we ob-

tained the closed-form expression of the lock range of harmonic oscillators with square-wave

injections. Moreover, we obtained the distinct characteristics of the lock range of harmonic

and non-harmonic oscillators and that of different types of non-harmonic oscillators. These

theoretical findings were not known before and were validated using simulation results.

On reconfigurable charge-domain sampling mixers and filters for software-defined ra-

dio, a novel quadrature charge-domain down-conversion sampling mixer with embedded

finite-impulse-response (FIR), infinite-impulse-response (IIR), and 4-path bandpass filters

was developed. An in-depth investigation of the principles of periodic impulse sampling,

periodic windowed sampling, and periodic N-path windowed sampling was presented and

a detailed mathematical treatment of charge-domain windowed samplers with built-in sinc,

FIR and IIR filters was provided. The proposed quadrature charge-domain sampler with em-

bedded FIR, IIR, and 4-path band-pass filters was implemented in IBM 130 nm 1.2V CMOS
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technology and its performance was validated both using simulation results and on-wafer

measurement.
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Chapter 1

INTRODUCTION

1.1 Background

Communication systems are the foundation of information transfer. Based on the

transmission media, communication systems are generally categorized into wireless and wire-

line communications. Wireline communications is often referring to high speed signaling

through cables, or micro-strip, which is used in a wide variety of digital systems, i.e. the

computer, digital television, sensor networks and data storage center, to name a few. It is

now the dominant method for long distance telecommunications and extremely high speed

data transmission in short range, e.g. field programmable gate arrays (FPGA) to memory,

graphics processing unit (GPU) to memory and Gigabit Ethernet. Oscillators are widely

used as local clock generators in phase-lock loop and clock distributions network. Unlike

wireline communications, wireless communications is usually making use of radio to transfer

information between two or more points which are not physically connected via any electrical

conductors. The dramatically increased demand from cell phones and portable mobile prod-

ucts is a drive force to make wireless communications to be the fastest growing segment of

the communications industry in the past two decades [1]. The design of low-power, low-cost

and high performance radio frequency (RF) transceivers becomes a challenge. Most of the

transceivers extensively use filters and oscillators as local oscillators, RF filters, intermediate

frequency (IF) filters and channel selection filters, which cover the frequencies from 200 KHz

to multi-GHz, depending on their locations in the transceivers [2].
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One of the key components in transceivers is the frequency synthesizer, synthesiz-

ing various RF frequency according to the architecture of transceivers and communication

standards. In the integer-N frequency synthesizer, the pre-scalar is the first stage to lower

the frequency by integer division. In general, pre-scalars are implemented in a digital form

by two static latches connected in a negative feedback loop. It can also be implemented

by dynamic latches, e.g. true single-phase clock (TSPC) based divider. The popularity of

these two types of digital dividers in RF transceivers is because it is widely believed that

the simple structure, the larger bandwidth, and the better robustness of digital dividers

over process variations outperform their analog counterparts, e.g. Miller frequency divider

[3, 4] and parametric frequency divider [5]. For both static and dynamic pre-scalars, how-

ever, a trade-off between the speed and power consumption becomes more critical as the

speed increases. The solution to balance the performance and power dissipation is to use

injection-locked oscillators to substitute the conventional digital divider.

When an incident signal is applied to the oscillator, it is changed from a free-running

oscillator to a forced oscillator. The free-running frequency shifts towards the frequency

of the incident signal under a certain condition. The detailed description will be given in

Chapter 2.1. A simple injection-locked frequency divider (ILFD), so called super-harmonic

injection-locked oscillator, is an negative resistor pair LC tank oscillator. The incident sig-

nal with higher frequency is injected into the tail transistor. The output of the differential

pair shows that the frequency is divided by 2, which fulfils the function of pre-scalar. This

structure was analyzed in terms of phase limited and amplitude limited locking range and

the noise characteristics in [6]. It achieved locking range by 12.3% at 3 GHz, and later it

was used as a pre-scalar to construct a PLL in [7]. Instead of injecting the signal to the

tail transistor, the injection signal can be directly injected into the LC tank. [8] proposed

a low power quadrature generation circuit by injecting signals to two identical ILFDs. A

hard switching model was conceived to give rise to simple expressions for the lock range and

output amplitude. [9] presented a wider lock-range high-speed pre-scalar at 50 GHz with

a combination of injection-locked oscillators. Except for divide-by-2, odd number super-

harmonic ILFD was reported [10, 11, 12, 13, 14, 15]. In [14] and [15], the author presented

a divided-by-3 pre-scalar, running at higher than 100 GHz frequency. For these designs,
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one extra inductor or even more inductors were required to create high impedance at 3ωo

(ωo is the fundamental frequency). A current-mode logic frequency divider was described

in [16], which showed 4.1 GHz lock range at 24 GHz frequency. The divide-by-4 was ob-

tained through two divider stages with 0.8 V power supply. It overcame the constrain that

the low power supply limits the highest achievable frequency of current mode logic. Apart

from injection-locked frequency divider, quadrature injection-locked oscillators are excep-

tional candidates that can be employed in the low-power high-performance quadrature clock

generators [17, 18, 19, 20, 21, 22]. Injection-locked oscillators can also be found in the wire-

line communications, e.g. reducing timing jitter and clock deskew [23, 24, 25, 26, 27, 28].

Among these applications, the majority is the LC tank based oscillators due to their better

noise performance and lower power dissipation. Moreover, there are some other kinds of

oscillators for different applications, such as ring oscillators and relaxation oscillators.

Owing to their sensitivity to temperature variation and supply voltage fluctuation,

non-harmonic oscillators such as relaxation oscillators are widely used in passive wireless

microsystems (PWMs) such as implanted medical devices, embedded sensors, and radio-

frequency identification tags to generate system clocks that control both the operation of

PWMs and their communications with base stations. A stringent frequency requirement

for the system clock exists. For example, EPC radio-frequency identity protocols class-1

generation-2 UHF RFID protocols require that the accuracy of the frequency of the backscat-

tered data be bounded by ±4% [29]. Arising from the effect of process spread, supply voltage

fluctuation, and temperature variation (PVT), the frequency of these oscillators exhibits a

large degree of uncertainty. For example, the variation of the frequency of a free-running

oscillator can be as large as ±20% [30]. The uncertainty of the frequency of the system clock

of PWMs is further escalated due to the fact that these systems are usually fabricated using

low-cost CMOS technologies, which typically have a high degree of process spread. Cali-

brating the system clock of PWMs prior to their operation is required to ensure the proper

operation of PWMs. The effect of supply voltage fluctuation and temperature variation can

be compensated using bang-gap circuits [31, 32], their effectiveness is largely hindered by

the limited power resources of PWMs, which severely limits the degree of the complexity of

compensation circuitry subsequently their performance. Although a number of techniques
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such as digital trimming [33] and phase-locked loops [34] were used to perform the remote

calibration of system clocks, both suffer from a long calibration time and high power con-

sumption. Injection-locking that offers the intrinsic advantage of fast-locking, high frequency

accuracy, small fluctuation in power flow, and improved phase noise performance emerged

as a power-efficient method to calibrate the system clock of PWMs. Both the carrier [35]

and envelope [36] of the signal from the base station were used as injection-locking signals.

Injection-locking was also used in calibration of power oscillators for inductive power links

[37], the fine frequency tuning of quadrature oscillators [38], self-cascade body-coupled os-

cillators for biomedical temeletry [39], wake-up receivers for wireless body area networks

[40], and FSK transceivers for body sensor networks [41], to name a few. Because the maxi-

mum emission power from the base station is regulated, for example, in both EPC and ISO

18000-4, it is 4 watts EIRP (Equivalent Isotropically Radiated Power) and RF power drops

quadratically with the distance between transmitters and receivers, the voltage generated

by the antenna of PWMs for injection-locking is rather low. As a result, the success of

injection-lock based remote frequency calibration is critically determined by the lock range

of oscillators. Oscillators with a large lock range are highly desirable.

The other part that determines the performance of the transceivers is the architecture

of the RF transceivers. Fig. 1.1 shows three possible architectures of the receivers. The most

widely used architecture in RF world that has been for many decades is the super-heterodyne

receiver, invented by Armstrong in 1917 [42]. It needs two analog mixers to complete two

stages frequency translation, in which, at the first stage RF is translated to IF, and then in

the second stage it is from IF to baseband signal. The diagram of this receiver is illustrated

in Fig. 1.1(a).

In the super-heterodyne receiver, the incoming signal is selected by the high-Q band-

selected filter and then amplified by the low-noise amplifier (LNA). To reject the strong

signals in order to avoid blocking of the receiver, such a filter must be designed to have

very high Q-factor, e.g. Q is larger than 100 for digital TV broadcasting. The discrete

components, Surface Acoustic Wave (SAW) filters, are more common to be employed to

meet the stringent requirements. An image rejection filter (IMF) is indispensable to be
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Figure 1.1: Three receiver architectures: (a) Super-heterodyne receiver, (b) Zero-IF receiver,
and (c) SDR receiver.

inserted between LNA and Mixer to filter out the image signal. The signal at the output of

the mixer is translated to a lower frequency, where analog or digital processing is easier to

perform. A channel selection filter (CHF) performs channel selection at the IF. The last stage

is to ensure that the desired signal is in baseband following by an analog-to-digital converter

(ADC) to eventually quantize analog signal [43, 44, 45, 46]. Although the super-heterodyne

receivers are quite successful because of their simple structure and high selectivity, they

suffer from several drawbacks, e.g. less attractive for highly integrated receiver because of

external filters, extra rejections for image signals and impedance matching network in the

intermediate stage requiring more design effort.

To eliminate the extra image rejection filters, zero-IF receivers is then proposed in

Fig. 1.1(b). The key concept of this type receiver is to make LO’s frequency same as

RF signal, converting modulated RF signal to DC directly, thereby resolving image signal
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problem. The selected RF signal is multiplied by I/Q clock, generated from quadrature

LO, to allow the receiver to choose high-side or low-side injection [47, 48, 49]. In [49],

an ultra wide band receiver to cover frequency, 3 - 10 GHz, was presented. A LNA with

embedded notch filter, providing average -25 dB gain over wide frequency band, with tuning

capability to attenuate other interferences was introduced. One step frequency translation

and unnecessary image rejection filters are the major benefits of zero-IF receivers. However,

the unavoidable drawbacks, e.g. DC offset errors because of LO-self mixing, LO leakage due

to parasitic paths, intrinsic flicker noise of MOSFET transistors adding on top of the desired

signal and I/Q mismatch [2, 50], existing in this architecture are still concerns.

The rapid advance of CMOS technologies has reached the level that analog RF sys-

tems can be implemented in such a way that sampled-data and digital signal processing

techniques that traditionally championed in low-frequency applications can be utilized in

design of RF front-end to reduce cost, improve performance, and enhance reconfigurability.

Therefore, the optimal receiver with maximum flexibility and lowest cost for a receiver can

be realized by pushing ADC towards antenna, Fig. 1.1(c). The RF signal will be directly

sampled and quantized through ADC, introducing baseband digital signal processing into

RF. The ADC must be very linear and is capable to deal with large variation of signal range.

Unlike analog mixers, the frequency translation can be done in digital domain, minimizing

phase and gain error over wideband, which is the inherent obstacle in analog mixers. Such a

concept, defined as software-defined radio (SDR) and was first proposed by Mitola in 1995

[51], and become more important recently. The importance of this architecture also stems

from more complex spectrum planning, which was specified by different organizations (ITU,

IEEE, 3GPP and etc.). Fig. 1.2 shows a couple of examples in the spectrum of 50 MHz to

4 GHz, including short-range communication standards RFID, mobile digital TV standard

DVB-T, cellular standards GSM, UMTS, and LTE, and the wireless networking standards

Wi-Fi and WiMAX.

However, design such an ADC, meeting all the requirements, become more challenge.

For example, ADC, applying to SDR receiver directly, must have sufficient dynamic range

and handle both low and high power signals without any high-Q filtering [52]. As a result,
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Figure 1.2: Spectrum allocation for wireless communications.

unacceptable power dissipation, usually in Watts, overwhelms benefits of the architecture.

In comparison with pushing ADC towards antenna, as transceivers can be loosely partitioned

into RF analog front-end and digital back-end with the digital back-end fully programmable,

to have reconfigurable RF analog front-ends is more attractive.

1.2 Motivation and Objectives for Injection-Locked Os-

cillators

1.2.1 Injection-Locked Active Inductor Oscillators

The oscillators that are employed in data communications over wireless systems are

typically LC oscillators with spiral inductors or transformers, owing to the stringent phase

noise requirements. On the other hand, LC oscillators suffer from small lock range without

paralleling a number of varactors due to the passive components, e.g. passive inductors and

capacitors, which also lead to large silicon consumption. One way to combat these problems

is to use active devices, which provide a large tuning range of impedance, to substitute the

passive devices, especially the large inductors are replaced with active inductors (AI), and

varators are removed thereby saving a large amount of silicon area. Active-inductor-based

oscillators, however, exhibit poor noise performance attributed to the more noisy devices

being used. [53] showed that phase noise of an injection-locked oscillator can be reduced to

the level comparable to that of the injecting signal in the lock state. The ability to lower

the phase noise of injection-locked active inductor oscillators (ILAIO) to the level of the

external ”clean” signal and the large frequency tuning range make active inductor oscillators

particularly attractive for injection-locked frequency dividers [54, 55, 13, 56, 57, 58]. Also
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the relative poor phase noise of injection-locked active inductor oscillators is not of a critical

concern for some applications, e.g. phase shifters [59] and limiting amplifiers [60].

The analytical study of phenomenon of injection locked oscillators was first presented

by Adler [61]. Later Razavi derived the well-known equations of lock range for CMOS

oscillators in [53] by making use of a phasor domain approach. Recent published papers

[62, 63, 64], using different approaches to explain the locking process, continue to disclose

new findings. None of them, however, can be applied to the injection-locked active inductor

oscillators thereby deeply exploring the lock range. The mechanism of why ILAIOs provide

large lock range is still unclear although it has been reported in many publications. Therefore,

there is no doubt that the need to explore the relation between the lock range and the active

inductor oscillator is of interest.

In this dissertation these issues will be resolved by exploiting 1) the intrinsic relation

between the lock range and the injection-induced variation of the impedance of LC tank,

2) the lock range of injection-locked active inductor oscillators attributed to both the low

quality factor and the large injection-induced variation of impedance. In addition, a simple

but effective approach to derive the expression of the lock range will be presented.

1.2.2 Injection-Locked Non-Harmonic Oscillators

The preceding introduction for different applications of injection-locked oscillators

will eventually come to the most widely studied subject: How to increase the lock range of

injection-locked oscillators. A number of novel design techniques emerged to increase the

lock range of injection-locked LC frequency dividers. Chang et al. showed that the lock

range can be increased if the dc component of the voltage of the output of the oscillator

is used to tune the varactor of the oscillator [65]. This is essentially a varactor-tracking

technique that automatically forces the varactor voltage to track the control voltage of the

oscillator so as to achieve an effective large lock range even though the absolute lock range

of the oscillator is not increased. Since the lock range of injection-locked LC oscillators is

inversely proportional to the quality factor of the oscillators, lowering the quality factor of

the oscillators will effectively increase the lock range. Both series resistance [66] and shunt
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resistance [67] methods emerged to achieve this. To increase the lock range, the strength of

internal locking signals that actually mixes with the output of the LC tank and determines

the lock range must be maximized. Wu and Hajimiri showed that although the strength

of an external injection signal is high, its strength is severely attenuated by the parasitic

capacitances of the path over which the actual locking signal is generated. As a result, only a

small lock range can be achieved in spite of a strong external injection signal [68]. To combat

this, the internal locking signal must be maximized prior to mixing. Inductive series-peaking

[69], sub-threshold mixing [10], and transformer positive feedback [70] have been proposed

for this purpose. To determine the lock range of ring oscillators, a time-domain approach

was given in [71]. Although a ring oscillator can lock to a locking signal injected to only one

node of the oscillator, a larger lock range can be obtained if the locking signal is injected

into the multiple stages of the oscillator simultaneously [72, 73]. The lock range can be

further increased if the phase of each of the multiple injections is properly chosen [69, 74].

Jin et al. showed that the lock range of injection-locked ring oscillators can be improved

by employing a feedback resistor between the input and output of the oscillators [75]. The

inserted resistance effectively lowers the quality factor of the oscillators so as to boost the lock

range. Injection-locked relaxation oscillators were also studied in [76, 77, 78]. Soltani and

Yuan showed that integrating feedback that integrates the difference between the frequency

of the injection-locking signal and that of relaxation oscillators improves lock range [36].

The preceding narrow-band techniques for lock range enhancement of LC oscillators

are not applicable to non-harmonic oscillators due to the fact that an infinite number of

frequency components exist at the output of non-harmonic oscillators whereas only a single-

frequency component exists at the output of LC oscillators. The latter permits the use of

impedance peaking techniques at a selected frequency and location to maximize the effective

internal locking signal so as to achieve a large lock range. Although ring oscillators in several

designs have been demonstrated to be able to yield a larger lock range, an in-depth study

of the mechanism and factors that determine the lock range of non-harmonic oscillators

and methods that increase the lock range of these oscillators are critically needed but not

available yet.
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In this dissertation, the missing points will be added in the following chapters, includ-

ing 1) an analytical treatment of the intrinsic relation between the phases of the multiple

injection signals, which is essential in design of non-harmonic oscillators with multiple in-

jections in order to yield a large lock range, 2) the intrinsic relation between the lock range

of non-harmonic oscillators with single injection and that with multiple injections, though

fundamentally important in understanding why non-harmonic oscillators with multiple injec-

tions can yield a large lock range, and 3) a comprehensive study of lock range for single-tone

and multi-tone injections for non-harmonic oscillators, which was not appeared in any pub-

lications.

1.3 Motivation and Objectives for Charge-Domain Sam-

pling Circuits with Tunable Band-Pass Filter

To handle different requirements for signal bandwidths and data rates, the most of

commercial transceivers are often realized either by integrating multiple silicon component

cores optimized for individual wireless standard on the same substrate or be packaging mul-

tiple silicon chip sets. Both approaches are costly. In addition, they provide inflexibility in

coping with new standards in wireless communications. To overcome it, a number of design

techniques have emerged for silicon implementation of SDR. Among them, charge-domain

windowed sampling that provides an inherent sinc low-pass characteristic with FIR filtering

to attenuate unwanted channels, suppresses the fold-over of broadband noise to the desired

baseband, and nulling out aliasing interferences while exhibiting a low sensitivity to clock

jitter and consuming less power is a promising technique [79]. Muhammad and Staszewski

showed that IIR filtering from the recursive operation of a history capacitor(charge residual)

and rotating capacitors(charge shared) provide an additional 20 dB stop-band attenuation

[80, 81]. However, it can only be applied to the bluetooth frequency band. By changing

the sampling frequency, the ratio of the capacitance of the history capacitor to that of the

rotating capacitors, and the number of the rotating capacitors, the characteristics of built-in

low-pass and anti-aliasing filter can be made programmable [82, 83]. Unfortunately, these
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designs are less attractive because of the necessary of the external pre-selection for the sup-

pression of out-of-band interferences. The active integrators employed in the designs also

degrade the noise figure and linearity. Because a channel typically occupies a frequency

band rather than a single frequency, the suppression of unwanted tones provided by these

filters in the neighbor of the nulls is often insufficient [84, 85]. Increasing the sampling fre-

quency, though improving the suppression of unwanted tones in the vicinity of the nulls to

a certain extent, increases power consumption. Mrizaei et al. showed that anti-aliasing and

low-pass filtering from charge-domain windowed sampling can be improved simultaneously

by employing sinc2 filtering [52, 74, 86]. Yoshizawa and Iida proposed a wide-band charge-

domain baseband filter [87]. However, fixed-centre-frequency band-pass filter is still required

in those receivers, making charge-domain sampling circuits less attractive for the increasing

complexity of frequency bands. Recently, N-path filters widely popular in switched-capacitor

band-pass filters have attracted a great interest to realize programmable high-Q band-pass

filters [88, 89, 90]. The tunable center frequency and bandwidth, low cost, and full compat-

ibility with digital CMOS make these filters particularly attractive for SDR. The common

issue for the presented design is the lack of sufficient attenuation for the undesired signal

accompanying with wanted signal deteriorates signal-to-noise ratio(SNR). In particular if

the aliasing signal is on top of the desired signal, there is no doubt that the sensitivity of the

receiver is lowered. The worst case is a large out of band or in band interference will block

the receiver, severely degrading the performance of the overall RF communication system.

In this dissertation, the lack of filtering functions will be tackled by proposing new

architectures, including 1) a new charge-domain quadrature downconversion circuit with

a tunable band pass filter, 2) a new charge-domain sampling circuit with high-order FIR

filter embedded. The sufficient study of principles of periodic impulse sampling, periodic

windowed sampling, and periodic N-path windowed sampling will also be provided. Detailed

mathematical treatments of charge-domain windowed samplers will be given.
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1.4 Contributions

The original contributions of the dissertation are summarized in this section.

1.4.1 Injection-Locked Oscillators

In this dissertation, the indispensable mathematical treatments for enlarging the lock-

range of the ILAIOs are given, exploring the mechanism of how ILAOs are able to offer large

lock range thereby providing a clear guidance of deigning ILAIOs. In addition, a systematic

and in-depth investigation for the injection-locked non-harmonic oscillators are completed.

Several approaches are proposed to widen the lock range of non-harmonic oscillators, mak-

ing them particularly attractive for applications such as PWMs where the accuracy of the

frequency generated from the local oscillator is heavily affected by PVT. The contributions

are listed as below:

1. Formalized the intrinsic relation between the lock range and the injection-induced

variation of the impedance of LC tank.

2. Explored the mechanism of enlarging the ILAIOs.

3. Proposed a simple but effective approach to analyze the injection-locked oscillators.

4. Proposed a new approach to widen the lock range of the injection-locked non-harmonic

oscillators.

5. Formalized the impacts on the lock range from different phase and tones of injections.

Extensive simulation results associated with the injection-locked active inductors and

non-harmonic oscillators are presented.

1.4.2 Tunable Band-Pass Filter Embedded Charge-Domain Sampling Circuits

A novel sampling mixer with programmable centre frequency of the band-selection

filter and -3 dB frequency of the anti-aliasing filters are proposed, providing a large freedom
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of selection of any frequency band signals without using discrete components. The time-

interleaved structure are utilized to achieve the optimal aliasing rejection. And the -3 dB

frequency is controlled by the sampling clock. The contributions include:

1. Proposed a novel architecture for software-defined radio.

2. Proposed a high-order embedded FIR filter in the sampling circuit.

3. Completed a in-depth study of periodical N-path sampling and charge-domain sam-

pling.

4. Provided a unique noise analysis for the new architecture.

The detailed mathematical analysis and circuit simulation results of the proposed

circuits are given. The layout and on-chip wafer measurement results of the circuits are

provided.

1.5 Thesis Organization

The rest of the thesis is organized as follows:

• Chapter 2 presents a systematic study for the injection-locked active inductor os-

cillators. In the mean time, an novel approach to analyze the lock range of the

injection-locked oscillators is also provided. The relation between the lock range and

the impedance variation of active inductor oscillators is given.

• Chapter 3 presents a detailed investigations on injection-locked non-harmonic oscilla-

tors. The lock range of multiple multi-tone injection-locked oscillators is formalized.

An example, relaxation oscillator, is used to verify the findings.

• Chapter 4 presents a low-power tunable band-pass filter embedded quadrature down-

conversion sampling circuit for SDR. In this chapter, mathematical derivation for the

sampling network is provided and circuit implementation is shown.
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• Chapter 5 presents an alternative charge-domain sampling circuit with high-order sinc

filter embedded. The circuit implementation is given, accompanied with simulations

and measurements.

• Chapter 6 draws conclusions and brings some future research directions.
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Chapter 2

Injection-Locked Active Inductor Oscillators

In this chapter, the lock range of injection-locked active inductor oscillators is derived

in analogous to the analysis of oscillators in a linear feedback system. Making use of this

novel approach, the relation between injection ratio and impedance variation of injection-

locked oscillators and lock range is analyzed analytically. The remaining of the chapter is

organized as the follows: This chapter starts from introduction of injection-locked oscillators

in Section 2.1. It is followed by a brief description of active inductor oscillators in Section 2.2.

A study of lock range for LC tank oscillators is given in Section 2.3. Section 2.4 explores the

intrinsic relation between lock range and impedance variation of injection-locked oscillators.

A case study is presented in Section 2.5. A summary is provided in Section 2.6.

2.1 Injection-Locked Oscillators

Ho

Vin Vout

Figure 2.1: A feedback system.

A typical feedback system with unity loop gain is illustrated in 2.1, the transfer

function is given as
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Vout
Vin

(jω) =
Ho(jω)

1 +Ho(jω)
(2.1)

Unlike an amplifier with negative feedback, which is often to set enough phase margin at the

unity-gain frequency to make the feedback stable, in the self-sustaining autonomous system,

a unstable negative feedback is desired. From 2.1, if Ho(jωo)=-1, the loop gain approaches

infinity. A noise component at ωo experiences a total gain of unity and a phase shift of 180◦,

returning to the subtractor as a reversed input signal. The output of subtractor becomes

larger and continuous to grow. As a result, an oscillating signal is obtained. In general, if a

negative-feedback system with loop gain satisfies ”Barkhausen criteria”.

|Ho(jωo)| ≥ 1

∠Ho(jωo) = 180◦
(2.2)

the feedback system may oscillate at ωo.

In an ideal ”LC tank” circuit, a charged capacitor is connected to an inductor, this

charge will flow back and forth between the inductor and capacitor, causing voltage across

the capacitor to oscillate at the frequency of ωo=1/
√
LC. In other words, the impedance of

the inductor and the capacitor are equal and opposite, resulting open-circuit at ωo ideally. In

reality, real inductor and capacitor are always associated with parasitic resistances in which

partial energy is absorbed, yielding a decayed waveform. To maintain oscillation, negative

resistances are placed in the tank to compensate the parasitic resistances. Such a circuit

configuration is given a name as cross-coupled LC oscillator [91]. If an incident signal, Iinj,

operating at ωinj, is injected into the tank, the tank is under perturbation, which is so called

injection process, as shown in Fig. 2.2.

As the injection signal is increased from weak to relatively strong, and the frequency

of the injection signal is close enough to ω0, the output of the oscillator is starting to be
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Figure 2.2: Injection locked procedure represented in simplified spectrum diagram.
(a)Unlocked, (b) Fast beat, and (c) Locked.

pulled towards the injection signal and eventually is synchronized with it. The condition for

the synchronization was first examined by Alder [61] in 1946.

E1

E
= 2Q

∆ω

ω0

. (2.3)

Where E1 and E are the impressed voltage and the oscillating voltage respectively. Q denotes

the quality factor of the tank. ω0 and ∆ω are free-running frequency and the maximum

difference between the frequency of the injection signal and the free-running frequency of

the oscillator over which a lock state can be established. Although the pioneering work

of Adler on injection-locking in oscillators has been widely accredited, the phasor domain

treatment of the injection-locking and pulling of oscillators by Razavi provides the much
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needed insight of the locking and pulling processes of oscillators under injection [53].

∆ω =
ωo
2Q

Iinj
Io

1√
1−

(
Iinj
Io

)2
(2.4)

where Iinj is the amplitude of the injection current, and Io is the amplitude of the current

of the LC tank. If Iinj�Io, i.e. weak injection, (2.4) is simplified to

∆ω≈ ωo
2Q

Iinj
Io
. (2.5)

It is seen from (2.5) that the lock range of the oscillator is directly proportional to the

strength of the injection signal and inversely proportional to the current and quality factor

of the LC tank.

2.2 Active Inductor Oscillators

CMOS active inductors are active networks that consist mainly of MOS transistors.

As compared with their spiral counterparts, CMOS active inductors offer many advantages,

e.g. a large amount of silicon area saving, large and tunable inductance and more compatibil-

ity with digital CMOS technologies [92]. Passive capacitors may be added in the circuits to

change frequency. Sometimes resistors are used as feedback elements to improve performance

of active inductors. When the active networks are biased properly, the networks exhibit an

inductive characteristic at a specific frequency range. Fig. 2.3 shows an active inductor

network, where C1 and Go1, C2 and Go2 denote the total capacitances and conductances at

nodes 1 and 2 respectively.

The admittance looking into port 2 of the network is shown as:
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Figure 2.3: Single-ended active inductor.

Y =
Iin
V2

= sC2 +Go2 +
1

s
(

C1

Gm1Gm2

)
+ Go1

Gm1Gm2

.
(2.6)

(2.6) can be represented by equivalent RCL circuit in Fig. 2.3 with its parameters given by

Rp = 1
Go2

Cp = C2

Rs = Go1
Gm1Gm2

L = C1

Gm1Gm2
.

(2.7)
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It can see from (2.7), the resonant frequency is ω0 =
√

(Gm1/C1)(Gm2/C2). And also the

tuning range of the inductance is determined by C1, Gm1 and Gm2, which in general Gm1,2

is controlled by DC biasing voltage. Fig. 2.4 lists some of examples. In Fig. 2.4(a), Wu

current reuse active inductor will be used to construct an oscillator for the rest of study [93].

Fig. 2.4(b) use NMOS and PMOS to form an inductor [94]. The simplest active inductor

[95] is illustrated in Fig. 2.4(c).

M2

M1

M3

Vin

( a )

M1

M3

M2

M4
Vb1 Vb2

Vb1

Vb2
Vin

( b )

Vin

M1

( C )

R

Figure 2.4: Examples of active inductors. (a) Wu current reuse active inductor , (b) Lin
active inductor , and (c) Hara active inductor

.

2.3 Lock Range of Generic LC Oscillators

Consider the simplified schematic of an injection-locked LC oscillator shown in Fig.

2.5(a). The inverting buffer is needed in order to satisfy Barkhausen criteria. Let Iinj

denote the injection signal and ZT denote the impedance looking into the LC tank. Since

Io + IT = Iinj and Io = −gmZT IT where gm is the transconductance of the transistor, the

injection-locked oscillator can be represented by the familiar block diagram used in control

systems shown in Fig. 2.5(b) with Iinj the input, IT the output. Note that Fig. 2.5(b)

is a linear system when locked. When the injection signal is absent, the oscillator is an

autonomous system that oscillates at ωo, the self-resonance frequency of the LC tank.

When a sinusoidal signal of frequency ωinj = ωo + ∆ω is injected and the oscillator is

locked to the injection signal, it will oscillate at ωo + ∆ω. Since ωinj 6=ωo, the impedance of
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R

Figure 2.5: (a) Injection-locked oscillators. (b) Block diagram of injection-locked oscillators.

the LC tank at ωo + ∆ω will deviate from its value at ωo, as illustrated graphically in Fig.

2.6. Clearly

ZT (ωo + ∆ω) = ZT (ωo)−∆ZT (2.8)

where ∆ZT is the injection-induced impedance variation of the LC tank. Since ∆ω is caused

by Iinj, ∆ZT is also a function of Iinj. Further, since ∆φ and ∆ZT are determined by

Barkhausen criteria for oscillation, the same amount of phase and impedance variation is

required to satisfy Barkhausen criteria regardless whether the quality factor of the LC tank

is high or low. As a result, for the same injection signal, the high the quality factor of the

LC tank, the smaller the frequency variation ∆ω, as illustrated graphically in Fig. 2.6.

Now let us consider the control system of Fig. 2.5(b). When the oscillator is locked

to the injection signal, it will oscillate at ωo + ∆ω and

Io(ωo + ∆ω) =
Ho(ωo + ∆ω)

1 +Ho(ωo + ∆ω)
Iinj(ωo + ∆ω). (2.9)

Note that in (2.9) the oscillating frequency is explicitly stated as we are only interested in

the behavior of the oscillator in the lock state. Assume that ∆ω�ωo, which is often the
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Figure 2.6: Impedance of the LC tank of injection-locked LC oscillators.

case, the first-order approximation

Ho(ωo + ∆ω)≈Ho(ωo) +

[
∂Ho(ω)

∂ω

]
ωo

∆ω (2.10)

can be utilized to simplify (2.9)

Io(ωo + ∆ω)≈ Ho(ωo + ∆ω)

1 +Ho(ωo) +

[
∂Ho(ω)

∂ω

]
ωo

∆ω

Iinj(ωo + ∆ω). (2.11)

The first-order approximation is only valid if the injection is weak. Since the injection signal

is absent, 1 +Ho(ωo) = 0, i.e. Barkhausen criteria, (2.11) is simplified to

Io(ωo + ∆ω)≈ Ho(ωo + ∆ω)[
∂Ho(ω)
∂ω

]
ωo

∆ω
Iinj(ωo + ∆ω). (2.12)

Focusing on the amplitude only

|Io(ωo + ∆ω)| ≈ |Ho(ωo + ∆ω)|∣∣∣∂Ho(ω)
∂ω

∣∣∣
ωo
|∆ω|

|Iinj(ωo + ∆ω)|. (2.13)
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Given Ho(ω) = Aejφ, we have

∂Ho(ω)

∂ω
=

(
∂A

∂ω
+ Aj

∂φ

∂ω

)
ejφ (2.14)

As |A(ωo)| = 1 because of 1 +Ho(ωo) = 0,

∣∣∣∣∂Ho(ω)

∂ω

∣∣∣∣
ωo

=

√(
∂A

∂ω

)2

+

(
∂φ

∂ω

)2

(2.15)

Making use of the definition of the quality factor [96]

Q =
ωo
2

√(
∂A

∂ω

)2

ωo

+

(
∂φ

∂ω

)2

ωo

(2.16)

We arrive at ∣∣∣∣∂Ho(ω)

∂ω

∣∣∣∣
ωo

=
2Q

ωo
. (2.17)

Substituting (2.17) into (2.13)

|Io(ωo + ∆ω)|≈|Ho(ωo + ∆ω)|
2Q

ωo
|∆ω|

|Iinj(ωo + ∆ω)|. (2.18)

Further from Fig. 2.5,

|Io(ωo + ∆ω)| = |Ho(ωo + ∆ω)||IT (ωo + ∆ω)| (2.19)

equating (2.18) and (2.19) yields

|∆ω| = ωo
2Q

∣∣∣∣Iinj(ωo + ∆ω)

IT (ωo + ∆ω)

∣∣∣∣ . (2.20)
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It is of interest to comment above results :

1. When the injection is weak, i.e., Iinj � Io, Io≈IT follows. As a result, (2.20) is the same

as (2.5). Note that the latter was derived in a simple but efficient way in comparison

with the approaches used in the previous published papers.

2. The preceding results are derived on the condition that the oscillator is locked to the

injection signal. |∆ω| quantifies the maximum frequency deviation from ωo upon which

lock holds. It is therefore the lock range of the oscillator for given Iinj.

3. (2.20) is only valid when (2.10) holds. This typically occurs when the amplitude of

the injection signal is small with respect to the Io. This agrees well with the condition

upon which (2.5) was derived.

4. Since |∆ω| = |ωinj − ωo|, the lock range is only symmetrical if IT (ωo + ∆ω) = IT (ωo −

∆ω), otherwise, asymmetric lock ranges exist. As the ratio of injection current to

oscillator current increases, this condition will no longer be valid. This is especially

true for low-Q oscillators, such as active-inductor oscillators [97]

5. A small Q will result in a large lock range. This echoes early findings on the relation

between the impedance variation and Q of the LC tank in Fig. 2.6.

2.4 Lock Range and Tank Impedance Variation

It was pointed out earlier that the injection signal causes the variation of the impedance

of the tank. This observation reveals that an intrinsic relation between the injection signal

and the variation of the impedance of the resonant tank exists. To quantify the relation

between the injection signal and the variation of the impedance of the tank, consider Fig.

2.7. In Fig. 2.7(a), a current Iinj of frequency ωo+ ∆ω is injected to node 2 of the oscillator.

The oscillator is locked to the injection signal and oscillates at ωo + ∆ω. In Fig. 2.7(b), the

effect of the injection signal on the oscillator is represented by the variation of the impedance

of the LC tank (assume gm-cell is constant). Note that Fig. 2.7(a) is a forced oscillator while
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Fig. 2.7(b) is a free-running oscillator, in which the impact of the injection signal has been

merged into the LC tank, denoting by δZ.

IT a,

Io a,

ZT

-1

Iinj

2
gm

Z Z+DT

( ) ( )a b

IT b,

Io b,
-1

Iinj

2
gm

Figure 2.7: (a) Injection-locked oscillators. (b) Equivalent circuit of injection-locked oscil-
lators. The dotted line represents the real injection signal, which has been merged into the
variation of the LC tank.

Fig. 2.7(a) and Fig. 2.7(b) are said to be equivalent only if the voltages at node 2

of the two systems are identical. Since V2,a = ZT (Iinj − Io,a) and V2,b = (ZT + ∆ZT ) (−Io,b)

where ZT is evaluated at ωo + ∆ω, from V2,a = V2,a, we have Io,a = Io,b = Io. As a result,∣∣∣∣∆ZTZT

∣∣∣∣ =

∣∣∣∣Iinj(ωo + ∆ω)

IT (ωo + ∆ω)

∣∣∣∣ . (2.21)

(2.21) reveals that the effect of the injection signal can be quantified by the variation of the

impedance of the tank. Substituting (2.21) into (2.20) yields

|∆ω| = ωo
2Q

∣∣∣∣∆ZTZT

∣∣∣∣ . (2.22)

The preceding results are commented as :

1. For passive LC oscillators, since the quality factor of varactors is typically much

higher(minimum Q is 80 in IBM CMRF8SF 130 nm technology) as compared with

that of spiral inductors(maximum Q of differential inductor is 25 in IBM CMRF8SF

130 nm technology), the quality factor of passive LC tanks is dominated by that of

the spiral inductors. Since passive LC tanks exhibit a large quality factor as compared
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with that of active inductors, injection-locked passive LC oscillators have a small lock

range while that of active-inductor oscillators have a large lock range.

2. The larger the normalized variation of the tank impedance induced by the injection

signal, the larger the lock range. For spiral LC oscillators, since the effect of the

injection signal on the capacitance of the varactors of these oscillators is small, ∆ZT/ZT

is small as well. As a result, the lock range of these oscillators is small. This is in

addition to the effect of the high quality factor of passive LC tanks, which also gives

rise to a small lock range.

3. The inductance of active inductors varies with the injection signal especially when the

injection signal is strong, ∆ZT/ZT of active inductors is large. As a result, active-

inductor oscillators exhibit a large lock range. This is on top of the effect of the low

quality factor of active inductors, which contributes to the large lock range of these

oscillators.

4. The symmetry of the lock range is clearly determined by the symmetry of |∆ZT |.

Since active inductors are gyrator-based whose operating points are bias-dependent

and injection signals affect the bias conditions, active-inductor oscillators will exhibit

more asymmetrical lock ranges.

5. For passive LC oscillators, an injection signal will cause the capacitor of the varactors

to change. For active-inductor oscillators, it is the inductance of the active inductors

that will change with the injection signal.

Consider an LC tank with its C changed to C + ∆C. Let ZRL = R||sL, where ”||” denotes

parallel connection. Since X̂c = 1/s(C + ∆C) = Xc −∆Xc, where ∆Xc = Xc (∆C/C) and

Xc = 1/sC. The impedance of the tank is obtained from

ẐT≈ZT
[
1 +

ZRL
(ZRL +Xc)Xc

∆Xc

]
(2.23)
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from which we arrive at

∆ZT≈
ZRLZT

(ZRL +Xc)Xc

∆Xc. (2.24)

Note that first-order approximation was utilized in derivation of (2.23). In a similar manner,

one can show that when L is changed to L+ ∆L, we have

∆ZT≈
ZRCZT

(ZRC +XL)XL

∆XL (2.25)

where ZRC = R||(1/sC), XL = sL, and ∆XL = XL (∆L/L). The preceding results demon-

strate that ∆ZT is directly related to ∆C or ∆L.

2.5 Comparison of Injection-Locked LC Oscillators and

Active Inductor Oscillators

In this section, it will be given that ∆C of injection-locked passive LC oscillators

or ∆L of injection-locked active-inductor LC oscillators are indeed caused by the injection

signal. Two oscillators are designed running at 2.4 GHz for the comparison purpose.

Vb
M3

M1 M2M4 M5

vinj+ vinj-

Vc
C1 C2

L1 L2

vo- vo+

1 2

Figure 2.8: Injection-locked passive LC oscillator. C1 and C2 are accumulation MOS varac-
tors. Circuit parameters : W1,2 = 10µm; W3 = 15µm, W4,5 = 1µm, Vc = 1.2 V, Vb = 0.66 V,
Ids3 = 1.42 mA.
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Passive LC Oscillators

Consider the injection-locked passive LC oscillator in Fig. 2.8. Assume that the variation

of the capacitance at nodes 1 and 2 is dominated by change of the capacitance of the

varactors. Let the voltage across varactor C1 be Vc1 = V − Vc + ∆V , where V is the dc

voltage of node 1, and ∆V is the variation of the voltage across C1 due to both injection

and oscillation. Similarly, the voltage across C2 is given by Vc2 = V − Vc − ∆V . The

corresponding capacitances of varactors 1 and 2 are given by C1 = C + ∆Cosc + ∆Cinj and

C2 = C−∆Cosc−∆Cinj, where C is the capacitance of the varactors in the dc steady state,

∆Cosc is the oscillation-inducted capacitance variation and ∆Cinj is the injection-induced

capacitance variation. Assume ∆Cosc,∆Cinj�C. The capacitance between nodes 1 and 2,

denoted by C12, is obtained from

C12 =
C

2

[
1− (∆Cosc + ∆Cinj)

2

C2

]
. (2.26)

From (2.26), it can be seen that the parentheses term indicates the variation of the overall

capacitance due to the injection signal and oscillation. Since the capacitance looking into the

negative resistor network and the capacitance of the injection transistors are rather constant,

the total capacitance variation at nodes 1 and 2 is largely reduced, resulting in a narrow lock

range.

Active Inductor Oscillators

Consider the injection-locked active inductor oscillator in Fig. 2.9 that employs Wu current-

reuse active inductors reported and shown in the shade area. Wu active inductor can

be represented by an RLC equivalent circuit with Cp = Cgs2, Rp = 1/gm2, Rs = (go2 +

go3)/(gm1gm2),and L = Cgs1/(gm1gm2), where gm and go are the transconductance and out-

put conductance of M1, respectively [92]. It is evident that L, Rp, and Rs of the active

inductor can be varied by adjusting the current of M1 and M2.

Since the current of M2 is constant, it is reasonable to assume that gm2 is constant.

As a result, Vg,2 = Vs,1 are also constant. gm1, however, varies with both oscillation and the

28



Figure 2.9: Schematic of injection-locked active-inductor VCO with Wu active inductors.
Circuits parameters :W1a,1b = 40µm, W2a,2b = 18.9µm, W3a,3b = 4µm, W4,5 = 10µm, W6 =
15µm, W7,8 = 1µm, Vb1 = 0.34 V, Vb2 = 0.48 V, Vb3 = 0.7 V, Ids3 = 131µA, Ids6 = 1.42 mA.

injection signal. Because ID1 = J1 + iinj + inr, where inr is the current of the negative resistor

and iinj is the injection current. Let VT = VTN = |VTP |, we have

gm1 = gm1,DC

(
1 +

iinj
J1

+
inr
J1

)
(2.27)

where gm1,DC = 2J1/(VSG1 − VT ) is the transconductance of M1 in the dc steady state. Let

i+nr = I + ∆I and i−nr = I − ∆I where I = J2/2. The inductance of the active inductor is

given by

L1 =
LDC

1 + I
J1

(
1

1 +
iinj+∆I

J1+I

)
(2.28)

where LDC = Cgs1/(gm1,DCgm2,DC). Similarly,

L2 =
LDC

1 + I
J1

(
1

1− iinj+∆I

J1+I

)
(2.29)
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Since active inductors L1 and L2 are connected in series, the inductance looking into nodes

1 and 2 is given by

L12 =
2LDC

1 + I
J1

[
1 +

(
∆I + iinj
J1 + I

)2
]
. (2.30)

The variation of the overall inductance is due to the injection signal and the oscil-

lation. Since iinj directly affect L12 while in the injection-locked passive LC oscillator, the

injection current impacts the capacitance of the varactors through the voltage of nodes 1

and 2, the injection signal will have a large impact on the inductance of the injection-locked

active-inductor oscillator subsequently a large lock range.

The passive LC tank oscillator shown in Fig. 2.8 and the active-inductor LC oscillator

shown in Fig. 2.9 are utilized to validate the results derived earlier. Simulations are done in

Cadence SpectreRF. The incident power of injection signal for both oscillators is a -18 dBm,

the ratio of Iinj/Io = 0.05 2.40205 GHz sinusoid with phase noise -126 dBc/Hz at 1 MHz

frequency offset.

Fig. 2.10 plots the phase noise of the passive LC oscillator. The phase noise of

the oscillator without injection-locking is -102 dBc/Hz at 1 MHz frequency offset and -124

dBc/Hz when locked.

Fig. 2.11 plots the phase noise of the active-inductor oscillator, simulated in Cadence Spectre.

The phase noise of the oscillator without the injection-locking reference is -70 dBc/Hz at 1

MHz frequency offset and is reduced to -118 dBc/Hz when locked.

To provide a fair comparison of the lock range, the negative resistors of the oscillators

are biased at the same level. The swing of the output voltage of the oscillators is also made

identical. Fig. 2.12 is dependence of the lock range on the injection signal. It is observed

that the lock range is directly proportional to the injection signal. This agrees well with the

theoretical results. Also observed is that the lock range of injection-locked active inductor

oscillator is much larger as compared with that of the injection-locked passive LC oscillator.

To demonstrate the larger lock rang of the active inductor oscillator is not only due to the

30



10
2

10
4

10
6

10
8

−180

−160

−140

−120

−100

−80

−60

−40

−20

0

Frequency (Hz)

P
ha

se
 N

oi
se

 (
dB

c/
H

z)

 

 
W/O Injection
Under Injection
Injection Reference

Figure 2.10: Simulated phase noise of passive LC oscillator Iinj/Io = 0.05.
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Figure 2.11: Simulated phase noise of active-inductor LC oscillator Iinj/Io = 0.05.

low quality factor but injection-induced impedance variation, the re-sized passive oscillator

by inserting series resistors to lower Q-factor, which is in the comparable level to the active

inductor oscillator, is simulated. The lock range of passive one is still less than the active

one.
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Figure 2.12: Simulated lock range.

Active inductor oscillators are low-Q systems. When injection ratio increases, not

only lock range will increase, the asymmetry of the lock range of these oscillators will also

becomes more prominent. This is evident in Fig. 2.13 where the positive and negative lock

ranges of the active inductor oscillator investigated in this paper are plotted. The asymmetry

of the lock range is evident.

2.6 Summary

In this chapter, an in-depth investigation of the lock range of injection-locked LC os-

cillators using a control system approach has been presented. The intrinsic relation between

the lock range of these oscillators and the injection-induced variation of the impedance of

the LC tank of these oscillators has been explored. The large lock range of injection-locked

active-inductor oscillators is attributed to both the low quality factor and the large injection-

induced variation of the inductance of active inductors.
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Figure 2.13: Asymmetry of the lock range of injection-locked active-inductor oscillator.
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Chapter 3

Multiple Multi-Tone Injection-Locked Oscilla-
tors

In general, Volterra series can be used to analyze a non-linear behaviour. In this

chapter, an approach similar to Volterra series is employed to explore the non-harmonic

injection-locked oscillators. The oscillators can be analyzed by applying a set of linear

circuits, having the same topology and element values but different inputs. The analytical

study of the lock range is also given in detail. The remaining of the chapter is organized as the

follows: Section 3.1 presents a simplified mode of injection-locked non-harmonic oscillators.

Section 3.2 investigates the single-tone and multi-tone injections for non-harmonic oscillators.

Section 3.3 gives an analysis for harmonic injection-locked oscillators with multiple injections.

Section 3.4 examines the non-harmonic injection-locked oscillators with multiple injections.

Section 3.5 shows the study of lock range of non-harmonic oscillators with multiple single-

tone injections. A relaxation oscillator is given as an example in Section 3.6. A study of lock

range of non-harmonic oscillators with multiple multi-tone injections is presented in Section

3.7, followed by simulations in Section 3.8. A summary is provided in Section 3.9.

3.1 Representation of Non-Harmonic Oscillators

The waveform of the output voltage of LC oscillators is sinusoidal whereas that of

non-harmonic oscillators is typically square-like. To capture the essence of non-harmonic

oscillators, assume that the output of these oscillators is a purely square wave such that it
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can be represented by a Fourier series with the fundamental frequency ωo = 2π/To where To

is the frequency of the oscillator. If the waveform of the output of the oscillator is shown in

Fig.3.1(a), then its spectrum will only contain the fundamental and odd harmonics. Since

the spectrum of the output of the oscillator only consists of a train of impulses at ωo, 3ωo,

5ωo, ..., the oscillator can be considered as the assembly of ideal harmonic oscillators whose

frequency spectrum only contains single tones at ωo, 3ωo, 5ωo, ... When the noise and loss

of the non-harmonic oscillator are considered, the square waveform of the non-harmonic

oscillator is replaced with those shown in Fig.3.1(b). In this case, the impulses are replaced

with skirts.

Figure 3.1: Waveform and spectrum of non-harmonic oscillators.

Neglect the loss and noise of the oscillator, the output of the non-harmonic oscillator

can be represented by

Io =
∞∑

n=1,3,...

Io,n(nωo)δ(ω − nωo) (3.1)

where δ(.) is the discrete-time impulse also known as the unit impulse [98]. Note that

δ(ω − ωo) = 1 if ω = ωo and 0 otherwise. The use of the discrete-time impulse enables us to

conveniently capture the multi-tone characteristics of the spectrum of Io(t).
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3.2 Representation of Injection-Locked Non-harmonic

Oscillators

3.2.1 Single-Tone Injection

When a single-tone signal Iinj(t), such as a sinusoid, is injected to a non-harmonic

oscillator with its frequency within the lock range of the non-harmonic oscillator for the

given injection strength, the frequency of the oscillator will be shifted from its free-running

frequency ωo to that of Iinj(t) and the oscillator is locked to Iinj. If Iinj(t) is a single-tone

at ωinj, it can be represented by

Iinj(t) = Iinje
jωinjt. (3.2)

When the non-harmonic oscillator is locked to Iinj(t), the frequency of the harmonic oscil-

lators representing the non-harmonic oscillator are changed to ωinj, 3ωinj, ..., accordingly.

This observation reveals that the single-tone input of the non-harmonic oscillator Iinj(t) will

affect the input of the representing harmonic oscillators. The injection-locked non-harmonic

oscillator with a single-tone injection at ωinj can therefore be equivalent to a set of injection-

locked harmonic oscillators with injections at ωinj, 3ωinj, ..., as shown in Fig. 3.2.

The preceding representation of an injection-locked non-harmonic oscillator with a

set of injection-locked harmonic oscillators bears a strong resemblance to Volterra series

analysis of nonlinear circuits. It is well understood that a nonlinear time-invariant circuit

can be represented by a set of linear time-invariant circuits called Volterra circuits that

have the same topology but distinct inputs determined by the nonlinearities of the circuits

[99, 100]. Similarly, it was demonstrated in [101, 102, 103] that a periodically nonlinear

time-varying circuit can be represented by a set of periodically linear time-varying circuits

of the same topology but different inputs set by the nonlinearities of the circuits. In both

cases, methods for analysis of linear systems such as Fourier transform can be applied to
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Figure 3.2: Representation of injection-locked non-harmonic oscillators with a single-tone
injection.

analyze nonlinear circuits. As a result, non-harmonic oscillators fall into the category of

periodically linear time-varying circuits.

3.2.2 Multi-Tone Injection

If the injection signal Iinj(t) is a multi-tone signal, such as a square wave of frequency

ωinj, it will contain multiple frequency components at frequencies nωinj, n = 1, 3,...(Assume

Iinj(t) has the waveform shown in Fig. 3.1). In this case, Iinj(t) can be represented by

Iinj(t) =
∞∑

n=1,3,...

Iinj,ne
jnωinjt. (3.3)

The impact of Iinj(t) on the oscillator can be analyzed by evaluating the effect of each fre-

quency component of Iinj(t) individually in a similar way as that with a single-tone injection.

This approach clearly is valid because although injection-locking is a nonlinear process, in the

vicinity of the lock state the injection-locked non-harmonic oscillator can well be represented

by a linear system.
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A short discussion associated with new definition of quality factor of harmonic oscil-

lators and some of related equations, which will be used for the lock range study of multiple

multi-tone injection-locked oscillators, are given as below. The definition of the quality fac-

tor of harmonic oscillators, (2.16), is extended to nth-order harmonic oscillators representing

the non-harmonic oscillator.

Qn =
nωo

2

√(
∂An
∂ω

)2

nωo

+

(
∂φn
∂ω

)2

nωo

. (3.4)

Assume that the injection signal Iinj(t) causes the frequency of a non-harmonic oscillator to

shift from its natural frequency ωo to ωo + ∆ω in the lock state with ∆ωo�ωo typically. If

the injection is a single-tone at ωinj, we will have ωinj = ωo + ∆ω in the lock state. If the

injection signal is a multi-tone, such as a square wave, with its fundamental frequency ωinj,

ωinj = ωo+∆ω will hold in the lock state. Using the first-order Taylor series approximation,

we obtain the loop gain of nth harmonic oscillator

Ho,n [n(ωo + ∆ωo)]≈Ho,n(nωo) +

(
∂Ho,n

∂ω

)
nωo

(n∆ω). (3.5)

Let Ho,n = Ane
jφn . Because

∂Ho,n

∂ω
= ejφn

[
∂An
∂ω

+ jAn
∂φn
∂ω

]
∂H∗o,n
∂ω

= e−jφn
[
∂An
∂ω
− jAn

∂φn
∂ω

] (3.6)

where the superscript * denotes the complex conjugate operator, we have

∂Ho,n

∂ω

∂H∗o,n
∂ω

=

(
∂An
∂ω

)2

+ A2
n

(
∂φn
∂ω

)2

. (3.7)
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Evaluating (3.7) at ω = nωo and noting that each harmonic oscillator satisfies Barhausen

criteria

1 +Ho,n(nωo) = 0 n = 1, 3, 5, ... (3.8)

where Ho,n(nωo) is the loop gain of nth harmonic oscillator, we arrive at

(
∂Ho,n

∂ω

∂H∗o,n
∂ω

)
nωo

=

(
∂An
∂ω

)2

nωo

+

(
∂φn
∂ω

)2

nωo

(3.9)

Making use of (3.4), (3.9) can be written as

(
∂Ho,n

∂ω

∂H∗o,n
∂ω

)
nωo

=

(
2Qn

nωo

)2

. (3.10)

(3.10) will be utilized in analysis of the lock range of non-harmonic oscillators.

3.3 Harmonic Oscillators with Multiple Injections

Consider the LC oscillator in Fig. 3.3 where Iinj1 and Iinj2 represent the two currents

injected at two different nodes of the oscillator.

The injection-locked oscillator in the vicinity of the lock state is represented by the block di-

agram shown in Fig. 3.3 with gm1 and gm2 the transconductance of M1 and M2, respectively.

Write KCL at the output nodes of the transconductors

Io2 = [(Io1 − Iinj1)ZL1] gm2

Io1 = − [(Io2 − Iinj2)ZL2] gm1

(3.11)

where ZL1 = sL1|| 1
sC1

and ZL2 = sL2|| 1
sC2

. Let Ho1 = gm2ZL1 and Ho2 = gm1ZL2, (3.11) can

be written as
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Figure 3.3: Injection-locked harmonic oscillators with multiple injections.

Io1 =

(
Ho1Ho2

1 +Ho1Ho2

)
Iinj1 +

(
Ho2

1 +Ho1Ho2

)
Iinj2.

Io2 =

(
Ho1Ho2

1 +Ho1Ho2

)
Iinj2 +

(
Ho1

1 +Ho1Ho2

)
Iinj1.

(3.12)

It is evident from (3.12) that the injection-locked oscillator can be represented by the

linear control system shown in Fig. 3.3. Eq.(3.11) can also be written as
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Io2 = Ho1Io1 −Ho1Iinj1,

Io1 = −Ho2Io2 +Ho2Iinj2.
(3.13)

When the injection signals are absent, we have Io1 = −Ho2Io2 and Io2 = Ho1Io1. Since Io1

and Io2 are out of phase with the same magnitude, we conclude

Ho1 = ejπ

Ho2 = −ejπ.
(3.14)

The results given in (3.14) are important as they will be used to quantify the contribution

of the double injections to the lock range of the non-harmonic oscillators.

3.4 Non-Harmonic Oscillators with Multiple Injections

Let us extend the control system presentation of harmonic oscillators with multiple

injections presented earlier to non-harmonic oscillators with multiple injections. Consider a

non-harmonic oscillator with injections Iinj1 and Iinj2. In the vicinity of the lock state, the

injection-locked oscillator is represented by the block diagram shown in Fig. 3.4.

Iinj1(t) affects the oscillator through Iinj1,1 at ωinj, Iinj1,3 at 3ωinj... and Iinj2(t) affects the

oscillator through Iinj2,1 at ωinj, Iinj2,3 at 3ωinj, ... The output of the non-harmonic oscillator

in the lock state is obtained from

Io =

[
Ho1Iinj1,1
1 +Ho1

+
Ho1Iinj2,1

Ho1,1(1 +Ho1)

]
δ(ω − ωinj)

+

[
Ho3Iinj1,3
1 +Ho3

+
Ho3Iinj2,3

Ho1,3(1 +Ho3)

]
δ(ω − 3ωinj)

+ ...

(3.15)
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Figure 3.4: Representation of injection-locked non-harmonic oscillators with multiple single-
tone injections.

where Ho1 = Ho1,1Ho2,1 and Ho3 = Ho1,3Ho2,3 are the loop gain of the first-order and 3rd-

order harmonic oscillators, respectively.

3.5 Lock Range of Non-Harmonic Oscillators with Mul-

tiple Single-Tone Injections

Assume that single-tone injection signals Iinj1(t) and Iinj2(t) of the same frequency

ωinj cause the frequency of a non-harmonic oscillator to shift from its natural frequency ωo

to ωinj = ωo + ∆ω in the lock state with ∆ωo�ωo. Using the first-order Taylor series ap-

proximation given in (3.5) and noting that Ho,n(nωo) = −1, Ho,n(nωo)�
[
∂Ho,n

∂ω

]
nωo

(n∆ω),

and 1 + Ho,n(ωo + n∆ω)≈0, the output of the oscillator in the lock state can be obtained

from (3.15)
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Io≈

[
−Iinj1,1(

∂Ho1
∂ω

)
ωo

∆ω
+

1

Ho1,1

−Iinj2,1(
∂Ho1
∂ω

)
ωo

∆ω

]
δ(ω − ωinj)

+

[
−Iinj1,3(

∂Ho3
∂ω

)
3ωo

3∆ω
+

1

Ho1,3

−Iinj2,3(
∂Ho3
∂ω

)
3ωo

3∆ω

]
δ(ω − 3ωinj)

+ ...

(3.16)

It follows from (3.16) that

I∗o≈

 −I∗inj1,1(
∂H∗

o1

∂ω

)
ωo

∆ω
+

1

H∗o1,1

−I∗inj2,1(
∂H∗

o1

∂ω

)
ωo

∆ω

 δ(ω − ωinj)
+

 −I∗inj1,3(
∂H∗

o3

∂ω

)
3ωo

(3∆ω)
+

1

H∗o1,3

−I∗inj2,3(
∂H∗

o3

∂ω

)
3ωo

(3∆ω)

 δ(ω − 3ωinj)

+ ...

(3.17)

Because δ(ω − ωm)δ(ω − ωn) = 1 if m = n and 0 otherwise, we have

Io1I
∗
o1≈

[
|Iinj1,1|2(

∂Ho1
∂ω

∂H∗
o1

∂ω

)
ωo

(∆ω)2
+

1

|Ho1,1|2
|Iinj2,1|2(

∂Ho1
∂ω

∂H∗
o1

∂ω

)
ωo

(∆ω)2

+
Iinj1,1I

∗
inj2,1

H∗o1,1

(
∂Ho1
∂ω

∂H∗
o1

∂ω

)
ωo

(∆ω)2
+

1

Ho1,1

I∗inj1,1Iinj2,1(
∂Ho1
∂ω

∂H∗
o1

∂ω

)
ωo

(∆ω)2

]
δ(ω − ωinj)

+

[
|Iinj1,3|2(

∂Ho3
∂ω

∂H∗
o3

∂ω

)
3ωo

(3∆ω)2
+

1

|Ho1,3|2
|Iinj2,3|2(

∂Ho3
∂ω

∂H∗
o3

∂ω

)
3ωo

(3∆ω)2

+
Iinj1,3I

∗
inj2,3

H∗o1,3

(
∂Ho3
∂ω

∂H∗
o3

∂ω

)
3ωo

(3∆ω)2
+

1

Ho1,3

I∗inj1,3Iinj2,3(
∂Ho3
∂ω

∂H∗
o3

∂ω

)
3ωo

(3∆ω)2

]
δ(ω − 3ωinj)

+ ...

(3.18)
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Utilizing (3.10), we can write (3.18) as

IoI
∗
o =

(
ωo

2Q1

)2
1

(∆ω)2

[
|Iinj1,1|2 +

|Iinj2,1|2

|Ho1,1|2
+
Iinj1,1I

∗
inj2,1

H∗o1,1
+
I∗inj1,1Iinj2,1

Ho1,1

]
δ(ω − ωinj)

+

(
ωo

2Q3

)2
1

(∆ω)2

[
|Iinj1,3|2 +

|Iinj2,3|2

|Ho1,3|2
+
Iinj1,3I

∗
inj2,3

H∗o1,3
+
I∗inj1,3Iinj2,3

Ho1,3

]
δ(ω − 3ωinj)

+ ...

(3.19)

Matching the terms in (3.19) that have the same frequency yields

I2
o,1 =

(
ωo

2Q1

)2
1

(∆ω)2

[
|Iinj1,1|2 +

|Iinj2,1|2

|Ho1,1|2
+
Iinj1,1I

∗
inj2,1

H∗o1,1
+
I∗inj1,1Iinj2,1

Ho1,1

]

I2
o,3 =

(
ωo

2Q3

)2
1

(∆ω)2

[
|Iinj1,3|2 +

|Iinj2,3|2

|Ho1,3|2
+
Iinj1,3I

∗
inj2,3

H∗o1,3
+
I∗inj1,3Iinj2,3

Ho1,3

]
...

(3.20)

Let Iinj1(t) and Iinj2(t) have the same amplitude Iinj but different phases

Iinj1(t) = Iinje
j(ωinjt+φ1), (3.21)

Iinj2(t) = Iinje
j(ωinjt+φ2). (3.22)

Also, let the magnitude of the injection signals of first-order, 3rd-order, and nth-order har-

monic oscillators due to Iinj1(t) be denoted by Iinj,1, Iinj,3, ..., Iinj,n, respectively. Similar

notations apply to Iinj2(t) as well. Further, let ∆φ = φ1−φ2 be the phase difference between

Iinj1(t) and Iinj2(t). Since (3.14) holds for harmonic oscillators with double injections, it will

also hold for nth-order harmonic oscillator

Ho1,n = ejπ

Ho2,n = −ejπ
(3.23)
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n = 1, 3, 5, .... (3.20) becomes

I2
o,1 =

(
ωo

2Q1

)2 I2
inj,1

(∆ω)2

[
2 + ej(π+∆φ) + e−j(π+∆φ)

]
I2
o,3 =

(
ωo

2Q3

)2 I2
inj,3

(∆ω)2

[
2 + ej(π+∆φ) + e−j(π+∆φ)

]
...

(3.24)

Since Io,1, Io,3,... are the magnitude of the fundamental and harmonics of Io(t), respectively.

As

I2
o = I2

o,1 + I2
o,3 + I2

o,5 + ... (3.25)

is the output power of the oscillator. The summation of the expressions in (3.24) yields

(∆ω)2 =

[(
ωo

2Q1

)2 I2
inj,1

I2
o

+

(
ωo

2Q3

)2 I2
inj,3

I2
o

+ ...

]
[
2 + ej(π+∆φ) + e−j(π+∆φ)

]
. (3.26)

Define

|∆ωn| =
(
ωo

2Qn

)
Iinj,n
Io

. (3.27)

The denominator of (3.27) is the total output current of the oscillator. (3.27) thus quantifies

the contribution of nth-order harmonic oscillator Iinj,n to the overall lock range of the non-

harmonic oscillator. (3.26) can be written as

|∆ω| = αd

√√√√ ∞∑
n=1,3,...

(∆ωn)2 (3.28)
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where

αd =
√

2 + ej(π+∆φ) + e−j(π+∆φ). (3.29)

Since

|∆ωs| =

√√√√ ∞∑
n=1,3,...

(∆ωn)2 (3.30)

is the lock range of the non-harmonic oscillator with a single injection, the lock range of the

oscillator with double injections given by (3.28) can be written as

|∆ωd| = αd|∆ωs|. (3.31)

The preceding developments are summarised as:

1. (3.25) quantifies the output power of the non-harmonic oscillator (assume 1 Ω load).

This can be best explained using Fourier series representation of periodic functions.

Consider a periodic function i(t) and represent it with the Fourier series i(t) =
∞∑

n=1,3,...

Incos(nωt)

where ω = 2π/T and T is the period of i(t). The average power of i(t), denoted Pavg,

is obtained from [104]

Pavg =

√
1

T

∫ T

0

i2(t)dt =

√√√√ ∞∑
n=1,3,...

(
In√

2

)2

(3.32)

Clearly the average power of i(t) is the sum of that of each harmonic of i(t). Since i(t)

contains an infinite number of frequency components, its power is distributed across

the entire frequency spectrum. The actual profile of the distribution of the power of

i(t) is determined by the characteristics of i(t). For example, if i(t) is a sinusoid of
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frequency ωo, its power will only be concentrated at ωo. If i(t) is a square wave, its

power will mainly be concentrated at the fundamental and low-order harmonics.

2. ∆ωn is the lock range of nth-harmonic oscillator with a single injection. (3.30) thus

quantifies the relation between the lock range of the harmonic oscillators and that

of the non-harmonic oscillators. For example, if the harmonic oscillator is injection-

locked to an external signal, only fundamental frequency will be taken into account.

And therefore (3.30) is simplified to (3.33)

|∆ωs| =
(
ωo
2Q

) ∣∣∣∣IinjIo
∣∣∣∣ (3.33)

same as (2.5).

3. αd quantifies the effect of the phase relation between the two injection signals on the

lock range of the non-harmonic oscillator. Table 3.1 tabulates αd for several special

cases. It is evident that the lock range of non-harmonic oscillators with multiple

single-tone injections will be large than that with a single-tone injection, if the phases

of these injection signals are properly chosen. This finding can also be applied to

injection-locked harmonic oscillators.

Table 3.1: Lock Range Coefficient αd

Phase difference (∆φ) Lock range coeff. (αd)
∆φ = 0 αd = 0

∆φ = π/4 αd =
√

2
(
1− cosπ

4

)
∆φ = π/2 αd =

√
2

∆φ = 3π/4 αd =
√

2
(
1 + cosπ

4

)
∆φ = π αd = 2
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3.6 Simulations

Relaxation oscillators are widely encountered in passive wireless microsystems owing

to their low sensitivity to supply voltage fluctuation as the charging and discharging currents

are well defined by the current references, and their low sensitivity to temperature variation

as its performance is largely determined by passive components and digital components. The

harsh nonlinear elements of relaxation oscillators are comparators and the switching instants

of the comparator are known a prior in the steady state, the comparators, therefore, can be

modelled as periodically-operated switches that connect the output of the comparators to

either VDD or ground. If no other nonlinearities are considered, relaxation oscillators can be

modelled as periodically time-varying linear circuits. If nonlinearities other than comparators

are also considered, relaxation oscillators are periodically time-varying nonlinear circuits.

An injection-locked dual-comparator relaxation oscillator shown in Fig. 3.5, operating in

the sub-threshold mode with 13 MHz frequency for power saving, to verify all the findings

presented earlier and later. The oscillator is designed in IBM 130 nm 1.2V CMOS technology

and analyzed using Cadence Spectre.

Vref

S R
QQ

Vref

VDD

I_b

M1 M2

M3 M4

M5

M6 M7

M8 M9

M10 M11

M12 M13
I

Ct1 Ct2

Vb

VDDVDD

inj

Figure 3.5: Schematic of relaxation oscillator with injection-locking. Circuit parameters:
W1,2,6,7,10,11 = 0.5µm,W3,4 = 1.2µm, W8,9,12,13 = 1.25µm, W5 = 2µm, Supply voltage VDD =
0.9V, Vref = 0.31 V, Ib=253 nA, Vb = 0.62 V
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Fig. 3.6 shows free-running frequency of the relaxation oscillator without disturbance of the

injecting signal.

The spectrum of the oscillator is used to determine whether the oscillator is locked

or not. The locking of an oscillator could be fast beat (ωinj is far away from ωo and outside

the lock range), quasi lock (ωinj is very close to ωo but outside the lock range), and lock (ωinj

is in the lock range) [53]. The spectrum of the oscillator in fast beat consists of a train of

tones separated with a large frequency spacing while that of the oscillator in quasi lock is

made of a train of tones separated with a small frequency spacing. When the oscillator is

locked to the injection signal, only tones at the frequencies of the injection signal will exist

[105, 106, 107, 108]. One therefore can determine whether a lock state is established or not

by examining the spectrum of the oscillator. Figs.3.7, 3.8, and 3.9 show the spectrum of the

relaxation oscillator (taken at the output of the comparators) in fast beat, quasi-lock, and

lock states with a square-wave injection of injection ratio 0.1. Injection ratio is defined as

the ratio of the injection current Iinj to the tail current Ib.

Double injection is obtained by injecting a current source from the drain of M1 to the

drain of M2. In this case, the two injection currents have the same frequency and amplitude

but a 180 degree phase difference. Fig. 3.10 presents the dependence of the lock range on the

strength of the injection signal with a sinusoidal injection and double sinusoidal injections

whose phase difference is 180 phase. It is seen that increasing injection signal strength yields

a larger lock range. Also observed is that for the same injection strength, the lock range of

the oscillator with double sinusoidal injections is twice that with a single sinusoidal injection.

This agrees well with the theoretical findings presented in Table 3.1.

3.7 Lock Range of Non-Harmonic Oscillators with Mul-

tiple Multi-Tone Injections

If injection signals are multi-tones, the output of the oscillator can be obtained by

considering the effect of each of the harmonic components of the injection signals. Consider

a non-harmonic oscillator with two multi-tone injection signals Iinj1(t) and Iinj2(t), such as
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Figure 3.6: Simulated spectrum of relaxation oscillator without injection. Top - Fundamental.
Middle : 3rd harmonic. Bottom : 5th harmonic.
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Figure 3.7: Simulated spectrum of relaxation oscillator in fast beat. Top - Fundamental.
Middle : 3rd harmonic. Bottom : 5th harmonic.
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Figure 3.8: Simulated spectrum of relaxation oscillator in quasi-lock. Top - Fundamental.
Middle : 3rd harmonic. Bottom : 5th harmonic.
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Figure 3.9: Simulated spectrum of relaxation oscillator in lock state. Top - Fundamental.
Middle : 3rd harmonic. Bottom : 5th harmonic.
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Figure 3.10: Simulated dependence of the lock range of relaxation oscillator with a sinusoidal
injection and double sinusoidal injections whose phase difference is 180 degree on injection
strength.

square waves. Iinj1(t) contains singe-tone frequency components Iinj1,1, Iinj1,3, ... Iinj,n at

ωinj, 3ωinj,..., nωinj, respectively. The same for Iinj2(t) as well. The effect of Iinj1,1 can be

analyzed in a similar way as that for injection-locked non-harmonic oscillators with a single-

tone injection presented earlier. Specifically, assume that the injection signals of first-order,

3rd-order, ..., nth-order harmonic oscillators due to Iinj1,1 are Iinj1,11, Iinj1,31, ..., Iinj1,n1,

respectively. Similar notations are used for Iinj2, as shown graphically in Fig. 3.11.

The input of first-order harmonic oscillator due to Iinj1(t) is obtained by summing up Iinj1,11,

Iinj1,13,..., and Iinj1,1n. It is evident that

Io≈

[
−(Iinj1,11 + Iinj1,13 + ...)(

∂Ho1
∂ω

)
ωo

∆ω
+

1

Ho1,1

−(Iinj2,11 + Iinj2,13 + ...)(
∂Ho1
∂ω

)
ωo

∆ω

]
δ(ω − ωinj)

+

[
−(Iinj1,31 + Iinj1,33 + ...)(

∂Ho3
∂ω

)
3ωo

3∆ω
+

1

Ho1,3

−(Iinj2,31 + Iinj2,33 + ...)(
∂Ho3
∂ω

)
3ωo

3∆ω

]
δ(ω − 3ωinj)

+ ...

(3.34)
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Figure 3.11: Representation of injection-locked non-harmonic oscillators with multiple multi-
tone injections.

It follows from (3.34) that

I∗o≈

[
−(I∗inj1,11 + I∗inj1,13 + ...)(

∂H∗
o1

∂ω

)
ωo

∆ω
+

1

H∗o1,1

−(I∗inj2,11 + I∗inj2,13 + ...)(
∂H∗

o1

∂ω

)
ωo

∆ω

]
δ(ω − ωinj)

+

[
−(I∗inj1,31 + I∗inj1,33 + ...)(

∂H∗
o3

∂ω

)
3ωo

3∆ω
+

1

H∗o1,3

−(I∗inj2,31 + I∗inj2,33 + ...)(
∂H∗

o3

∂ω

)
3ωo

3∆ω

]
δ(ω − 3ωinj)

+ ...

(3.35)
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As a result,

IoI
∗
o≈

[
(Iinj1,11 + Iinj1,13 + ...)(I∗inj1,11 + I∗inj1,13 + ...)(

∂Ho1
∂ω

∂H∗
o1

∂ω

)
ωo

(∆ω)2

+
(Iinj1,11 + Iinj1,13 + ...)(I∗inj2,11 + I∗inj2,13 + ...)

Ho1,1∗

(
∂Ho1
∂ω

∂H∗
o1

∂ω

)
ωo

(∆ω)2

+
(Iinj1,11 + Iinj1,13 + ...)(I∗inj2,11 + I∗inj2,13 + ...)

Ho1,1

(
∂Ho1
∂ω

∂H∗
o1

∂ω

)
ωo

(∆ω)2

+
(Iinj2,11 + Iinj2,13 + ...)(I∗inj2,11 + I∗inj2,13 + ...)

|Ho1,1|2
(
∂Ho1
∂ω

∂H∗
o1

∂ω

)
ωo

(∆ω)2

]
δ(ω − winj)

+

[
(Iinj1,31 + Iinj1,33 + ...)(I∗inj1,31 + I∗inj1,33 + ...)(

∂Ho3
∂ω

∂H∗
o3

∂ω

)
ωo

(3∆ω)2

+
(Iinj1,31 + Iinj1,33 + ...)(I∗inj2,31 + I∗inj2,33 + ...)

Ho3,1∗

(
∂Ho3
∂ω

∂H∗
o3

∂ω

)
ωo

(3∆ω)2

+
(Iinj1,31 + Iinj1,33 + ...)(I∗inj2,31 + I∗inj2,33 + ...)

Ho3,1

(
∂Ho3
∂ω

∂H∗
o3

∂ω

)
ωo

(3∆ω)2

+
(Iinj2,31 + Iinj2,33 + ...)(I∗inj2,31 + I∗inj2,33 + ...)

|Ho3,1|2
(
∂Ho3
∂ω

∂H∗
o3

∂ω

)
ωo

(3∆ω)2

]
δ(ω − 3winj)

+ ...

(3.36)

Matching the components that have the same frequency in (3.36) yields
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I2
o1 =

(
ωo

2Q1

)2
1

(∆ω)2

[
(Iinj1,11 + Iinj1,13 + ...)(I∗inj1,11 + I∗inj1,13 + ...)

+
(Iinj1,11 + Iinj1,13 + ...)(I∗inj2,11 + I∗inj2,13 + ...)

H∗o1,1

+
(Iinj1,11 + Iinj1,13 + ...)(I∗inj2,11 + I∗inj2,13 + ...)

Ho1,1

+
(Iinj2,11 + Iinj2,13 + ...)(I∗inj2,11 + I∗inj2,13 + ...)

|Ho1,1|2

]

=

(
ωo

2Q1

)2
1

(∆ω)2
Î2
o1,

(3.37)

where Î2
o1 represents the sum of the terms in the bracket in (3.37). Similarly, we have

I2
on =

(
ωo

2Qn

)2
1

(∆ω)2
Î2
on, n = 1, 3, 5, ... (3.38)

The summation of the expressions in (3.38) with utilization of (3.25) yields

(∆ω)2 =

(
ωo

2Q1

)2
Î2
o1

I2
o

+

(
ωo

2Q3

)2
Î2
o3

I2
o

+ ... (3.39)

Define

(∆ωn)2 =

(
ωo

2Q1

)2
Î2
on

I2
o

, (3.40)

we arrive at

|∆ω| =

√√√√ ∞∑
n=1,3,5,...

(∆ωn)2 (3.41)
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Since the square-wave injections are represented by a set of harmonic single-tone

injections, (3.20) will also hold. The lock range of non-harmonic oscillators with double

square-wave injections is maximized if the phase difference between the injection signals is

180 degree. A direct comparison of (3.20) with (3.37) reveals that I2
on, n = 1, 3, 5, ... of

the non-harmonic oscillator with multiple multi-tone injections is larger than that of the

non-harmonic oscillator with multiple single-tone injections if the phases of these injections

are properly chosen. The large lock range is due to the effect of the harmonic tones of the

injection signals.

3.8 Simulations

Using same relaxation oscillator in Fig. 3.5 to validate the theoretical analysis.

Three different injection signals, namely (i) sinusoidal currents (single-tone injection) Iinj =

A sin(ωinjt), (ii) dual-sinusoidal currents (dual-tone injections) Iinj(t) = I1sin(ωinjt)+I3sin(3ωinjt)

with I3 = I1/3, and (iii) square-wave currents (multi-tone injections) are used to lock the

oscillators. Both single injection and double injections are considered. Fig. 3.12 investigates

the dependence of the lock range of the relaxation oscillator on the strength of the injec-

tion signal with a single square-wave injection and with double square-wave injections whose

phase difference is 180 degree. It is seen that the lock range of the oscillator with double

square-wave injections is twice that with a single square-wave injection. This observation

also agrees well with the theoretical findings presented earlier.

To investigate whether the dependence of the lock of the relaxation oscillator on

injection strength is linear or nonlinear over a large range of injection ratio, the lock range of

the relaxation oscillator with a differential square-wave injection is obtained over the injection

ratio 0.1∼0.5 and the results are plotted in Fig. 3.13. It is observed that the dependence of

the lock range on the injection ratio is approximately linear over the investigated injection

ratio range. It is well known that LC-oscillators typically exhibit a nonlinear lock range

characteristics when injection is strong [109, 64]. The nonlinear characteristics of the lock

range of these oscillators is largely determined by the frequency selectivity or equivalently the
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Figure 3.12: Simulated dependence of the lock range of relaxation oscillator with a single
square-wave injection and with double square-wave injections whose phase difference is 180
degree on injection strength.

quality factor of the LC tank [110]. It is also known that non-harmonic oscillators typically

exhibit a lower quality factor, reflected by their inferior phase noise performance as compared

with harmonic oscillators. The low quality factor might contribute to the large lock range

subsequently better lock range linearity. This is observed in injection-locked active-inductor

LC oscillators, which have a larger lock range as compared with their spiral LC counterparts.

The sub-threshold operation of the relaxation oscillator investigated might also contribute

to the large lock range and better lock range linearity as the current of MOSFETs is an

exponential rather than a second-order function of the over-drive voltage.

Fig. 3.14 compares the lock range of the oscillator with a single sinusoidal injection, a

single square-wave injection, and a single dual-tone (two-sinusoids) injection. It is seen that

the oscillator with a square-wave injection yields the largest lock range whereas that with

a single sinusoidal injection has the smallest lock range. These results echo the theoretical

findings given earlier well.

Fig. 3.15 plots the dependence of the lock range of the oscillator with double square-

wave injections on the phase difference of the injection signals. It is evident that the lock

range increases monotonically with the phase difference and reaches its maximum when the

phase difference is 180 degree. This agrees well with the theoretical results derived earlier.
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Figure 3.13: Simulated dependence of the lock range of relaxation oscillator with differential
square-wave injection on injection strength.
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Figure 3.14: Simulated dependence of the lock range of relaxation oscillator with a single sinu-
soidal injection, a single square-wave injection, and a single dual-tone (two-sinusoids) injection
on injection strength.

Fig. 3.16 compares the lock range of the relaxation oscillator with a two-tone sinu-

soidal injection and double two-tone injections whose phase difference is 180 degree. It is

seen that for the same injection strength, the lock range of the oscillator with double two-
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Figure 3.15: Simulated dependence of the lock range of relaxation oscillator with double
square-wave injections on the phase difference of the injection signals. The injection ratio is
0.1.

tone injections is twice that with a single two-tone injection. This observation agrees with

the theoretical findings presented earlier.
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Figure 3.16: Simulated dependence of the lock range of relaxation oscillator with a two-tone
sinusoidal injection and double two-tone injections on injection strength.
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Fig. 3.17 compares the lock range of the relaxation oscillator with double single-tone

injections, double two-tone injections, and double square-wave injections, all with a 180

degree phase difference. It is seen that the lock range of the oscillator with double square-

wave injections is the largest while that with double single-tone injections is the lowest.

These observations are in a good agreement with the theoretical results derived earlier.
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Figure 3.17: Simulated dependence of the lock range of relaxation oscillator with double
single-tone injections, double two-tone injections, and double square-wave injections on injec-
tion strength.

3.9 Summary

By representing non-harmonic oscillators with a set of harmonic oscillators, and using

similar approach presented in Chapter 2, the intrinsic relation between the lock range of har-

monic oscillators and that of non-harmonic oscillators is obtained. Also, the resemblance of

Volterra series analysis for nonlinear circuits is applied to show non-harmonic oscillators with

a multi-tone injection exhibit a larger lock range as compared with that with a single-tone

injection. Further demonstration shows that non-harmonic oscillators with multiple single-

tone injections exhibit a larger lock range as compared with that with a single single-tone

62



injection. The condition upon which non-harmonic oscillators with multiple single-tone in-

jections exhibits a larger lock range as compared with those with a single-tone injection was

obtained. The condition upon which non-harmonic oscillators with multiple multi-tone in-

jections exhibits a larger lock range as compared with those with a single multi-tone injection

has also been derived. The above study is critical for some applications. In particular, when

the non-harmonic oscillators are employed in passive wireless communications and wireless

sensor transceivers, where the power supply is not stabilized, the calibration for local oscilla-

tors requires the lock range which has to be wide enough to overcome the frequency drifting.

As the characteristics of the oscillating signals are exhibiting more harmonic components,

the multiple multi-tones injections are essentially useful to enlarge the lock range.
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Chapter 4

A Quadrature Charge-Domain Sampling Mixer
with Embedded FIR, IIR, and N-Path Filters

In zero-IF or low-IF RF receivers, a quadrature mixer is commonly employed. The

SAW band-pass filter with fixed centre frequency or with a narrow tuning range has to be

eliminated for SDR applications. A switched-capacitor based network can be utilized to

substitute the SAW filter while proving tunable centre frequency by sampling frequency.

A RF receiver employed the windowed integration sampling provides improved attenuation

for aliasing and stop-band frequency. In this chapter, a programmable quadrature charge-

domain sampling mixer with embedded FIR, IIR, and 4-path band-pass filters is designed.

The remainder of the chapter is organized as the followings: Section 4.1 investigates the

principles of periodic impulse sampling, periodic windowed sampling, and periodic N-path

windowed sampling, and their characteristics are compared. Section 4.2 provides a detailed

mathematical treatment of charge-domain windowed samplers. In Section 4.3, a quadrature

charge-domain sampler with embedded FIR, IIR, and 4-path band-pass filters is proposed

and its performance is investigated in detail. Section 4.4 presents the measurement results.

A summary is provided in Section 4.5.
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4.1 N-path Filters

4.1.1 Periodic Impulse Sampling

Consider the time-varying network shown in Fig. 4.1 where the output of the linear

time-invariant (LTI) network with impulse response hBB(t) and bandwidth ∆ω is sampled

by periodic impulse function δT (t) =
∞∑

n=−∞

δ(t−nTs) where δ(t) = 1 if t = 0 and 0 otherwise,

and Ts is the period. Because F [δT (t)] =
2π

Ts

∞∑
n=−∞

δ(ω−nωs) where F [] is Fourier transform

operator and ωs = 2π/Ts.

vo

dT

0 Ts 2Ts 3Ts

h

dT

BB 1

Figure 4.1: Periodic impulse sampling of band-limited signals.

The output is given by Vo(ω) = HBB(ω)⊗F [δT (t)] where ⊗ is convolution operator and

HBB(ω) is the Fourier transform of hBB(t). It follows that

Vo(ω) =
2π

Ts

∞∑
n=−∞

HBB(ω − nωs). (4.1)

If ωs≥2∆ω, the frequency characteristic of the LTI network will repeat every ωs with no

spectrum overlap, as shown in Fig. 4.2(a). Periodic impulse sampling converts a low-pass

filer to band-pass filters. The spectral profile of the band-pass filters (bandwidth, stop-band

attenuation,...) is identical to that of the low-pass while the center frequency can be tuned

by varying ωs. The band-pass filter with its center frequency at ωs will have quality factor

Q = ωs/(2∆ω). For example, if ∆f = 1 MHz and fs=1 GHz, we have Q = 500.
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Figure 4.2: (a) Periodic impulse sampling of band-limited signals. Baseband signal at ω is
replicated to sidebands at ω + nωs. (b) Periodic impulse sampling of broadband signals. The
sideband components of input at ω + nωs are aliased back to the baseband at ω.

Consider that the input at ω and with bandwidth ∆ω≤ωs/2 and at the same time

other unwanted tones exist at ω+nωs. Assume the desired output is at ω−ωs obtained via

mixing. Tones at ω+nωs will be aliased back to ω−ωs, as shown in Fig. 4.2(b). Mechanisms

that suppress the effect of the aliasing tones are needed.

4.1.2 Periodic Windowed Sampling

A time-varying network is shown in Fig. 4.3 where the output of the LTI network

having a low-pass characteristic with bandwidth ωB is sampled by periodic windowed func-

tion sT (t) = 1 if nTs+σk−1≤t < nTs+σk and 0 otherwise. σk and σk−1 are explicitly defined

in Fig. 4.3. Since sT (t) is periodic with period Ts, it can be represented by Fourier series

sT (t) =
∞∑

n=−∞

Sne
jnωst (4.2)

where

Sn =
1

Ts

∫ Ts

0

sT (t)e−jnωstdt

=
τ

Ts
e−jnωsσk−1e−jnωsτ/Tssinc

(
nπτ

Ts

)
. (4.3)
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Figure 4.3: Periodic windowed sampling of band-limited signals.

Fourier transform of sT (t) can be obtained directly through (4.2) and (4.3)

ST (ω) =
2πτ

Ts

∞∑
n=−∞

e−jnωsσk−1e−jnωsτ/Tssinc

(
nπτ

Ts

)
δ(ω − nωs). (4.4)

Fourier transform of vo(t) = hBB(t)sT (t) is obtained from

Vo(ω) = HBB(ω)⊗ ST (ω)

=
τ

Ts

∞∑
n=−∞

e−jnωsσk−1e−jnωsτ/2sinc

(
nπτ

Ts

)
HBB(ω − nωs). (4.5)

Consider ωs≥2∆ω without interferences. Periodic windowed sampling converts it to a set of

band-pass filters. Unlike periodic impulse sampling that has a uniform scaling factor 2π/Ts,

periodic windowed sampling has a low-pass scaling factor sinc (nπτ/Ts), as shown in Fig.

4.4(a).

For the case of ωs≥2∆ω with interferences at ω+nωs(n 6= 1), if the desired output is

at ω + ωs, the baseband tone at ω and the interferences at ω + nωs will be converted to the

desired output at ω + ωs. Since |e−jnωsσk−1| =
∣∣e−jnωsτ/2∣∣ = 1, the aliasing effect at ω + nωs

will be magnitude-shaped by the scaling factor sinc (nπτ/Ts).

Unlike periodic impulse sampling, periodic windowed sampling introduces nulls. For

the interferences reside at the nulls, they will be completely suppressed (ideally). As usual,

the desired channel occupies a frequency band ∆ω rather than a single frequency, although
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Figure 4.4: (a) Periodic windowed sampling of narrow-band signals without interferences.
(b) Periodic windowed sampling of band-limited signals with interferences. Interferences at
ω + nωs are aliased back to the desired baseband.

nulls will be most effective in suppressing aliasing tones at ω + nωs, those in the vicinity

of ω + nωs will be suppressed but with less attenuation, as illustrated graphically in Fig.

4.4(b). Also, increasing ωs will improve the attenuation of tones in the vicinity of the nulls.

This, however, is at the cost of increased power consumption.

4.1.3 Periodic N-Path Windowed Sampling

N-path filters introduced in 1960s [111] offer the intrinsic advantages of a programmable

center frequency, programmable bandwidth, low-cost, and an interleaved operation enabling

low-speed circuits to process high-frequency inputs. An interleaved N-path filter is shown in

Fig. 4.5 with a total of N identical networks sampled by window function sk(t) defined as

sk(t) = 1 if nTs +σk−1≤t < nTs +σk and 0 otherwise. Since sk(t) is periodic with period Ts,

we have sk(t) =
∞∑

n=−∞

Sk,ne
jnωst where Sk,n = 1

N
sinc

(
nπ
N

)
ej

nπ
N e−j

2nkπ
N . Note that τ = Ts/N
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was utilized. Fourier transform of sk(t) is given by

Sk(ω) =
2π

N

∞∑
n=−∞

sinc
(nπ
N

)
ej

nπ
N e−j

2nkπ
N δ(ω − nωs). (4.6)

nT

vi vo1s 1s

2s 2s

Ns Ns

Ns

1s

2s

s

ks

(n+1)Ts

t

t

t

tsk-1
sk

x1

x2

xN

vi,1

vi,2

vi,N
h (t)BB

h (t)BB

h (t)BB

Figure 4.5: N-path filter. Sampling mixers are implemented using switches drived by a
sampling clock with N non-overlapping phases. Non-overlapping uniform sampling pulse width:
τ = Ts/N . σk = σk−1 + τ and σk−1 = nTs + (k − 1)τ .

Fourier transform of vi,k = vi(t)sk(t) is obtained from convolution

Vi,k(ω) =
1

N

∞∑
n=−∞

sinc
(nπ
N

)
ej

nπ
N e−j

2nkπ
N Vi(ω − nωs) (4.7)

where Vi(ω) is the Fourier transform of vi(t). The output of kth LTI block before the second

mixer xk(t) is given by xk(t) = vi,k(t)⊗ hBB(t) and its Fourier transform Xk(ω) is given by

Xk(ω) =
1

N

∞∑
n=−∞

sinc
(nπ
N

)
ej

nπ
N e−j

2nkπ
N

Vi(ω − nωs)HBB(ω). (4.8)
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The output in kth phase is obtained from

vo,k(t) = xk(t)sk(t)

=
1

N

∞∑
m=−∞

sinc
(mπ
N

)
ej

mπ
N e−j

2mkπ
N xk(t)e

jmωst.

(4.9)

The index m associated with the second set of switches is used in (4.9). It is straightforward

to show that

Vo(ω) =
N∑
k=1

F [vo,k(t)]

1

N

N∑
k=1

∞∑
m=−∞

sinc
(mπ
N

)
ej

mπ
N e−j

2mkπ
N Xk(ω −mωs)

=

(
1

N

)2 N∑
k=1

∞∑
m,n=−∞

sinc
(mπ
N

)
sinc

(nπ
N

)
ej

(m+n)π
N

e−j
2(m+n)kπ

N Vi[ω − (m+ n)ωs]HBB(ω − nωs), (m+ n = KN,K = 0, 1, 2, ...). (4.10)

Since
∣∣ej(m+n)π/N

∣∣ = 1 and
∣∣e−j2(m+n)kπ/N

∣∣ = 1, we obtain the magnitude of Vo(ω) from (4.10)

Vo,m(ω) =
1

N2

∞∑
m,n=−∞

sinc
(mπ
N

)
sinc

(nπ
N

)
Vi[ω − (m+ n)ωs]HBB(ω − nωs), (m+ n = KN,K = 0, 1, 2, ...). (4.11)

The transfer function of the N-path filter at ω is obtained by letting m+ n = 0

HBP (ω) =
Vo(ω)

Vi(ω)
=

1

N2

∞∑
n=−∞

sinc2
(nπ
N

)
HBB(ω − nωs). (4.12)

As compared with periodic windowed sampling,

1. Periodic N-path windowed sampling provides a sinc2 low-pass characteristic with -40

dB/dec attenuation to suppress unwanted tones while periodically windowed sampling

provides a sinc low-pass characteristic with -20 dB/dec attenuation.
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2. Both periodically windowed sampling and periodic N-path windowed sampling provide

nulls to suppress aliasing interferences at and in the vicinity of nulls.

3. For periodic N-path windowed sampling from (4.12), the N-path sampling can be

applied to select frequency components near by ωs in a manner analogous to employing

a band-pass filter at the high frequency. Meanwhile the quality factor of the band-pass

filter ideally is only determined by the base-band spectral profile, e.g. HBB is a low-pass

filter. The center of the band-pass filter is precisely controlled by the ωs.

4. Apart from the band-pass filtering at the desired frequency, ωs, there are also response

peaks around all the other harmonics of the switching frequency. In other words, the

unwanted signals will be accompanied with the wanted tones through the switching

systems. The severe drawback, which can be observed from (4.11), is the folding of

interferences at some harmonics of ωs on the top of the desired signal at ωs. For

example, if N is 4 and the desired signal is located at ωs+ω, the closest harmonic,

which will introduce aliasing signals, is located at 3ωs. And the next will be 5ωs.

5. The location of the nulls in periodic N-path windowed sampling is heavily depending

on the number of the paths. In other words, increasing the number of paths moves

nulls to high frequencies, lowering the overall fold-over effect of aliasing interferences

at and near the nulls due to the increasing attenuation of these unwanted tones at

high frequencies. It is of interest to notice that the harmonic rejection at all the other

harmonics is also decreased by increasing the number of paths. Take a 4-path and

8-path filter for example, the 3rd-harmonic of the 4-path filter is located at 0.75∗4ωs
with 20 dB insertion loss. The 3rd-harmonic of the 8-path filter, however, is located at

0.375∗8ωs with only 4 dB attenuation.

The following example shown in Fig. 4.6(a) [90] illustrates a simplified single-ended

N-path filter, where N is 4 and τ is Ts/4. The targeting signal is at in the vicinity of ωs. The

input voltage vi is converted to current ii first. ii is then switched by sk(t) and integrated onto

CB. Fig. 4.6(b) shows the non-overlapping multi-phase clocking scheme for the switching

system. In other words, for every periodic switching, only one capacitor is being charged or

71



discharged. The the output impedance of the transconductor and single-ended capacitors

form a low-pass filter with time constant τB = RoutCB where Rout is the output impedance

of the transconductor, if the ON-resistance of the switches is sufficiently small. From 4.12,

HBB is denoted by a first-order integrator, HBB =
Rout

1 + jωRoutCB
.
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Figure 4.6: Single-ended 4-path filter.

A careful inspection of Fig. 4.6 reveals that it realizes the same function as Fig. 4.5

does. The sampled current ii,k(t) = ii(t)sk(t) produces voltage vi,k(t) = ii,k(t)⊗ zB(t) across

the capacitor where zB(t) is the impulse response of the load. As the charge on each capacitor

has nowhere to flow except for flowing back to the input port of the switch, which is same

as xk in Fig. 4.5 passing through second mixer. vi,k(t) is then sampled by the switches to

produce vo(t) : vo(t) =
4∑

k=1

vi,k(t)sk(t). vo(t) can be obtained by the network shown in Fig.

4.7.

The whole concept of substituting the conventional band-pass filter can be understood in the

form of impedance looking into the input the switching system. If the baseband impedance

around DC presents a very large value, the impedance at ωs will be very large due to the

switching system. From Fig. 4.6, the baseband low-pass filter is then converted to a high-

frequency band-pass filter. The out of band of the band-pass filter exhibits a low impedance

path to those interferences residing at the frequency offsets from ωs while the desired signal
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Figure 4.7: Single-ended 4-path filter.

will be picked up. The quality factor of this type filter is feasible to be designed over

1000 depending on the bandwidth and the center frequency. Fig. 4.8 plots the simulated

PSS-PAC frequency response of the 4-path band-pass filter shown in Fig. 4.7 with Gm=1

mS, fs = 100 MHz with 25% duty cycle, and CB=40 pF. It is seen that the 4th and 8th

harmonics vanish due to the frequency-shaping in (4.12). Also observed is the sinc envelope

of the frequency response with notches at 4fs, 8fs,... The 4-path band-pass filter can also

be implemented differentially. In this case, the differential form removes all even number

harmonics components and DC.

4.2 Charge-Domain Windowed Sampling

4.2.1 Sinc Low-Pass Filter

This section examines the operation of the charge-domain sampler shown in Fig. 4.9.

The input voltage signal is converted to a current through a Gm cell with the transconduc-

tance gain Gm, followed by a switched-capacitor(SC) circuit. It is worth to mention that

the realization of integrator is possible to use OPAMP-based integrator. Each period of the

sampling clock consists of three phases : the reset phase (sr = 1) where sampling capacitor

Cs is reset, the integration phase (si = 1) where the output current of the transconductor is

integrated onto the sampling capacitor, Cs, over Ti period, and the readout phase (so = 1)

at a rate fs = 1/Ts, as shown in Fig. 4.9. The reset operation ensures that there is no

relation between the output of the sampler at the end of adjacent sampling periods. Let
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vi(t) = ejωt. Because vi(t) is a single tone of unit amplitude, the corresponding output is

the transfer function of the system. The output voltage at the end of the integration phase

Ti is given by
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Figure 4.9: Charge-domain sampling. Solid line : Small Ti. Dashed line : Large Ti.
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vo(nTs) =
Gm

Cs

∫ nTs

nTs−Ti
ejωtdt

=
GmTi
Cs

ejnωTse−jωTi/2sinc

(
ωTi
2

)
. (4.13)

The ideal frequency response of the output signal as a function of input signal from (4.13)

can be expressed as

Hsinc(jω) =
GmTi
Cs

∣∣∣∣sinc

(
ωTi
2

)∣∣∣∣ . (4.14)

|Hsinc(jω)| is sketched in Fig. 4.9. It is of interest to notice that the charge-domain windowed

sampling process can be represented by two independent signal processing operations, a

continuous-time (CT) sinc filtering due to integration of the signal current within a widowed

period and a sampling process at the rate, fs = 1/Ts. The preceding results are commented

as:

1. Charge-domain windowed sampling provides a sinc low-pass characteristic with nulls

at ω = nπ/Ti and a -20 dB/dec attenuation. The signal bandwidth is determined by

Ti, and is approximately 0.44/Ti, shown in Fig. 4.10.
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Figure 4.10: Gain-normalized transfer function of sinc.
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2. The gain of the filter in the passband 0≤f≤0.44/Ti is not constant but rather drops

with frequency in a sinc fashion. The low-pass obtained from charge-domain windowed

sampling therefore does not have a flat passband.

3. The largest gain occurs at DC and is given by GmTi/Cs. Increasing Ti not only reduces

the bandwidth of the charge-domain sampler, it also boosts the DC gain. Also the

larger the sampling capacitor, the lower the gain. On the other hand, the larger the

transconductance, the larger the gain. The latter, however, is accompanied with more

power consumption.

4. Since nature of sinc function is low-pass and the attenuation in the main lobe is small,

the desired output should be placed inside the main lobe, preferably close to DC. This

requires that ω�ωi or equivalently Ti�T where ωi = π/Ti is the frequency of the first

null.

5. For a given input at frequency ω, if the desired output is at DC, the sampling frequency

ωs = 2π/Ts is chosen such that ω−ωs = 0. Since Ts = Tr+Ti+To where Tr and To are

the reset time and readout time, respectively, Ti will therefore vary with Ts. This will

in turn affect the gain of the sampler given by Hsinc(0) = GmTi/Cs unless Gm is also

varied accordingly such that GmTi remains unchanged. Since most receivers require

an Automatic Gain Control (AGC), this gain variation can be tuned out as part of the

AGC function. As a result, no additional hardware is needed. Alternatively, the gain

of the transconductor can also be varied..

6. If the desired output is at DC, assume Ti=Ts, aliasing interferences at nωi will be fully

attenuated. If the desired signal is close to DC, aliasing interferences are located near

the nulls and will also be attenuated by the nulls, however, by a less amount.

7. As demonstrated in [86, 112], the depth of the nulls is greatly affected by the imper-

fection of the sampler, specifically, the finite output impedance of the transconductor

as the finite output impedance of the transconductor reduces the effective current in-

tegrated onto the sampling capacitor. As a result, the effectiveness of the nulls in

suppressing aliasing interferers is reduced.
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The importance of the concept of the charge-domain sampler in Fig. 4.9 is that

the current integration provides an elementary low-pass sinc response and the input signal

bandwidth is primarily set by integrating time, Ti. On the contrary, in voltage sampler,

the input signal bandwidth is limited by the time constant, τ = RC, where R is the ON-

resistance of the switches and C is the sampling capacitance. Given the same bandwidth

for both two samplers, the performance of low-pass sinc filter ideally outperforms the simple

low-pass RC filter as the unwanted signal at the notches can be suppressed significantly. The

simple structure of charge-domain sampler in Fig. 4.9, however, does not take full advantage

of anti-aliasing sinc filter since the Ti is directly related to Ts, i.e. Ts is not equal to Ti.

In theory, Ti and Ts are two distinct parameters. Ts determines the spectral location and

Nyquist bandwidth of the sampled signal while Ti sets the nulls. To minimize the fold-over

signal on top of the desired signal, it is preferable to set Ti = Ts when the sampler is utilized

in the baseband sampling. The need of reset and read out period in sampling operations,

however, cannot be avoided. This issue is resolved by using time interleaved charge-domain

sampling circuits, illustrated in Fig. 4.11.
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Figure 4.11: Time interleaved charge-domain sampling.

In this case, one integrator is involved in integrating the input current while the other one is

in the phase of read out and reset and vice versa. Therefore, the charges in every integration
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period is transferred to the subsequent stage. As a result, the sampling period of the sampler

is Ts = Ti, leading to place the notches of the sinc response on top of the multiples of 1/Ts,

which ideally remove the aliasing effect near by DC. If longer time slots for read out and

reset are required, more than two paths can be used to further relax the timing requirement.

4.2.2 FIR Filter

-20 dB/dec attenuation provided by elementary charge-domain windowed sampling

is inadequate in suppressing unwanted channels. It was shown in [112] that sinc low-pass

provided by the charge-domain windowed sampling can be greatly enhanced by partitioning

the integrating phase into multiple sub-integration phases, as shown in Fig. 4.12. Further,

for kth integration phase, a weighting factor hk is assigned. The current to be integrated on

the sampling capacitor Cs during kth sub-phase is given by ii,k(t) = Gmvihk. Let vi(t) = ejωt.

The output voltage of the sampling capacitor at the end of nth sampling period is given by
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Figure 4.12: Charge-domain sampler with built-in FIR filter.
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vo(nTs) =
Gm

Cs

N−1∑
k=0

(
hk

∫ nTs−kTf

nTs−kTf−Ti
ejωtdt

)

=
Gm

(
1− e−jωTi

)
jωCs

N−1∑
k=0

hke
jnωTse−jωkTf .

(4.15)

Defining z = ejωTf and noting
∣∣ejnωTs∣∣ = 1, we obtain magnitude transfer function

|H(jω)| = GmTi
Cs

∣∣∣∣∣sinc

(
ωTi
2

)N−1∑
k=0

hkz
−k

∣∣∣∣∣ = HsincHFIR (4.16)

where Hsinc was defined in (4.14) and HFIR =
N−1∑
k=0

hkz
−k. Eq.(4.16) shows that two distinct

filtering functions, namely, a CT sinc low-pass and a DT FIR filter of order N , are realized

simultaneously. The continuous-time sinc low-pass is due to the continuous integration of

the input current over [0, Ti] while the discrete time FIR is due to multiple integrations in

one Ts. A special case is when hk = 1, k = 0, 1, 2, ..., the unity tap weight of the FIR

filter gives rise to a temporal moving average characteristic. Assume Tf/T�1. This is often

true since Ts is chosen close to T in order to generate a near DC output while Ts = NTf

with N typically large in order to increase the order of the FIR filter. It follows that

z−1 = e−j2πTf/T ≈ 1− j2π Tf
T

. As a result, Eq.(4.16) becomes

HFIR =
1− z−N

1− z−1
= Ne−jNπTf/T sinc

(
Nπ

Tf
T

)
. (4.17)

Eq.(4.17) shows that the temporal moving average filter implements a sinc low-pass with nulls

at ω = (n/N)ωf where ωf = 2π/Tf and n = 1, 2, 3, ..., which is often used in the decimation

as anti-aliasing filter. There are total N-1 zeros evenly distributed in the frequency range

from DC to 1/Tf , resulting in multiple notches. The optimal output sampling rate is located

at the multiple zeros. Therefore, the number of N limits the decimation ratio. Also, it is

evident that the larger the value of N , the narrower the nulls and the less the suppression of

unwanted channels in the vicinity of the nulls. Reducing N , though improving attenuation,
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increases the readout rate. Also observed from (4.17) is that the larger the value of N , the

larger the voltage gain provided by the temporal moving average filter. Fig. 4.13 and Fig.

4.14 show the comparison of N=10 and N=5. The overall magnitude transfer function of

Fig. 4.12 is given by

|H(jω)| = NGmTi
Cs

∣∣∣∣sinc

(
ωTi
2

)
sinc

(
NπTf
T

)∣∣∣∣ . (4.18)

and is plotted in Fig. 4.15. It can be expected that the joint effect of sinc
(
ωTi

2

)
and

sinc
(
NπTf
T

)
will not only increase the attenuation in the stop-band, thereby improving the

suppression of unwanted channels, it will also increase the depth of the nulls, improving the

suppression of aliasing interferers at and in the vicinity of the nulls.
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Figure 4.13: Spectrum of charge-domain windowed sampler with FIR filtering. Parameters:
fs=10 MHz, N=10 and Tf = Ts/N .

In conclusion, the CT sinc low-pass response from the current windowed integration nev-

ertheless produces zeros at the multiples of the frequency 1/Ti. The first sidelobe provides

maximal 13 dB attenuation on unwanted signal. Like conventional DT filters, the pass-

band of the embedded FIR filter from multiple windowed integration of the current signal

in charge-domain sampling circuits is repeated at intervals of its sampling frequency, 1/Tf .
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Figure 4.14: Spectrum of charge-domain windowed sampler with FIR filtering. Parameters:
fs=20 MHz, N=5 and Tf = Ts/N .
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Figure 4.15: Spectrum of charge-domain windowed sampler with CT sinc low-pass filter.
fi=200 MHz, fs=10 MHz, N=10 and Tf = Ts/N .

The final readout rate of the sampler is set at Ts = NTf . In addition, the phase response of

CT and DT sinc filters are ideally linear and can be denoted by group delay in time-domain

response.
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4.2.3 IIR Filter

The build-in CT sinc and DT sinc low-pass filter of the charge-domain sampler devel-

oped in above limit the input bandwidth of the sampler and suppress the aliasing signal at

the integer multiples of 1/Ti and N/Tf , which effectively provide anti-aliasing filtering func-

tion for the sampler. It is worth to note that the selectivity for channel selection, however, is

merely elementary and limited. High order or more advanced FIR filter can be implemented

to improve the filtering functions, e.g. sharper frequency transition band, and larger atten-

uation in sidelobs. The cost is increased complexity of the circuit and power consumption.

In comparison with FIR filter, a infinite impulse response (IIR) filter is efficient to provide

same frequency response while consuming less arithmetic resources. It was shown in [80] a

IIR low-pass characteristic can be obtained by employing the recursive operation of a history

capacitor and rotating capacitors, as shown in Fig. 4.16. The time interleaved structure is

shown in Fig. 4.17.
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From Fig. 4.17, the integration capacitor is partitioned into history capacitor CH and

rotation capacitors CR1 and CR2. CH is always charged by the windowed current from

the transconductor, and it is never discharged to entirely. While the rotation capacitors

are sharing the charges with CH and discharging entirely. CR1,2 are switched between re-

set/integration and read-out operation. Assume CH = aCs and CR1,R2 = (1 − a)Cs, the

total integration capacitance seen by ii(t) is always Cs = CH + CR1,R2. Consider (n − 1)th

phase and assume SR1=1 and SR2=0. The current is integrated onto CH + CR1 = Cs while

the charge of CR2 is transferred to the load. Let the total charge stored in the integration

capacitors CH and CR1 in (n − 1)th phase be Q(n − 1). In the following nth phase where

SR1=0 and SR2=1, the charge stored in CR1 is transferred to the load. Since CR1 and CR2

are always reset before they are connected to CH , the loss of the charge of the integration

capacitors will be the charge of CR1. If the total charge stored in the integration capacitors
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CH and CR2 at the end of nth phase is Q(n), the amount of the charge provided by the

transconductor during nth phase, denoted by Qin(n), is equal to the charge of CR1 and is

therefore given by Q(n)− aQ(n− 1), i.e.

Q(n) = aQ(n− 1) +Qin(n). (4.19)

Or equivalently, it can be expressed in the z-domain as:

Qz

Qin
=

1

1− az−1
. (4.20)

where a =
CH

CH + CR1,R2

, a value which is always smaller than unity. SinceQ(n) = CsVo,IIR(n),

Q(n−1) = CsVo,IIR(n−1), and Qin(n) = CsVo,FIR(n), note that the output of the FIR filter

is the input of the IIR filter as

Vo,IIR(n) = aVo,IIR(n− 1) + Vo,FIR(n). (4.21)

Eq.(4.21) is a first-order IIR filter. It can be shown from z−1 = esTs≈1− sTs that

HIIR(s)≈ 1

1− a
1

s
(
aTs
1−a

)
− 1

. (4.22)

The pole of the first-order IIR filter is given by ωp,IIR = 1
Ts

(
1
a
− 1
)

and the gain of the IIR

filter is maximized at DC and is given by 1/(1 − a). It is seen that the larger a is, the

larger the gain of the IIR filter and the smaller the pole frequency subsequently the more

the attenuation. In other words, a plays a key role in input bandwidth and attenuation.
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This agrees well with the simulated results in Fig. 4.18, showing a frequency response of

first-order IIR low-pass filter for different capacitance ratio values .
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Figure 4.18: Spectrum of charge-domain windowed sampler with first-order IIR filter. fs=10
MHz.

In conclusion, a partial channel select filter is carried out by using first-order DT IIR

low-pass filter in the charge-domain sampler with acceptable modification. The IIR filtering

operation is taking place at the output sampling rate, fs = 1/Ts. The pole location of the

IIR filter is merely determined by the capacitor value ratio, a =
CH

CH + CR1,R2

, which can

be precisely controlled by layout, and fs. The passbands of the IIR filter are repeated at

intervals of kfs. It is noticed that in Fig. 4.17, there are a total number of three filters taking

place in the signal path, i.e. the first-order CT sinc filter, the first-order DT sinc filter, and

the first-order DT integrator.
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4.3 Circuit Design and Analysis

The quadrature charge-domain sampler is implemented in a fully-differential config-

uration, shown in Fig. 4.19. The differential input voltage is converted to a current by the

transconductor formed by M1 and M2. The signal then passes through the 4-path band-pass

filter where aliasing interferences and unwanted signals are attenuated. Transistors M3/M4

form a current buffer with a low input resistance 1/gm3,4. Transistors M3/M4 form a current

buffer with a low input resistance 1/gm3,4. A large output resistance at the drain of M3/M4

and M6/M7 can be obtained only in the band of the 4-path filter. In other words, the resis-

tance exhibits a relatively low value at out of the band of the 4-path filter. The schematic

of differential 4-path filter is shown in Fig. 4.20 .

As differential structure, the selectivity of the band-pass filter at the even harmonics of

the clock is suppressed. Each path is includes one grounded capacitor connected to two

anti-phase driven switches. A 4-phase 25% duty cycle clock provides all required clocks.

The switches are implemented by using transmission gate (TG) with large size to minimize

the ON-resistance, which affects the profile of the band-pass frequency response. On the
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Figure 4.20: (a) Differential 4-path band-pass filter, (b) Clocking scheme.

other hand, the large parasitic capacitors because of the large TG can be merged into the

capacitance of base-band capacitors, CB. The PSS-PAC simulated result is shown in Fig.

4.21.
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Figure 4.21: Simulated differential 4-path band-pass filter with Ts = TLO = 100 MHz.
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A complete circuit schematic of I channel of quadrature charge-domain sampler (QCDS) is

shown in Fig. 4.22. The schematic for Q channel is identical except that FLO90 and FLO270

are used in Q channel. The QCDS is fully differential, and for each of I and Q channels,

the signal path is further split into two paths as time interleaved configuration. Since both

the 4-path band-pass filter and quadrature charge-domain sampler contain only capacitors

and switches, and the currents of the transconductor M1/M2 are re-used by the quadrature

charge-domain sampler, minimizing power consumption.
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Figure 4.22: (a) Differential charge-domain sampler (only half of the circuit is shown), (b)
Clocking scheme.

4.3.1 Performance

The entire system consists of four distinct functional blocks, namely, a 4-path band-

pass filter, a continuous-time sinc low-pass filter, a FIR filter, and an IIR low-pass filter with

transfer function HBP , Hsinc, HFIR, and HIIR, respectively. The overall transfer function

is given by H = HBPHsincHFIRHIIR. The 4-path bandpass HBP provides a maximum of

-40/dec dB attenuation. The continuous-time sinc low-pass obtained from the continuous

integration of the input over Ti provides -20/dec dB attenuation. The IIR filter provides

another -20/dec dB attenuation. Finally, the attenuation provided by the FIR filter is de-

termined by the number of integration phases and the weight factors. Although the overall
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attenuation is large, since -3dB frequency of these filters differ and it is likely not possible to

have all the filters to have the same -3 dB frequency, the attenuation in the desired stop-band

is rather small. The nonidealities of devices further reduces the attenuation. Fig. 4.23 shows

the output of the quadrature charge-domain sampler with different history capacitor. It can

be seen that increasing the capacitance of the history capacitor improves the attenuation

in the stop band and the depth of the nulls. Attenuation is further increased when the

4-path bandpass filter is added. Also, the depth of the nulls of the sampler with the 4-path

bandpass filter are much deeper as compared with that without the 4-path bandpass filter.

This observation reveals that the 4-path bandpass filter not only attenuates the tones in

the stop-band, qualifying it as a band select filter to suppress blockers, it also improves the

suppression of aliasing interferences.
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Figure 4.23: Simulated transfer function (normalized) of quadrature charge-domain sampler.
Ideal transconductor with gm = 0.5 mS and ideal switches with Ron = 1Ω and Roff = 1TΩ are
used. The input is a 100 MHz sinusoid. The sampling frequency is 100 MHz with 25% duty
cycle. Voltage gain provided by the sampler is 15 dB.
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4.3.2 Noise

An explicit noise analysis of the quadrature charge-domain sampling circuit is crucial

as the noise contribution to the total system Noise Figure can be significant due to the

limited gain of the preceding LNA. In order to evaluate the noise performance of the circuit,

follow the approach in [113]. Let the power of the input-referred noise-voltage generator

of the sampling mixer be v2
n. The power of input-referred noise-current generator of the

sampling mixer is negligible. The total input noise is obtained from v2
n,in = v2

n,Rs + v2
n

where v2
n,Rs is the noise power of the source resistor.

vn, in
2

vn,o
2

HBP H sinc HFIR HIIR

4-path
bandpass Charge-domain sampler

Figure 4.24: Noise analysis of proposed charge-domain sampling mixer.

From the schematic of the sampling mixer, except for the noise voltage from source,

there are two noise sources existing, e.g. modelled thermal noise of output impedance of the

transconductor and the thermal noise of switch resistors. Compared with output impedance

of transconductor, Ron is typically small. For example, in Fig. 4.20, Rout ≈ 10 kΩ and

Ron=15. Since Rout � Ron, the noise voltage of switch resistors is significantly smaller than

that of Rout. Therefore, the noise voltage of switch resistors can be ignored and only modelled

noise voltage of output impedance is related to v2
n . As shown in Fig. 4.24, the input noise is

first shaped by the 4-path bandpass filter. It then passes through the charge-domain sampler

that provides a continuous-time first-order sinc low-pass Hsinc(jω), a discrete-time FIR filter

HFIR(jω) from the multiple sub-integration phases, and the first-order IIR filter HIIR(jω)

from the history and rotation capacitors. The total power of the output noise is obtained

from
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v2
o =

∫ ∞
0

|HBPHsincHFIRHIIR|2 v2
n,indω. (4.23)

To quantify the effect of HBP , Hsinc, HFIR, and HIIR, the noise bandwidth of the sampling

mixer with HBP , Hsinc, HFIR, and HIIR are considered individually. To simplify analysis,

assume v2
n,in is white, and the noise of interferences is not taken into consider.

Noise Bandwidth With HBP Considered

Consider the effect of the N-path bandpass only. For the 4-path filter shown in Fig.

4.20, the baseband block is a first-order low-pass with transfer function HBB = 1/(s/ωB +

1) where ωB = 1/(RoutCB) is -3 dB frequency and Rout is the output impedance of the

transconductor. The transfer function of the N-path band-pass filter was derived earlier

in (4.12), where the thermal noise, attenuated by the periodical band-pass filtering at the

multiple ωs and is folded back to the desired signal. In the design, Rout ≈ 10kΩ and CB = 40

pF, -3 dB frequency is 398 KHz while the sampling frequency is 100 MHz and the first notch

is located 400 MHz. As a result, the input noise voltage is folded at 300 MHz with 20 dB

attenuation, 30 dB attenuation at 500 MHz and etc. This is evident in (4.24) where output

noise power of the 4-path filter at ω − ωs is computed and illustrated graphically in Fig.

4.25.

v2
n,o(ω − ωs) = 0.0625

[
|HBB(ω − ωs)|2 + sinc4

(π
4

)
|HBB(ω)|2

+ sinc4

(
2π

4

)
|HBB(ω + ωs)|2 + ...

]
v2
n,in. (4.24)

Since sinc4
(
π
4

)
≈0.656, sinc4

(
π
2

)
≈0.16, sinc4

(
3π
4

)
≈0.009, sinc4

(
5π
4

)
≈0.001, sinc4

(
6π
4

)
≈0.002,

sinc4
(

7π
4

)
≈0.0003,..., the folding effect can be approximated by only considering the first

two terms of (4.24). As a result, the output noise power at ω−ωs is given by v2
n,o(ω−ωs) =

0.074v2
n,in.
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Figure 4.25: Noise analysis of N-path filter.

The noise bandwidth of the baseband block is given by π
2
ωB. To find out the noise

bandwidth of the sampling mixer with only HBP considered, the calculated total output

noise power of the sampling mixer is given by

v2
no =

∫ ∞
0

|HBP |2v2
n,indω

=

(
1

N2

)2 ∞∑
n=−∞

sinc4
(nπ
N

)(π
2
ωB

)
v2
n,in

≈ 0.074
(π

2
ωB

)
v2
n,in. (4.25)

Note N = 4 was utilized in (4.25).

Noise Bandwidth With Hsinc Considered

Consider the effect of Hsinc only. Utilizing (4.14), we obtain from (4.23)

v2
o =

1

2π

(
GmTi
Cs

)2 ∫ ∞
0

sinc2

(
ωTi
2

)
v2
n,indω (4.26)

Since

∫ ∞
0

sinc2(x)dx =
π

2
, Eq.(4.26) becomes v2

o = G2
m

C2
s

Ti
2
v2
n,in. Since v2

o =
G2
mT

2
i

C2
s
v2
n,inωN,sinc

where ωN,sinc is the noise bandwidth when only Hsinc is considered, we have ωN,sinc = ωi
2

= ωf

where ωi = 2π/Ti.
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Noise Bandwidth With HFIR Considered

Consider the effect of HFIR only. Utilizing (4.17), we have from (4.23)

v2
o =

∫ ∞
0

sinc2 (NπTff) v2
n,indf =

N

2Tf
v2
n,in. (4.27)

Since

v2
o = Nv2

n,inωN,FIR (4.28)

where ωN,FIR is the noise bandwidth when only HFIR is considered, we have ωN,FIR =
ωf
2

where ωf = 2π/Tf .

Noise Bandwidth With HIIR Considered

Consider the effect of HIIR only. Since HIIR is a first-order low-pass with pole fre-

quency ωIIR = 1
Ts

(
1
a
− 1
)
, the noise bandwidth due to HIIR is given by ωN,IIR = π

2
ωIIR.

Since Ts = Tr+To+NTf , ifNTf � Tr, To, we have Ts ≈ NTf . As a result, ωN,IIR≈ 1
4N

(
1
a
− 1
)
ωf .

Table 4.1: Noise Bandwidth of Sampling Mixer with 4-path Bandpass, sinc, FIR, and IIR
Filters Considered Individually.

Filter Noise bandwidth
N-path bandpass ωN,BP = π/2ωB
sinc low-pass ωN,sinc = ωf , ωf = ωi/2
FIR filter ωN,FIR = ωf/2, ωf = ωi/N
IIR filter ωN,IIR = 1/4N (1/a− 1)ωf

Table 4.1 tabulates the noise bandwidth of the sampling mixer with the 4-path band-

pass, sinc, FIR, and IIR filters considered individually. In the design, N=4, CH=10 pF,

CR=1 pF. Thus, a = 0.9 and ωIIR = ωf/(16×9)�ωN,FIR, ωN,sinc. Compared the noise band-

width of four, ωN,BP and ωN,IIR is much smaller than the other two. The total output noise of
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the sampling mixer can therefore be obtained from v2
no≈ωN,IIRv2

n,in and v2
no≈ωN,BPv2

n,in

.

4.3.3 Effect of Nonidealities

Fig. 4.26 investigates the effect of the ON-resistance of the switches on the per-

formance of the 4th-path band-bass filter. It is seen that the larger the resistance of the

switches, the less the attenuation in the stop band, revealing that minimizing the channel

resistance of the switches is essential.
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Figure 4.26: Simulated effect of ON-resistance of switches on 4-path bandpass filter. Ron is
varied from 5 Ω to 200 Ω.

Since the parasitic capacitances of switches are absorbed into the large sampling

capacitors (40 pF) of the 4-path bandpass filter, their effect on the performance of the filter

is rather small. The parasitic capacitances of the switches, however, lower the gain of the

charge-domain sampler. Unlike the 4-path bandpass filter, the ON-resistance of switches

has a less detrimental effect on the charge-domain sampler [86]. To maximize the gain,

small switches are used in QCDS. Fig. 4.27 shows the normalized transfer function of the

quadrature charge-domain sampling receiver with embedded FIR, IIR, and 4-path bandpass
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filters at process corners. It is observed that the variation of attenuation due to process

spread is within 10 dB. The voltage gain is 6.9 dB for slow nMOS/slow pMOS (SS) and 14.4

dB for fast nMOS/fast pMOS (FF).
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Figure 4.27: Simulated frequency response (normalized) of quadrature charge-domain sam-
pler with embedded 4-path bandpass filter at process corners. The input frequency is 100 MHz,
the output baseband sampling frequency is 25 MHz (Two 12.5 MHz interleaved clocks with
50% duty-cycle). Legends: TT (typical nMOS/typical pMOS), SS (slow nMOS/slow pMOS),
FS (fast nMOS/slow pMOS), SF (slow nMOS/fast pMOS), and FF (fast nMOS/fast pMOS).

Not like simple sampling systems, the effect of the non-ideal clock is more clear. Since

the design is a multiple sampling system, the impacts from sampling clocks are complex but

critical.

clock phase noise - To simply analysis, let us only consider the desired signal frequency, fin.

For 4-path filter, if ideal sampling clocks, fs, are applied to each of paths, only frequency

component located at fin will be first translated into the baseband and integrated on the

capacitor. The capacitor is acting as a low-pass filter to short any unwanted signal out

of filter bandwidth to the ground. On the contrary, the signal nearby DC will be held on

the capacitor and then be translated back to the original frequency because of the second

time ON-OFF of the switches. However, if the sampling clock is non-ideal, a skirt profile in

spectrum, all the frequency components inside the skirt will be down-converted to baseband
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except for the desired signal. The baseband signal then will be up-converted to the desired

frequency again where the unwanted components are added on top of the desired signal,

deteriorating SNR. The worse case is there is large blocker signal falling in the skirt. This

blocker will lower the SNR significantly as it will be added into the desired signal and the

low-pass filter in the baseband fails to filter it out. As a result, the phase noise results

in increasing noise figure. Similarly, in the charge-domain sampling circuit, phase noise of

sampling clock has a detriment on the overall SNR. However, since the frequency translation

is accompanied by a continuous-time and a discrete-time since low-pass anti-aliasing filter,

which create notches at the sampling frequency, these notches will greatly suppress the effects

from the clock phase noise. Meanwhile, the noise on the clock in time domain is denoted

by jitter. The clock jitter will change the integration time for a charge-domain sampler,

causing error in the final output voltage. While, the clock jitter will has less detrimental

to the SNR in a certain frequency range in comparison with voltage sampler. The range is

heavily depending on the integration time, Ti.

clock phase imbalance - There are two cases for N-path filter. Consider the variation of the

duty cycle, if duty cycle is less than 25%(4-path) for each of path, as we can expect the

attenuation on the harmonics will be less. The notches associated with the number of the

path will be shifted to higher frequency. Therefore, the harmonics, which are still at the

same location, will get less attenuation. As a result, higher fold-over components will be

added on the desired signal, deteriorating SNR. For the case of duty cycle is more than 25%,

charge sharing between each of the baseband capacitor is occurred. This charge sharing will

significantly degrade the filtering function. Take the extreme case for example, duty cycle

is 100%, at the same moment, all the capacitors in the 4-path filter are sharing the same

incoming charges. The characteristics of the N-path network will be entirely disappeared.

The more overlapping, the more filtering function will be lost. In a conclusion, the case of

more than 25% duty cycle is even worse than the case of less than 25%. In addition, the

imbalanced phase between each of the paths could lead to less image rejection and harmonic

folding. For the charge-domain sampler, the clock phase imbalance could result in mismatch

in the time-interleaved configuration and subsequently introduce pattern noise located at

fs/4, fs/2.... which are highly undesirable.
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The frequency tuning of the sampling mixer is shown in Fig. 4.28. For each input

frequency ωi, the sampling frequency ωs is adjusted such that the output frequency of the

sampling mixer remains unchanged. Since Ts = Tr + To + NTi, Ti will also change. Thus,

when ωi increases, ωs will increase, resulting in a reduction in Ti. Since the gain of the

charge-domain sampler at DC is given by GmTi/Cs, the gain will drop when ωi increases.

This agrees well with the simulation results in Fig. 4.28.
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Figure 4.28: Simulated frequency tuning range. The input frequency is varied from 50 MHz
to 250 MHz. The sampling frequency is also varied accordingly such that the output frequency
remains unchanged.

4.4 Measurement Results

The quadrature charge-domain sampler with embedded FIR, IIR, and 4-path band-

pass filters was implemented in IBM cmrf8sf 130 nm 1.2 V CMOS technology. Fig. 4.31

shows the layout of the circuit. The entire chip is 1x2 mm2. The capacitors in the 4-path

filter are two-layer MIM capacitors that provide a higher capacitance density as compared

with normal MIM capacitors. Capacitors in the charge-domain sampler are normal MIM

capacitors that use only one mask between two metal layers. In addition, to provide an

enough driving capability for the switches in the filter blocks, the clock output buffers were
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designed to drive a 200 fF load capacitance using D flip-flops (DFFs) implemented using

TSPC (True-Single-Phase Clocked) logic. The single-ended input signal from the RF signal

generator is fed to the active balun shown in Fig. 4.30 where the single-ended input is

converted to a differential input (vin to v+
o via a non-inverting common-gate amplifier and

vin to v−o via an inverting common-source amplifier). The balance of the gain of the two halves

of the active balun can be obtained by adjusting Vb of the common-gate. The differential

signal is then fed to the transconductor of the 4-path filter. The output of the sampling

mixer is fed to a source-follower buffer in order to drive an off-chip RF spectrum analyzer

with a 50Ω input impedance.

Figure 4.29: Die microphotograph of quadrature charge-domain sampler(1x2 mm2).

Fig. 4.31 shows the photo-micrograph of the fabricated chip, with probes in place for

on-wafer measurement. On-wafer probing was conducted using a Microtech RF-1 microwave

probe station (with a Faraday cage) to minimize the effect of package parasitics and external

electromagnetic interferers. The pads were arranged based on the configuration of the probes

and available silicon area. A Microtech DCQ-06 dc probe, with six ceramic bladed needles

configured as SGSSGS (S=signal and G=ground), was used to supply the required dc bias

voltages to the chip. Two, single-ended, Microtech ACP-40-D-GSG-150 RF probes were

used for the clock and input. One differential Microtech ACP-40-D-GSGSG-150 RF probe
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Figure 4.30: (a) Active balun. (b) Output buffer. Circuit parameters of active balun:
W1,2 = 300µm, Rs1, RD1, RD2 = 200Ω. Circuit parameters of source follower : W = 300µm.
Rs=1kΩ. Length of all transistors is 0.13 µm.

was used to probe the I and Q outputs. Because the center-to-center pitch of the tips of all

probes is 150 µm, the dimensions of all bonding pads are 100 µm × 100 µm. This leaves a

50 µm space between neighboring pads. Flexible RF cables were used to connect the probes

including dc probes and test equipment in order to minimize cable loss. The cable loss,

including connectors and adapters, was measured and found to be approximately 0.5 dB at

100 MHz.

IN

Vb1 Vb2 Vdd Vb3

CKIN

IOUT

QOUT

Figure 4.31: Die photo-micrograph of charge-domain sampler with embedded 4-path band-
pass filter with probes in place for on-wafer measurement.
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The test set-up is shown in Fig. 4.32. Two BK precision 9124 programmable DC

power supplies were used in the test set up. One for VDD, dc biasing of the 4-path bandpass

filter and common-mode voltage of charge-domain sampler, and the other one is for biasing

the on-chip active balun. The ground terminals of all dc power supplies were wired to a

common ground plane, in a star configuration, to avoid forming ground loops. All ground

pads are connected together, on chip, to avoid any on-chip ground loops. The 100 MHz input

signal was generated using an Agilent E4420B 250 kHz ∼ 2.0 GHz RF signal generator. The

master clock was generated from an Agilent 81130A pattern generator. The clocks used

in the 4-path bandpass filter and charge domain sampler were generated from the master

clock using an on-chip clock generator. The output waveforms of the quadrature charge-

domain sampler were captured using an Agilent MOS-X 3024A 200 MHz oscilloscope. The

spectrum of the output of the quadrature charge-domain sampler was measured using an

Agilent N9320B 9 kHz ∼ 3.0 GHz spectrum analyzer.

Agilent E4420B

Agilent 81130A

Agilent N9320B

Agilent 3024A

BK 9124 BK 9124

Figure 4.32: Measurement set-up.

The quadrature output signals were captured and are shown in Fig. 4.33. The

measured stop-band attenuation and aliasing-band attenuation is around 40 dB, as shown

in Fig. 4.34. This was measured by sweeping the input frequency from 100 MHz to 150

MHz. The simulated transfer function and measured transfer function are both plotted in

this figure and normalized for comparison. It can be seen that, the measured frequency
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response matches simulation results closely, up to about 10 MHz. After this, the measured

transfer function starts to deviate from the simulation. There are two reasons for this. The

loss of the gain and the clock crosstalk. The measured gain is about -9 dB rather than

typical case, +14.4 dB or the worst case, +6.9 dB obtained in corner simulation. Given the

input is -35 dBm and the limitation of the dynamic range of the spectrum analyzer, without

noiseless pre-amplifier providing sufficient gain, it is hard to evaluate the characteristic of

the filters, which are designed to provide maximum 80 dB attenuation for aliasing, and

60 dB attenuation for stop-band interferences. The reasons for the low gain is largely due

to the improper on-chip biasing. The shifted operating points of the transistors break the

impedance matching network. Therefore loss can be from the active balun providing input

termination and the source follower output buffer that is connected to the spectrum analyzer

whose input impedance is only 50 Ω. In addition, the degraded transconductor contributes

the other part of the gain loss. The clock crosstalk also increases the difficulty of getting

accurate profile of the filters. Since the limited silicon space, the improper shielding clock

induces the coupled clock into the main signal path. The switching noise from the clock

generator can eventually affect the VTH thereby changing the bias condition of the transistors.

As the design is a multi-sampling system, the pattern noises located at fs/4, fs/2 ... from

gain and phase mismatch may degrade the filter performance.The large spikes were observed

at the multiple of 12.5 MHz from measurements. The measured tuning range of 25 MHz to

250 MHz is shown in Fig. 4.35.

For a 100 MHz input signal, the simulated and measured stop band attenuation is

60 dB and 40 dB, respectively. The simulated and measured aliasing rejection is 70 dB and

42 dB, respectively. A simplified IIP3 measurement was done without using extrapolation

approach. For a given sufficient small desired signal at 100.2 MHz with -40 dBm, the two

tones, 100.4 MHz and 100.5 MHz with -30 dBm amplitude, was used to calculate IIP3. The

post-layout simulation is illustrated in Fig. 4.36.

The 1 dB compression point is where the output of the amplifier is deviated from the

ideal gain by 1 dB. The simulated 1 dB compression point is -27 dB, shown in Fig. 4.37.
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Figure 4.33: Measured quadrature output voltage of mixing sampler with input at 100.1
MHz.
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Figure 4.34: Measured and simulated normalized transfer function of mixing sampler.

From PIIP3 =
∆P

2
+Pfund where ∆P is the difference between input and intermodu-

late signal and Pfund is the fundamental signal [2], IIP3 is obtained as -17 dBm. The image

rejection was simulated by applying the input frequencies 100 MHz ± 0.2 MHz. The 90 de-

gree phase shift was done in Matlab. By combining the I and Q path output, the quadrature

down-conversion results in an image rejection of 43 dB. The post-layout simulation of IMR

is shown in Fig. 4.38
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Figure 4.35: Measured tuning range of mixing sampler.
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Figure 4.36: Post-layout simulated IIP3.

The chip consumes 180 µW from a 1.2 V power supply excluding active balun and

output buffer. Table 4.2 compares the performance of the design presented in this chapter

to that of other published works.
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Figure 4.37: Simulated P1dB.
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Figure 4.38: Post-layout simulated IMR.

4.5 Summary

The analysis and design of a low-power charge-domain quadrature down-conversion

sampling mixer with embedded FIR, IIR, and 4-path bandpass filters suitable for band

selection, frequency down conversion, and channel selection, are presented. Detailed inves-
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Table 4.2: Performance Summary of Sampling Mixer

Parameters This Work [112] [87] [114]
Technology 0.13µm 0.35µm 90 nm 90 nm
IF Frequency 100 MHz 100 MHz Base band 268 MHz
Output Rate fsout 25 MHz 1.85 MHz 30 MHz 120 MHz
Signal Bandwidth 800 KHz 923 KHz 250 MHz 20 MHz
IIP3 -17 dBm (simulation) -2 dBm -22 dBm 0 dBm
P1dB -27 dBm (simulation) NA -32 dBm NA
NF 19.5 dB (simulation) NA 19 dB 21.8 dB
Aliasing Rejection 70 dB (simulation)

40 dB (measurement) 18 dB NA 32.5 dB
Stop Band Att. 60 dB (simulation)

42 dB (measurement) 13 dB 42 dB 53 dB

tigations of the principles of periodic impulse sampling, periodic windowed sampling, and

periodic N-path windowed sampling are presented. Their characteristics, with respect to the

suppression of aliasing interferers and attenuation of unwanted channels, are compared. A de-

tailed mathematical treatment of charge-domain windowed samplers with built-in sinc, FIR

and IIR filters is provided. A quadrature charge-domain sampler with embedded FIR, IIR,

and 4-path bandpass filters is proposed and designed. It is shown that the 4-path bandpass

filter preceding the quadrature charge-domain sampling mixer provides sufficient attenuation

of unwanted channels and nulls out aliasing interferers. The intrinsic sinc characteristics,

FIR filtering from multi-phase integration, and IIR filtering (from the recursive operation

of the history and rotating capacitors of the charge-domain sampler) provide further sup-

pression of unwanted channels and aliasing interferers. The reused current configuration, of

the 4-path bandpass filter and quadrature charge-domain sampling mixer, helps minimizing

overall power consumption.

The design is applicable to zero-IF or low-IF receivers and suppresses aliasing signals,

out-of-band blockers and IF image signals. Although the presented design implemented a

first-order sinc and first-order FIR and IIR filters, high-order FIR filters can be implemented

to provide better performance.
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Chapter 5

A Cascaded Charge-domain Sampling Mixer
with Embedded sinc3 FIR and N-Path Filters

In general, a sampling mixer along with an anti-aliasing filter demands large atten-

uations on aliasing signal and out-of-band signal for RF receivers operating on zero-IF or

low-IF topology. In Chapter 4, a charge-domain sampler embedded with CT sinc, elementary

DT sinc, first-order DT IIR low-pass and band-pass filters is introduced. An evolution of

previous design is implemented in this chapter. A high-order sinc FIR and 4-path band-pass

filters embedded charge-domain sampling mixer is presented. The chapter is organized as

following: Section 5.1 investigates the advantages of the high-order FIR filter in terms of

attenuation at the notches. Section 5.2 exams the proposed sampling circuit. Simulation

results are shown in the Section 5.3. A summary is provided in Section 5.4..

5.1 Hight-Order FIR Filter

The FIR filter which is described in Chapter 4 is to provide elementary low-pass

sinc filtering function since the coefficients of the filter are all one. The first sidelob of

this type filter is merely 13 dB attenuation. In other words, out-of-band interferences that

are within the first sidelobe, are lowered by 13 dB, which is not sufficient for most of the

wireless applications. the null depth is heavily depending on the sampling frequency fs. The

sampling rate fs must be large enough to get the desired attenuation around fs. On the

other hand, high order filter, which use low fs, achieve same performance. [115], [83] and
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[116] incorporated programmed coefficients of FIR filters to obtain advanced filter function

in the sampler. However, the easiest approach is to utilize high-order sinc. For example. a

second-order sinc in time domain is the convolution of two first-order sinc. A comparison of

sinc, sinc2 and sinc3 is shown in Fig. 5.1.
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Figure 5.1: Frequency response of sinc, sinc2 and sinc3. fs,fir=10 MHz, decimation ratio is
2.

The corresponding s-domain transfer function is as follows:

H(s) =

(
1− e−sTs
sTs

)N
. (5.1)

where N is the order of the filter and Ts is the sampling frequency. It can be seen that the

higher-order of the sinc, the wider of the notch. Therefore more attenuation is added on the

aliasing signals around fs.
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5.2 Circuit Design and Analysis

The architecture of the charge-domain sampling mixer is shown in Fig. 5.2. Similar

to the quadrature charge-domain sampler in Chapter 4, the input voltage is processed by the

4-path band-pass filter formed by M1 and a switched capacitor network that performs band

selection. The band-selected output voltage obtained by diode-connected M2 is then fed to

a pair of trans-conductors formed by M4 and M6 with gm6 = 3gm3. The output currents

of the trans-conductors are fed to a windowed charge-domain sampler (CDS) that functions

as a low-pass filter to perform channel selection. Although a single-ended configuration is

presented here, the proposed architecture is readily expendable to differential configurations

to cancel out the even harmonic components and reject the common-mode signal ideally.
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Figure 5.2: Advanced charge-domain sampler with embedded N-path band-pass filter.Circuit
Parameters: gm1 = 2mS,gm4 = 1.5mS, gm6 = 4.5mS, Ib1 = 150µA, Ib3 = 235µA, Ib5 = 700µA,
Vb = 335mV.
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5.2.1 Performance

Fig. 5.2 shows the 4-path bandpass filter, which is the single-ended version of Fig.

4.20. vin is converted to ii by M1. ii is then routed to capacitors CB by sk(t) and integrated

onto CB. The switched current ii,k(t) = ii(t)sk(t) produces voltage vi,k(t) = ii,k(t) ⊗ zB(t)

across the capacitors where zB(t) is the impulse response of the load and ⊗ denotes convolu-

tion. vi,k(t) is then sampled by sk(t) to produce vo(t). For the sake of convenience, simulated

frequency response of the single-ended 4-path filter is re-plotted in Fig. 5.3. It is seen that

the absence of 4th and 8th harmonics and the sinc-envelope are due to the frequency-shaping.

It should be mentioned again that the larger the number of paths, the less attenuation on

interferences located at harmonic frequencies.
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Figure 5.3: Response of 4-path band-pass filter in Fig. 5.2 (vo1 excluding M3-M6 and CDS).

Fig. 5.4 shows the simplified schematic of the proposed high-order windowed charge-

domain sampler. The CDS implements three distinct filters : a continuous-time (CT) sinc

low-pass, a discrete-time (DT) sinc3 low-pass, and a DT sinc low-pass. The CT low-pass

filtering is obtained by current integration on sampling capacitors CS1 with its notches

determined by the integration period. To widen the nulls so as to provide a better suppression

of interferences in the neighborhood of the notches, a 3rd-order sinc with the coefficients(1
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3 3 1) that are the results of the convolution of (1 1),(1 1) and (1 1) is implemented by

weighted input currents. The simple coefficients limit the decimation ratio to 2 to avoid

aliasing, which is achieved by time-interleaved operation Fig. 5.4(b). The second stage

performs another decimation of 2. As a result, the sampling frequency is decreased by 4

times. Using a similar approach described in Chapter 4, we obtain the transfer function of

the CT low-pass filter and DT filter

H(jω) =
GmTi
CS1

sinc

(
ωTi
2

)N−1∑
k=0

hk1z
−k

N−1∑
k=0

hk2z
−k = HsincHFIR1HFIR2 (5.2)

where Ti is the pulse width of ai or bi, i = 1, 2, 3, hk1 and hk2 are (1 3 3 1) and (1 1)

respectively.
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Figure 5.4: High-order windowed charge-domain sampler. Circuit Parameters: gm=1.5 mS,
CS1=10 pF, CS2=1 pF.

110



It is observed that the entire circuit provides the joint effect of band-pass and high-

order sinc low-pass. Not only can a steep stop-band attenuation be obtained, the depth

of notches will also be increased, yielding a better suppression of aliasing interferences and

those in the vicinity of the notches.

5.3 Simulation Results

The proposed sampling mixer was designed in an IBM 130 nm 1.2V CMOS and

analyzed using Spectre from Cadence. Fig. 5.5 shows the normalized frequency response of

the sampling mixer with a zoom-in view of the first and second notches. It is seen that the

suppression of aliasing interferences at the closest notch is 80 dB at 920 KHz -3 dB frequency

band. Moreover, the wider aliasing band rejection at the second notch caused by sinc3 filter

further improves the rejection close to 90 dB. The minimum stop-band attenuation is 57 dB.

The gain is 9.2 dB compared to the calculated value of 12 dB. The loss of the gain is mainly

due to the finite output impedance of the transconductors and the non-zero ON-resistance

of the switches. Fig. 5.6 shows the time response of the sampler with the 100.2 MHz IF

input.
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Fig. 5.7 shows the layout of the circuit. The entire chip is 1x2 mm2. The output

of the sampling mixer is fed to a common-source buffer in order to drive an off-chip RF

spectrum analyzer with a 50 Ω input impedance. Fig. 5.8 is the post simulation result.

It can be observed that the amplitude of the output signal from post-layout simulation is

smaller than that of the schematic simulation. It is mainly due to the voltage drop through

the signal path in the layout.

The chip consumes 1.3 mW from a 1.2 V power supply excluding output buffer. Table

5.1 summarizes the performance of the proposed sampler and compares with that of some

reported designs.

5.4 Summary

A charge-domain down-conversion sampling mixer with an embedded 4-path bandpass

filter for band selection, a sinc3 FIR and a 1st-order sinc FIR with decimation of 4 for

channel selection is presented. The sinc3 low-pass is obtained via signal weighting and time-
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Figure 5.8: Post-simulated time response of the output signal with Vin=40 mV, fin = 100.2
MHz, Vout = 140 mV, fout = 200 KHz, fs,out= 25 MHz.

interleaving operation. It is shown that the larger attenuation on the aliasing frequency

and stop-band frequency is obtained by the combination of multiple filtering functions. The

sampler performs decimation by 2 with wider notches and a steeper side-lob attenuation.

The total decimation by 4 is obtained by an another sinc filter following sinc3 stage. The
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Table 5.1: Performance Comparison

This Work [112] [116]
Tech. 0.13µm 0.35µm 90 nm
Input Freq. (MHz) 100 50 200
Bandwidth (KHz) 920 12900 850
Output Sampling Freq. (MHz) 25 25 100
P1dB (dBm) -16 NA NA
IIP3 (dBm) -5 NA -25
Aliasing Reject (dB) -80 -55 -50
Stop Band Att. (dB) -57 -35 NA

sampling mixer designed in an IBM 130 nm 1.2V CMOS with 100 MHz input exhibits 80

dB suppression of aliasing interferences and 57 dB stop band attenuation.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

A new theoretical approach, clearly elaborating the phenomena of injection lock for

harmonic oscillators, is presented. By applying it to analyze injection-lock process, the

expression of lock range of the injection-locked harmonic oscillators is derived and validated

in Cadence SpectreRF based on IBM 130 nm technology. In addition, the work that explores

the intrinsic relation between large impedance variations of active inductors and the lock

range of injection-locked active inductor oscillators is completed. The theoretical findings

and the demonstrated example result in good understanding of improving the lock range of

injection-locked oscillators in terms of design parameters [117, 118, 119].

The multiple multi-tone injection-locked oscillators are also explored. The in-depth

investigation of injection-locked non-harmonic oscillators is carried out by utilizing an ap-

proach similar to Volterra series. The larger lock range of non-harmonic oscillators with

a multi-tone injection can be expected as compared with that with a single-tone injection.

For the case of multiple injections, the lock range is studied analytically. And also the

proper phase assigned for each of the multiple injections is given. The theoretical analysis

is validated using simulation [120, 121, 122, 123].

Two novel receivers for the application of software defined radio (SDR) are presented.

The digital signal processing is performed in the analog form, resulting in reconfigurable RF
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analog front-end. The receivers resolve the issue of using discrete components, e.g. SAW

filter, which is commonly employed in the conventional radio frequency receivers to select

the desired frequency band. The centre frequency of this filter in designs is controlled by

on-chip clocks. In comparison with the traditional design, the needed anti-aliasing filter

before analog-to-digital converter is integrated in the receiver and the cut-off frequency of

the filter can also be tuned by changing the sampling clocks. As a result, the entire receiver

becomes fully digital controlled. The quadrature sampler has the combination of CT sinc,

DT sinc, DT IIR and 4-path bandpass filter. The other one has CT sinc, DT sinc3, DT sinc

and 4-path bandpass filter included.The expecting functions of the fabricated chip have been

validated on the wafer station in the lab [124, 125, 126]. Although the chips are targeting

IF frequency, the conceptional design can be applied to the high frequency range.

6.2 Future Work

With regard to injection-locked oscillators, the extension could be further increasing

the lock range of the relaxation oscillators through feedback signal, representing the fre-

quency offset from the injection signal, to adjust the tail current of the relaxation oscillators.

Since the sensitivity of the frequency of the relaxation oscillator is primarily determined by

the charging and discharging current, e.g. f = Itail/2(CVref ), given the fixed capacitor value

and threshold voltage of the comparator, changing current gives rise to frequency variation.

The only issue is how to detect the injection signal to determine whether it is high-injection

or low-injection as they give the same frequency difference. If this difficulty can be resolved,

much wider lock range can be expected. In addition, implementing the exemplified circuits

on chip and testing them in the lab could be the future work as well. Extensive simulations

for the theoretical analysis have been carried out. However, the measurement results will

provide more solid support for the findings. Also, the example is originally intended for low-

power passive wireless communications. The relaxation oscillator is designed in subthreshold

region, resulting in relatively low frequency, 13 MHz. Since the analysis is not limited to low

frequency, a regular oscillator with RF band frequency can be developed to further prove

the study in this thesis. The other important performance of injection-locked oscillators,
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which is not discussed, is the lock time. For multiple injections, the impacts of the phases

difference between the injection signals and the oscillating signals should be clearly observed

from simulations. The multiple injections leads to faster lock time in comparison with the

single injection can be expected. However, these are only surmise, which need to be further

investigated.

There are also more possible extensions for the programmable receivers. Future de-

sign could be focusing on the linearity and noise performance of the transconductor, which

dominants the linearity and noise for the entire design. Multiple gates, source degeneration

and feedback configuration can be used to improve linearity. Furthermore, one more direc-

tion is to incorporate Σ∆ ADC, which offers exceptional performance for high resolution

applications. For the 4-path, in stead of bandpass filtering function, itself is a quadrature

mixer. In other words, the output of DAC in the Σ∆ ADC can be applied to 4-path network

to translate baseband signal back to RF. The whole loop includes bandpass filter, quadrature

mixer for feedback signal, and charge domain sampling mixer with anti-aliasing and channel

selection filter. The highly integrated and better linearity can be expected. In addition, the

on-wafer measurement is not able to show the entire filtering functions due to some faulty

layouts for some critical signal paths, e.g. biasing voltage, receiving signal paths and etc.

Since the multiple signal paths are adopted, the matching for each of path becomes essential.

The leakage clock signal is observed in the post-layout simulation because of the mismatches

of signal paths and improper shielding. It is worth paying close attention on the layout

techniques to get better performance.
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