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Abstract

GREY BOX MODELLING AND ADVANCED

CONTROL SCHEME FOR BUILDING HEATING

SYSTEMS

c©Surinder Jassar

Doctor of Philosophy

Electrical and Computer Engineering

Ryerson University, Toronto, Canada, 2011.

This dissertation is aimed at generating new knowledge on Recurrent Neuro-Fuzzy Inference

Systems (RenFIS) and to explore its application in building automation.

Inferential sensing is an attractive approach for modeling the behavior of dynamic processes.

Inferential sensor based control strategies are applied to optimize the control of residential

heating systems and demonstrate significant energy saving and comfort improvement. De-

spite the rapidly decreasing cost and improving accuracy of most temperature sensors, it is

normally impractical to use a lot of sensors to measure the average air temperature because

the wiring and instrumentation can be very expensive to install and maintain.

To design a reliable inferential sensor, of fundamental importance is to build a simple and

robust dynamic model of the system to be controlled. This dissertation presents the de-

velopment of an innovative algorithm that is suitable for the robust black-box model. The

algorithm is derived from ANFIS (Adaptive Neuro-Fuzzy Inference System) and is referred

to as RenFIS.

Like all other modeling techniques, RenFIS performance is sensitive to the training data. In

this study, RenFIS is used to model two different heating systems, hot water heating system
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and forced warm-air heating system. The training data is collected under different opera-

tional conditions. RenFIS gives better performance if trained with the data set representing

overall qualities of the whole universe of the experimental data. The robustness analysis is

conducted by introducing simulated noise to the training data. Results show that RenFIS

is less sensitive than ANFIS to the quality of training data.

The RenFIS based inferential sensor is then applied to design an inferential control algorithm

that can improve the operation of residential heating systems. In current practice, the

control of heating systems is based on the measurement of air temperature at one point

within the building. The inferential control strategy developed through this study allows

the control to be based on an estimate of the overall thermal performance. This is achieved

through estimating the average room temperature using a RenFIS based inferential sensor

and incorporating the estimate with conventional control technology. The performance of

this control technology has been investigated through simulation study.
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Chapter 1

Introduction

This dissertation is concerned with the design and development of recurrent hybrid neuro-

fuzzy based modelling environment and training algorithm for the inferential models. Fur-

ther investigated is the application of the inferential model in the residential space heating

systems.

Among the various methods employed in the design and modelling of inferential mod-

els, Adaptive Neuro-Fuzzy Inference System (ANFIS) is very effective and thus popular in a

broad range of applications. However, limited by the feed-forward structure, it becomes very

ineffective when used for the dynamic systems. To resolve this problem, a new algorithm,

Recurrent Neuro-Fuzzy Inference System (RenFIS), is designed by integrating a feedback

loop to the conventional ANFIS. RenFIS is then used to build an inferential model that esti-

mates the average room temperature in multiple zone heating systems, as it is theoretically

easy but practically expensive to measure this variable.

When RenFIS and the related methods are used to estimate/predict the variables of a

dynamic system, there are two primary tasks to be completed: (1) structure identification

and (2) parameter adjustment. The dissertation presents a method for determining the

initial structure and the learning algorithm parameters for optimal adjustment through a

training process. Experimental data obtained from two different types of heating systems:

(1) Hot-Water Heating system (2) Forced Warm-Air Heating System, are used to validate

the RenFIS algorithm and the training method. Sensitivity and robustness studies have been
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carried out to investigate the issue of how the training data should be selected.

1.1 Objectives of the Study

Due to technical and/or economic difficulties, many process variables are difficult or impos-

sible to measure directly using physical sensors. Soft sensors are designed to compute the

value of such variables based on an inferential model of the targeted system and the value

of the relevant variables that are easy to measure.

For instance, a robust method to measure the average air temperature representative of

the temperature in all the zones, allows for optimal control of the furnaces in the residential

heating system, saving energy and improving indoor environmental quality. Conventionally,

the furnaces in a multi-zone heating system are controlled to maintain the desired temper-

ature based on the temperature sensed at one point of the building. Considering the fact

that all heating systems are built to produce a desired indoor thermal environment under

the changing cold climate, it is reasonable to consider what benefit it could bring to the

overall performance if the furnace in a multi-zone heating system is controlled according to

a representative measurement of the room temperature in the whole building. As shown in

later part of the dissertation, this is an appropriate approach to optimize the operation of

the furnaces in multi-zone residential heating systems.

The objectives of this research are:

• To investigate the current control practices for space heating systems in Canada. Deter-

mine the potential for saving energy and improving indoor environment quality through

incorporating an inferential control strategy to the conventional control methods.

• To develop an efficient and effective modelling environment for the inferential model.

The possible modelling environments are: (1) Mathematical Modelling, (2) Model-free

approaches such as: (a) Fuzzy Systems (b) Neural Networks (c) Hybrid Neuro-Fuzzy

Systems.
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• To develop a simple learning algorithm for training the inferential model structure.

The space heating system is a dynamic system. The feed-forward approaches which

are simple to train cannot effectively cope with dynamic environment, and the feed-

back approaches which can model the dynamic systems are difficult to train.

• To design and develop an inferential control scheme for improving the performance of

the buildings including thermal comfort and energy efficiency. The inferential control

scheme can control the operation of the heating equipment (furnace) based on the

average air temperature representative of the temperatures in all the zones.

• To test the performance of the inferential control scheme for a forced warm-air heating

system in a simulation environment. A typical residential building is simulated. The

performance of the control scheme is compared with the conventional and zoned control

methods.

1.2 Background

1.2.1 Climate Change:

To address the issue of accumulation of the greenhouse gases (GHG) in the atmosphere, the

United Nations Environment Programme and the World Metrological Organization in 1988

formed the Intergovernmental Panel on Climate Change (IPCC) tasked with providing the

most up-to-date assessment of human effects on climate and human health. The most recent

summary for policy makers, the IPCC fourth assessment report, notes that the continued

accumulation of GHGs in the atmosphere is in fact leading to noticeable climate change.

In terms of globally-averaged surface air temperature, 2005 and 1998 were the two warmest

years in the instrumental temperature record and 1995-2007 is the warmest twelve year

period (since 1850). The 100-year linear trend (1906-2005) of 0.74 [0.56 to 0.92] 0C is larger

than the corresponding trend of 0.6 [0.4 to 0.8] 0C (1901-2000). The linear warming trend

over the 50 years from 1956 to 2005 (0.13 [0.10 to 0.16] 0C per decade) is nearly twice that

for the 100 years from 1906 to 2005 [1].
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Carbon dioxide, CO2, is the most important anthropogenic GHG. In the building sector,

CO2 emissions are approximately 60% of all GHG emissions. Its annual emissions have

grown between 1970 and 2004 by about 80%, from 21 to 38 gigatones (Gt), and all over

represented 77% of total anthropogenic GHG emissions in 2004. The rate of growth of CO2

emissions was much higher during the 10-year period of 1995-2004 (0.92 GtCO2 per year)

than during the previous period of 1970-1994 (0.43 GtCO2 per year). Global increase in

CO2 concentrations are due primarily to fossil fuel use.

GHG emissions from the building sector have been increasing at almost 2 percent per

year since 1990, and CO2 emissions from residential and commercial buildings are expected

to continue to increase at a rate of 1.4 percent annually through 2025. These emissions come

principally from the generation and transmission of electricity used in the buildings, which

account for 71 percent of the total. Based on the energy usage, opportunities to reduce

GHG emissions appear to be most significant for space heating, air conditioning, lighting,

and water heating (United Nations Statistics Division).

In a nut-shell, with only 0.5% of world’s population, Canada produces 2.3% of global

carbon emissions. A similar pattern is also exhibited in many of the European countries.

Buildings emissions are approximately 25% of the total global CO2 emissions from all sectors

[2].

1.2.2 Indoor Environment/Thermal Comfort

American Society of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE) de-

fine thermal comfort for one person, as that condition of the mind which expresses satisfaction

with the thermal environment. Fanger [3] pointed out if a group of people is subjected to

the same room climate, it will not be possible, due to biological variance, to satisfy everyone

at the same time; one must then aim at creating an optimal thermal comfort for the group,

i.e., a condition in which highest possible percentage of the group is in thermal comfort.

Statistics Canada reports show that Canadian people spend approximately 65.9% of

their time in their own houses [4]. Effort should be made to create a space of relaxation and
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console. Thermal discomfort develops stress for the occupants, affecting their productivity. A

study by Federspiel investigated thermal comfort through complaints in a survey of 23,500

occupants conducted in the commercial buildings [5]. The results found most complaints

to be related to temperature extremes, either being too hot or being too cold. In fact,

96.5% occurred at temperature outside of the range 21.10C-23.80C. Therefore, comfortable

temperature conditions were defined as being within this range. In addition, ASHRAE

defines comfortable conditions as a temperature not changing more than 1.80C in thirty

minutes. The ASHRAE standard 55 also specifies that a comfort environment must be

maintained 80% of the time and required temperature range for summer and winter seasons

is given in Table 1.1 [6].

Table 1.1: ASHRAE-55 Standard for Thermal Comfort.
Conditions Relative Humidity Operating Temperature (0C)

Summer If 30% then 24.5-28
If 60% then 23-25.5

Winter If 30% then 20.5-25.5
If 60% then 20-24

1.2.3 Energy

Heating systems consume a substantial proportion of the total energy used for all buildings

operations. With growing environmental and energy consciousness, consuming energy more

efficiently is a priority. As in Canada approximately one third of its energy use is due to

the operation of the buildings, any improvement in building energy usage will contribute to

the global energy conservation effort. Fig. 1.1 and Fig. 1.2 show that energy use for space

heating is 59% and 50% for residential and commercial buildings respectively [7].

Together with the increasing concerns of poor indoor environment quality to the health

conditions, exploring ways in improving the energy efficiency as well as improving comfort

in the buildings are important. The energy efficiency of a heating system depends on a lot

of factors, such as the thermal performance of the building envelope, the energy efficiency of

the heating and distribution systems, the performance of control systems. The effort made
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Figure 1.1: Energy Use by Residential Sector.

Figure 1.2: Energy Use by Commercial Sector.

to improve the energy efficiency of heating systems has been overwhelmingly focused on:

• Improving thermal insulation of the building envelope and air tightness.

• Improving efficiency of furnaces, i.e. replacing non-condensing furnaces by condensing

furnaces or using 2-stage furnaces.
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• Utilizing solar energy and other renewable energy.

• Using self-programmable thermostats with temperature set back capabilities.

Despite the enormous effort made over the last decades to improve the energy efficiency

of these heating systems, a huge potential for further energy saving still persists. However,

not enough effort has been put into improving the control of furnaces, as a result, the overall

energy efficiency of heating systems is compromised due to the operation of these heating

devices.

This dissertation presents a method for controlling the operation of the furnace. Inferen-

tial sensor models estimate the representative air temperature in the whole building. Based

on the output of the estimator the blower speed and the combustion level are controlled,

giving an efficient operation of the furnace.

1.3 Methodology

Fig. 1.3 illustrates the activities involved in the completion of this research work. Each

text box shows a major research task and the specific output. The arrowed lines show the

relationship between the activities. They are briefly explained as follows.

1.3.1 Survey

A survey on the operation of forced warm-air heating systems in residential buildings in

Ontario, Canada was conducted by the author. The survey was aimed at finding the prob-

lems associated with the current control of forced warm-air heating systems to identify the

potential for improvements. The survey was started with collecting preliminary responses

and then an online system was used. The survey results indicated a problem with the control

of the conventional heating systems. The survey results are analyzed to check the potential

of correlation between the comfort level and the occupant’s access to the control over room

temperature. Respondents with higher heating system controllability tend to feel more ther-

mally comfortable. In multi-zone heating systems, the survey results show that 36% of the
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Survey
− Information about current control practices in 

residential buildings in Canada

− Controllability of the occupants over their heating systems

− Impact of controllability on thermal comfort

− Potential for improving energy efficiency and thermal comfort

Modelling
− Analysis of the modelling environments for 

building heating systems

− Selection of the training data

− Sensitivity analysis

− Robustness analysis

− Impact of data quality on the performance of
the inferential model

Experimental Data 

Simulation Study
− Development of the inferential control scheme

− Performance of the inferential control scheme in
a typical simulated building

− Comparitive study of the inferential control scheme 
with a conventional and zoned control schemes

− Development of the inferetial model

− Data obtained from a residential forced warm−air
heating system for three variables including, furnace
state, inside temperature, external temperature. The system is

metrological station
− Collecting the solar radiation data from the nearest 

actual energy consumption
− Furnace state (ON/OFF) recordings are converted to

monitored during another research project

Performance of the Inferential Model

Figure 1.3: A Flowchart of the Research Methodology.

respondents experienced overheating in the winter.

1.3.2 Modelling

Inferential sensing is an attractive approach for modelling the behavior of the dynamic

processes that require robust control. An inferential sensor model has been developed in

this thesis for estimating the average air temperature of multiple-zone buildings, which is
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used to optimize control of the heating systems. The inferential sensor model trained with

the available short-term measurements can be used to predict the long-term performance of

building heating systems.

To design a reliable inferential sensor, of fundamental importance is to build a dynamic

model of the system to be controlled that is simple and robust. The methods used for such

simplified dynamic model can be categorized into two groups: simplified physical model and

black-box model based on advanced mathematical algorithms. This dissertation designs an

innovative algorithm that is suitable for the development of a robust black-box model. The

algorithm is derived from ANFIS and is referred to as RenFIS. The approach is especially

useful for large complex and vague systems, which cannot be defined or represented efficiently

by simple methods. Thus, the approach is ideally suited for investigating the complex control

problems of building heating systems.

1.3.3 Experimental Data

For training and validation of the inferential model, it is extremely important to collect

experimental data under actual building conditions. The experimental data is obtained

from two types of heating systems: (1) hot-water heating system and (2) forced warm-

air heating system, monitored under different research projects. Hot-water heating system

data is collected in a laboratory heating system and forced warm-air heating system data

is collected in a residential building. The data collected include, indoor air temperature,

exterior temperature, energy used by the heating system, and solar radiation.

1.3.4 Performance of the Inferential Model

An experimental study is conducted to analyze the impact of data quality on the estimation

ability of inferential model. The errors in the training data as well as in the testing data

reduce the predictive accuracy of the model.

Sensitivity analysis aims at validating the selection of training data. ANFIS and RenFIS,

both are sensitive to the selection of training data. Training data sets collected under different
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conditions are used to check the effect on the predictive accuracy of the models.

1.3.5 Simulation Study

The inferential model is used in the development of an inferential control scheme for opti-

mizing the control of the heating systems. The performance of the scheme is analyzed for a

simulated typical residential building. The performance is compared with conventional and

zoned control methods to check their potential for improving thermal comfort and energy

efficiency.

1.4 The Potential for Improving Energy Efficiency and

Thermal Comfort

A conventional residential forced warm-air heating system comprises a furnace in which fuel

is burned to generate warm-air, the distribution system which supplies the warm-air to the

space being conditioned and returns the indoor air back to the furnace, and the air registers

that diffuse warm-air to the occupied indoor spaces. In current practice, the control of such

heating systems is very problematic. The major equipment, or the furnace, is controlled by a

control system that only measures the air temperature at one place in the building, as shown

in Fig. 1.4. Although the control system allows flexible scheduling of temperature set-point

to accommodate different occupancy schemes, the building is basically treated as a single

zone system. Consequently, some rooms in the building are either overheated or unnecessarily

heated while not occupied, while some rooms are under-heated due to insufficient heating

capacity that result from overheating in other rooms.

Zoned control methods are employed to overcome the above said problem. As shown in

Fig. 1.5, the furnace is controlled by a control system that measures the temperature in

each zone individually and various additional mechanisms are used in the heating capacity

delivered to different zones. This method is expensive and invasive to retrofit.

Similarly for water heating systems, overall energy efficiency of the heating systems is

compromised due to improper operation of the boilers. Boilers in the heating systems are
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Figure 1.5: Block Diagram Representation of Zoned Control Scheme.

often considerably oversized in order to provide a substantial margin of capacity [8]. This

is because the boilers in heating systems are normally controlled to maintain the supply

water temperature, rather than the building air temperature, at a certain set-point, which
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may be a predefined schedule with variable values at different periods of the day. Liao

and Dexter [9] have implemented a feedback loop to detect the overall level of the thermal

comfort in the building and transferred this information to the water temperature scheduler

that can determine the optimal set-point of the water temperature.

The survey conducted by the author shows that approximately 20% of the respondents

feel dissatisfied with room temperature in the winter. The results indicate a problem with

the control of the conventional heating and cooling systems. There exists a correlation be-

tween the comfort level and the occupant’s access to the control over room temperature.

Respondents with higher heating system controllability tend to feel more thermally com-

fortable. In multi-zone heating systems, the survey results show that 36% and 27% of the

respondents experienced overheating in the winter and overcooling in the summer. In the

same house there are places with temperature higher or lower than the desired level. This

is because the thermostat only sense the temperature of one zone in which it is installed. A

more representative measurement of average air temperature in the building is essential for

optimal control of the relevant equipment as the output of a physical sensor is unlikely to

be representative for the room being measured.

As it is not practical to directly measure the average temperature in the residential

buildings, soft sensing is applicable. Fig. 1.6 presents a block diagram representation of an

inferential sensor model based control method for controlling the operation of the furnace.

The output of the inferential sensor can be used to control the speed of the blower and the

level of the combustion in the furnace for the optimal efficiency.

1.5 Modelling Environment

Soft sensing allows process parameters, difficult to measure, to be inferred from other easily

made measurements. Inferential model is an important module of a soft sensor, which repre-

sents non-linear dynamic behavior of the system under control. The performance of the soft

sensor depends on the structure of the inferential model and on how it is configured, e.g. the

values of the relevant parameters. Section 1.5 discuss the possible modelling environments
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for inferential models.

Different mathematical techniques have been adapted to develop the dynamic models for

use in soft sensors. These techniques include:

• Physical model [10].

• Grey-box modelling [11,12].

• Neural networks [13].

• Fuzzy logic systems [14].

• Hybrid neuro-fuzzy systems [15].

Why Neuro-Fuzzy Systems?

A simplified physical model of multiple-zone space heating system was developed and incor-

porated with conventional boiler control system to design an Inferential Control Scheme [10].
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Physical sensor and the inferential control scheme are difficult to commission, as these intend

to estimate the time-dependent value of the average air temperature in the building.

A conventional control method defines a process with a real-world orientation and tries

to build a mathematical model to represent that process. The resultant model could not

be necessarily approximated to a linear model. Although some linear model can be made,

this linear model might only represent some extreme conditions of the nonlinear model.

A fuzzy control method can perform much better than conventional control devices under

extreme conditions. Verbruggen and Bruijn performed a comparison between conventional

and fuzzy control. The authors stated that the advanced conventional control methods only

partly satisfy the demands of highly non-linear system behavior. Furthermore, it stated the

contribution of fuzzy control for non-linear dynamic systems is as of the availability of a

qualitative operator, so that design knowledge can be easily implemented [16].

“Model-free” control methods do not require implicit modelling, which eliminates the

system characterization and identification processes, and thus there is no need to allocate

time and resources to determine an adequate model of the system under control and to

evaluate its validity. Conventional control also has some model-free approaches, such as

nonlinear adaptive control and Proportional Integration and Derivative (PID) control [17].

Fuzzy control provides another model-free approach. The conventional control plants depend

on precise models. Fuzzy control uses complicated structures and evaluation standards from

conventional control and it uses heuristic knowledge to deal with the control system behavior.

The use of fuzzy-logic based control (FLBC) is motivated by its ability to capture the

qualitative control strategies and implement highly flexible control behavior. Fuzzy logic and

neural networks are the mathematical techniques that allow for model-free control design.

They can be used to model dynamic systems. They share the ability to improve the intel-

ligence of systems working in uncertain, imprecise, and noisy environments. Fuzzy systems

and neural networks estimate sampled functions and behave as associative memories. Both

have an advantage over traditional statistical estimation and adaptive control approaches to

function estimation. They estimate a function without requiring a mathematical descrip-
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tion of how the output functionally depends on the input, instead they can learn from the

historical data recorded during the operation of the system.

Because fuzzy control algorithms emulate human control strategy, their principles are

easy to understand. For conventional control theory, more and more advanced mathematical

tools are required to model the non-linear dynamic system behavior, which are not as easy

to understand as the fuzzy control methods are. Therefore, practical engineers who are the

front-line of designing consumer products tend to use the approaches that are simple and

easy to understand and implement. Fuzzy control is just such an approach. From a practical

point of view, the development cost is the most important criterion for a successful product

for modern technology. Wang [18] pointed out that fuzzy control is easy to understand, and

the time to learn the approach is short; that is, the“software cost” is low. Also, because

fuzzy control is simple to implement, the “hardware cost” is also low. Additionally, there

are software tools (for instance: fuzzy logic tool available for designing fuzzy controllers).

Thus, fuzzy control is an approach that has a high performance/cost ratio.

Lin and Lee [19] established that neural networks have a large number of highly inter-

connected processing elements, which demonstrate the ability to learn and generalize from

training patterns or data. Fuzzy systems estimate functions with fuzzy samples, while neural

networks use numerical data samples.

Why ANFIS?

ANFIS, which contains fuzzy IF-THEN rules, has the ability to deal with nonlinear control

problems [20]. A typical ANFIS network is built through three major steps. The first is to

construct a set of fuzzy IF-THEN rules with corresponding membership functions to generate

the I/O pairs. The next step is to build fuzzy IF-THEN rules and fuzzy inference systems.

The last is to create the structures and learning rules of these adaptive networks.

Slotine and Li [21] pointed out that nonlinearities frequently cause undesirable behavior

of the control system. However, most real life control problems are of the non-linear na-

ture. System modelling is the part of the design needs major change to model nonlinear
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control systems. Basically, system modelling is based on conventional tools (e.g. differen-

tial equations). Sometimes, we can solve differential equations by using mathematical tools.

However, most of the time we cannot properly formulate the necessary differential equations

to represent the nonlinear control systems. So, for an ill-defined and uncertain sophisticated

nonlinear system, the differential equation representation is not suitable. Some nonlinear

control problems include linguistic variables, for instance human descriptive or vague intu-

itive thinking, so such problems become more complicated and difficult to solve. At this

time, the conventional control techniques are only good for simpler problems, and cannot be

applied to complex and dynamic control problems. A more robust control theory is required

to solve the problems of the more complicated nonlinear control systems.

This research has concentrated on integrated neuro-fuzzy technology as a modelling en-

vironment to cope with these problems of physical models, neural networks and fuzzy logic

approaches. Detailed discussion about these model free techniques is presented in Chapter

2.

1.6 Structure of the Dissertation

This dissertation has begun with a statement of the objectives of the study, a review of

the background, and the methodology employed. The review of the background has been

presented to justify the objectives of the study. The methodology has been described to

explain how the objectives can be achieved.

The remainder of this dissertation is organized into six chapters as following:

• Chapter 2 provides the basis of Hybrid Neuro-Fuzzy Systems. The structure generation

& learning and parameter learning methods are discussed.

• Chapter 3 presents the development of the inferential model for estimating the average

air temperature.

• Chapter 4 deals with the issues of data quality and how they impact on the performance

of the model. Sensitivity and robustness analysis are conducted for the training data.
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• Chapter 5 presents a detailed review about the current control practices for the resi-

dential forced warm-air heating systems. This chapter analyzes the scope of implemen-

tation of the proposed control strategy for improving the energy efficiency and thermal

comfort.

• Chapter 6 discusses the control scheme making use of the inferential model to control

the built environment. Performance of different control methods including, conven-

tional, zoned and inferential control, is compared.

• Chapter 7 draws conclusions and makes suggestions for future work.
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Chapter 2

Principle of Hybrid Neuro-Fuzzy
Systems

2.1 Introduction

Over the last few decades, significant advances have been made in the areas of fuzzy logic

and neural networks [22]. Fuzzy logic and neural networks are complimentary tools in the

design of modern control systems. The goal of neural fuzzy systems is to provide fuzzy

systems with automatic learning ability. The use of neural networks in learning membership

functions (MF)s and fuzzy rules of fuzzy systems is its major benefit. Neural network learning

techniques can reduce the time and cost while improving the performance of fuzzy systems.

On the other hand, the training of neural fuzzy systems is generally more efficient than the

traditional neural networks [19,23].

2.2 Fuzzy Logic Systems

A fuzzy logic system (FLS) is a convenient way of mapping input space to output space. The

mapping is achieved by transforming the input information from numerical domain (crisp

domain) to linguistic domain (fuzzy domain). The transformed information is then processed

using the fuzzy rules incorporated in the rule-base to yield a fuzzy output which, in turn,

has to be transformed again into the numerical domain [22,24,25].

The main component of any fuzzy logic system is its rule-base. The rule consists of two
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parts: an antecedent (premise) and a consequent. They are English-like sentences in the

form of IF-THEN. The IF-part (antecedent) includes the condition for firing a rule, and the

THEN-part (consequent) includes the action. A typical fuzzy rule has an expression of the

form:

IF x1 is A1 AND x2 is A2 THEN y is B (2.1)

where A1, A2, and B are linguistic values defined by fuzzy sets on certain universe of dis-

course. A fuzzy model consisting of this form of fuzzy rules is generally called Mamdani

fuzzy model, if B is a fuzzy singleton [26].

Another form of IF-THEN rules, proposed by Takagi and Sugeno [27,28], has only fuzzy

set defined in the premise part; the consequent part is described by a non-fuzzy equation of

the input variables,

IF x1 is A1 AND x2 is A2 THEN y is f(x1,x2) (2.2)

A fuzzy model consisting of these type of rules is called a TSK fuzzy model.

Traditionally, the action takes place if and only if the degree of belief for the antecedent

is equal to 1 (the antecedent part is satisfied). Otherwise, if the degree of belief for the

antecedent is 0 (in a bi-valued logic sense, the degree of truth is either 1 or 0), no action

would be performed. In contrast to conventional rule-based systems, in FLSs, all rules are

fired regardless of the value of their antecedents, and the impacts on the overall performance

of FLS depends on their degree of belief. Fuzzy IF-THEN rules form the core of a fuzzy

inference system, which is discussed in the next section.

2.3 Fuzzy Inference System

Fuzzy inference system (FIS) is a powerful framework based on fuzzy set theory, fuzzy IF-

THEN rules, and fuzzy reasoning. It is also known as fuzzy model or fuzzy rule-based system.

The basic structure of a fuzzy inference system is shown in Fig. 2.1, which consists of the

following subsystems:
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• a fuzzifier which maps from an observed input space to labels of fuzzy sets in a specified

universe of discourse,

• a rule base containing a set of fuzzy IF-THEN rules,

• a database which defines the MFs used in fuzzy rules,

• an inference engine which performs the reasoning procedure upon the rules and the

given conditions to derive reasoning conclusions,

• a defuzzifier which maps the fuzzy inference results back to crisp outputs.

Crisp
Input

Knowledge Base

Rule BaseDatabase

Inference Engine

Crisp
Output

Fuzzy Fuzzy

Fuzzification Defuzzification

Figure 2.1: Fuzzy Inference System.

In general, the steps of fuzzy inferencing are summarized as follows:

• Fuzzification: compare the input variables with the MF on the premise part to compute

the membership values of each linguistic variable.

• Application of T-norm: this operator performs algebraic product or min on the mem-

bership values of the premise part to get firing strength or weight for each rule.
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• Generation of the consequent parts: it can be fuzzy or crisp.

• Defuzzification: aggregate the qualified consequents to derive a crisp output.

2.4 Neural Networks

Neural Networks are inspired by modelling networks of biological neurons in the human

brain. However, these biological models do not necessarily resemble their original biological

counterparts. Thus, in literature, they are often called Artificial Neural Networks (ANN) to

distinguish them from the biological ones. In a rough analogy, neural networks have a large

number of interconnected processing elements (nodes) which usually operate in parallel. The

collective behavior of a neural network, acting like a human brain, has the ability to learn,

recall, and generalize from sampled data.

A typical biological neuron consists of three basic parts: soma (cell body), dendrites and

the axon. The actual operation of a neuron is very complicated, but the basic features can

be summarized as follows. The input signals from other neurons are transmitted chemically

through either excitatory or inhibitory synapses to the dendrites. Excitatory synapses raise

the probability of the neuron firing, while inhibitory synapses suppress it. The dendrites pass

the signals into soma which sums the signals both spatially and temporally. If the summation

exceeds certain threshold, a pulse or action potential of fixed strength and duration is sent

out through the axon to other neurons. After firing, the neuron must recover before it can

fire again. The fastest switching times are known to be in the order of 10−3 seconds, which

is quite slow compared to the computer switching speed of 10−10 seconds. Yet, humans are

able to make complex decisions surprisingly quick. This observation has led to speculate that

the information processing ability must result from some highly parallel processes operating

on representation that are large amount of neurons. One motivation for ANNs is to capture

this parallel computational feature based on distributed representation.

A neural network is composed of a set of highly interconnected nodes. Each node collects

the inputs from its input connections, performs a set of predefined mathematical operations,
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and produces a single output. Inside each node, there is an integration action which serves

to combine information or activation from external environment or other nodes into a net

input. Another action of a node is to produce an output as a function of its net input through

an activation function. Each node has associated weights that determine the exact or the

incoming inputs on the activation of the node. The weights may be positive, or negative.

Finally, through a learning procedure, the information can be stored in these weights in a

distributed manner.

To characterize a neural network, the structure that organizes the nodes and the connec-

tion geometry should be specified. There are a variety of network structures, each of which

results in different computational properties. The main distinction is between feed-forward

and recurrent networks. In a feed-forward network, the weight links are unidirectional, and

there is no node connecting to another node in the same layer or the preceding layer. When

outputs are directed back as inputs to the nodes in the same layer or the preceding layer,

the network is a feedback network. Feedback networks that have closed loops are called

recurrent networks. Another important feature in specifying a neural network is the learn-

ing scheme. Complete learning involves two kinds of learning tasks: (1) structural learning,

which focuses on the change in the network structure, for example, the number of nodes and

the corresponding connection structure, (2) parametric learning, which is concerned about

updating the weights. Parameter learning schemes can be classified into three categories:

supervised learning, unsupervised learning, and reinforcement learning.

In summary, neural networks demonstrate the following properties:

• Nonlinear mapping ability: Neural networks can learn to approximate any continuous

nonlinear input-output relation over a bounded domain from the sampled data.

• Generalization ability: Neural networks have the ability to generalize to situations that

are different from the training data and fit the input-output mapping satisfactorily

[29,30].

• Adaptability: A neural network is a non-programmable dynamic system with capa-
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bilities such as trainability and adaptivity that can be trained to store, process and

retrieve information. With an on-line learning algorithm, neural networks can adjust

the weights, even the network structures to optimize their performance.

• Fault tolerance: Since structured in a distributed manner, each node acts independently

of the others, and relies only on local information. Large number of weight connections

also give neural networks redundancy. These features provide the neural networks with

inherent fault tolerance capability.

With these properties, neural networks provide a robust approach to approximating an-

alytical functions. Neural networks can be considered as simplified mathematical models of

brain like systems and they operate as parallel distributed computing networks. For certain

types of problems, such as learning and generalizing to interpret sensory data, neural net-

works are one of the most effective learning approaches currently known. So, neural networks

are well-suited to problems where nonlinear mapping must be acquired from data, and where

a near-optimal solution is required in a short time.

2.5 Hybrid Neuro-Fuzzy Systems

A FIS can utilize human expertise by storing its essential components in the rule base

and MFs. The fuzzified input data are matched with the premise parts in the IF-THEN

rules and the conclusion of each rule is computed by a fuzzy inference engine. Finally, the

appropriate outputs are generated through the defuzzification procedure. However, due to

the vagueness and subjectivity of linguistic statements, fuzzy systems based on qualitative

alone are unlikely to adequately model real systems. To circumvent such inadequacies, as in

conventional approaches, available data should be used to validate the model’s behavior.

On the other hand, a neural network does not rely on human experience. Instead, it

employs learning procedures and a given training data set to evolve a set of parameters

(weights) such that the desired functional behavior is achieved. Moreover, neural networks

possess several properties such as disturbance-tolerance, and generalization abilities, which

23



result from their connectionist structure. However, it is difficult to extract structural knowl-

edge from either the weights or the configuration of a neural network because the knowledge

of the system is distributed into the network as synaptic weights. Also, since the hidden

layers of the neural networks are opaque to the users, determination of the structure and the

size of networks is still a problem to be resolved. Fortunately, it is possible to build prior

knowledge about the training data into the weights or configuration of a neural network such

that the efforts on the subsequent learning can be much reduced.

From the above description, it can be seen that fuzzy systems and neural networks are

complementary technologies. While neural networks extract knowledge from systems to be

approximated or controlled, fuzzy systems often use linguistic information from experts. A

promising approach to reap their benefits and overcome their respective short-comings is to

integrate them together in an appropriate way. The integrated systems should have low-

level learning ability and computational power as well as high-level human like thinking and

reasoning.

The synergism of fuzzy logic and neural network has produced a functional system capable

of learning, high-level of thinking and reasoning. It is an improved tool for determining the

behavior of imprecisely-defined complex dynamical systems. The neuro-fuzzy systems can

combine the benefits of these two powerful paradigms into a single capsule. Considerable

work has been performed to integrate the excellent learning capability of neural networks with

FIS for deriving the initial rules of a fuzzy system and tuning the MFs [19, 20, 31–34]. The

features exhibited in these systems, such as fast and accurate learning, good generalization

capabilities, excellent explanation facilities in the form of semantically meaningful fuzzy

rules, and the ability to accommodate both data and existing expert knowledge, make them

suitable for a wide range of engineering and scientific applications [35].

Generally speaking, the merging of these two technologies can be characterized into the

following categories:

• Neural fuzzy systems: adopting the neural learning ability to enhance the system fuzzy

performance.
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• Fuzzy neural systems: fuzzified version of conventional network models.

• Hybrid neuro-fuzzy systems: incorporation of fuzzy systems and neural networks into

hybrid architectures.

In the first approach, neural fuzzy systems are constructed to provide fuzzy systems with

automatic tuning mechanisms without altering their functionality. Since neural fuzzy sys-

tems are inherently fuzzy logic systems, most applications are found in control applications.

In the second approach, fuzzy neural networks retain the basic properties and structures of

neural networks but fuzzify some of their elements, where domain knowledge is formalized

in terms of fuzzy sets and is applied to enhance the learning performance or augment their

interpretation capability. Since the neural net architecture is preserved, they are mostly

found in pattern recognition applications. In the third approach, neuro-fuzzy systems, fuzzy

systems and neural networks have equal importance and serve different purposes. They are

integrated to form a hybrid system. Utilizing their individual strength, they complement

each other to achieve more efficient training. The structure of such hybrid systems are

flexible and application oriented.

2.5.1 Adaptive Neuro-Fuzzy Inference Systems

Hybridization technology of neuro-fuzzy systems has resulted in the development of intel-

ligent systems through several approaches such as GARIC, ANFIS, FUN, NEFCON, FAL-

CON, SOFIN, FINEST, EFuNN, dmEFuNN, the evolutionary design of neuro-fuzzy systems

and many others [15,36–42]. Among these mentioned methods that fully optimize the com-

plementary strength of ANN and FIS is the ANFIS. In comparison with the others, ANFIS

has high speed of training, the most effective learning algorithm, and is simple in terms of

the structure [43]. It is also regarded as one of the best in function approximation among

other neuro-fuzzy models [44]. ANFIS is faster in convergence when compared to the other

neuro-fuzzy models [45]; furthermore, ANFIS provides better results when applied without

any pre-training [46].
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2.5.2 ANFIS Architecture

ANFIS is a multi-layer adaptive network-based fuzzy inference system. ANFIS consists of a

total of five layers to implement different node functions to learn and tune the parameters

in a FIS structure using a hybrid learning mode. To describe the architecture of ANFIS, let

us consider a simple fuzzy system with two inputs (x1, x2) and one output, y. Suppose that

the rule base contains two fuzzy IF-THEN rules of the TSK type:

R1 : IF x1 is A1 AND x2 is B1 THEN y1 = p1x1 + q1x2 + r1 (2.3)

R2 : IF x1 is A2 AND x2 is B2 THEN y2 = p2x1 + q2x2 + r2 (2.4)

Fig. 2.2 shows a two-input, one-output ANFIS architecture. The functionality of nodes

in ANFIS can be summarized as follows:

Figure 2.2: ANFIS Architecture.

• Layer 1: Nodes are adaptive; MFs of input variables are used as node functions, and
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parameters in this layer are referred to as antecedent or premise parameters. The

output of each node is defined by

O1,i = µAi
(x1), i=1,2 (2.5)

O1,i = µBi−2
(x2), i=3,4 (2.6)

where x1, x2 are inputs to the fuzzy system, and Ai or Bi is a fuzzy set associated with

the node. In other words, outputs of this layer are the MF values of the premise parts.

In this illustrative case, Ai or Bi is described by the generalized bell-shaped function,

µAi
(x) =

1

1 +
(

x−ci

ai

)bi
(2.7)

• Layer 2: Nodes are fixed with outputs representing the firing strengths of the rules.

Each node performs the fuzzy AND operation using algebraic product,

O2,i = ωi = µAi
(x1) × µBi

(x2), i=1,2 (2.8)

• Layer 3: Nodes are fixed with outputs representing normalized firing strengths. The

ith node calculates the normalized firing strength,

O3,i = ω̄i =
ωi

ω1 + ω2

, i=1,2 (2.9)

• Layer 4: The single node is fixed with output equal to the sum of all the input signals.

O4,i = ω̄iyi = ω̄i (pix1 + qix2 + ri) i=1,2 (2.10)

where (pi,qi,ri) is referred to as the consequent parameter set.
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• Layer 5: Nodes are adaptive with node function given by Layer 1 for a first-order

model, and with parameters referred to as defuzzifier of consequent parameters. The

node function can be represented as given by the following equation:

Output = O5,i = Y =
∑

i

ω̄iyi (2.11)

2.6 Neuro-Fuzzy System Identification

Essentially, system identification is a process of developing or improving a mathematical rep-

resentation of a physical system using a combination of prior knowledge and empirical data.

Conventionally, system identification heavily relies on prior knowledge such that mechanistic

model can be established to satisfactorily describe the system. Empirical data is then used

to adapt and validate these identified models. In general, there are three basic classes of

such model synthesis [47]:

• White box identification: The entire mechanistic model is constructed from prior knowl-

edge and physical rules. During the model construction, the observed system data are

not used; they are only used for adaptation and validation. However, complete sys-

tem knowledge is rarely available; consequently, in most cases, some aspects of system

behavior cannot be explained by the identified model.

• Grey box identification: A partial model is established from prior knowledge and phys-

ical rules. Usually, such knowledge is used to satisfy the functional form of the model,

and the empirical data is used to infer specific system parameters.

• Black box identification: No physical knowledge is available for construction of the

model. This kind of identification can be viewed as function approximation or surface

fitting. In this case, there exist infinitely many candidate functions that can be chosen

to fit the observed data.
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Although there exist different approaches for identification of an unknown system, it will

be advantageous to employ as much available knowledge as possible. As mentioned above,

complete physical knowledge is usually unavailable or difficult to acquire. However, prior

knowledge can come in different forms. For example, a technician familiar with a specific

system usually is able to describe the system operation correctly, without knowing much

about the dynamics inside the system. This kind of knowledge can be very helpful for the

modelling process.

Fuzzy systems have the capability of capturing such human experience or knowledge.

The information is stored in a set of interpretable IF-THEN rules. If such prior knowledge

is correct and complete, this fuzzy rule base approach is analogous to the white box identi-

fication. Of course, it is not realistic. Due to vagueness and subjectivity in human thinking

and language, it is unlikely that a human expert can accurately describe the system behav-

iors in all possible situations. It is true especially when the system is complicated. This

is the reason why learning-based methods such as neural networks should be employed in

combination with fuzzy systems.

While fuzzy systems utilize as much prior knowledge as possible, neural networks can

learn from the system observations and extract the hidden information. With reference to

the different approaches described above, neuro-fuzzy modelling can be classified as grey box

identification. Although neuro-fuzzy systems appear as promising modelling tools, neuro-

fuzzy modelling has its limitations. First, it has to be assumed that the human knowledge

and/or empirical data are of good quality. Secondly, when the dimension of the system

increases, the size of a neuro-fuzzy model (the number of fuzzy rules) grows exponentially.

This phenomenon, known as the “curse of dimensionality”, makes the implementation of

high-dimensional neuro-fuzzy systems impractical.

As pointed out in [48], system identification involves two steps: structure identification

and parameter identification. Structure identification can further be divided into two differ-

ent types of tasks, (1) input variable selection and (2) determination of functional expression.
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Structure Identification: Generally speaking, structure identification of an unknown sys-

tem is to solve two problems: to select a set of input variables and to establish an input-

output relation. In phase I of the structure identification, we need to find most relevant

input variables for the system. In some identification works, appropriate input variables to

the system are assumed to be known. However, in many real-world applications, this is not

the case. While linear functions have a unique representation, there is an infinite number

of candidates for the nonlinear systems in the absence of prior knowledge. In phase II of

structure identification, which is concerned about the input-output relation, there are two

parts of an IF-THEN rule: the premise part and the consequent part. So the rules have two

structures in principle. It is clear that the number of rules corresponds to the number of

subspaces. This partition of input space is the premise structure in a fuzzy model. So phase

II of structure identification determines how the input space should be partitioned.

Parameter Identification: In conventional system identification, parameters are the coef-

ficients in a system functional model. In a fuzzy model, the parameters also include those

in the MFs. In the literature, many existing fuzzy identification schemes perform those two

identification tasks separately. However, structure identification and parameter identification

cannot be solved separately.

2.6.1 Structure Identification

Variable Selection

Regarding all the aforementioned tasks to be done in identification, the most important task

is to identify an optimal set of variables. This is because variable selection is the preliminary

step before operating regression or any other identification tasks. One has to include enough

variables to explain system behaviors. However, too many variables will artificially increase

the complexity of the identified model. This over-complex model will usually over fit the

data and, therefore, will have less generalization capability. A variable selection technique

typically consists of the following elements:

• a feature evaluation criterion for comparing subsets of variables,
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• a search procedure for searching the set of possible variable combination,

• and a stop criterion as a significance threshold for determining the evaluation criterion

or the final feature space dimension.

Depending on the task and the model to be used, several evaluation criteria based on

either statistics or heuristics, have been proposed for measuring the importance of a variable

subset. Some selection methods only consider the data for computing the relevant variables;

others take into consideration the model to be used for the medullization task.

Feature Space Partition

Construction of a fuzzy rule base can be viewed as partitioning the multidimensional in-

put space and extracting IF-THEN rules from the sampled data. Three commonly used

partitioning methods are described here by highlighting their basic ideas and characteristics.

Fuzzy Grid Partition: Grid partitioning divides the data space into rectangular sub-

spaces using axis-paralleled partitions based on a pre-defined number of MFs and their

types in each dimension, as shown in Fig. 2.3. Based on grid partitioning, fuzzy rules are

generated from input-output data.

It determine the degrees of given data pairs in different regions. For example, suppose

we are given the following set of desired input-output data pairs:

(x1,1, x2,1; y1), (x1,2, x2,2; y2), · · · having values as (0.6,−0.2; 0.2), (0.4, 0; 0.4), · · · (2.12)

where the first two numbers (x1,x2) are inputs and the third one (y) is the output for each

data pair. Fuzzy grid partitioning consists of the following steps:

• Step 1: Divide the input and output space into fuzzy regions. After the number of

MFs associated with each input and output are fixed, the initial values of parameters

are set in such a way that the centers of the MFs are equally spaced along the range

of each input and output variable. Moreover, these MFs satisfy the condition of ε-

completeness with ε=0.5, which means that given a value x of one of the inputs in
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Figure 2.3: Grid Partitioning.

the operating range, we can always find a linguistic label A such that µA(x) ≥ ε. In

this manner, the FIS can provide smooth transitions and sufficient overlap from one

linguistic label to another. One has to choose the intervals for the linguistic values

of each input and output linguistic variables in such a way that they do overlap and

also cover the entire space of the corresponding input-output linguistic variables. For

instance assume that the domain intervals of x1, x2 and y are [-1, 1]. One would divide

each domain interval into N regions and also assign each region a fuzzy MF. Fig. 2.4

shows an example where the domain intervals of x1, x2 and y are divided into five

regions. In this example, Gaussian MFs are used. Of course, other divisions of the

domain regions and other shapes of MFs are possible.

• Step 2: Generate fuzzy rules from given input-output data pairs. Determine the degrees

of the given x1,i,x2,i, and yi in different regions. For example, x1,1 in Fig.2.4 has a degree

of 0.9 in H, a degree of 0.2 in VH. Similarly x2,2 has degree 1 in M and smaller degrees
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Figure 2.4: Initial MFs for x1, x2 and y.

than x2,2 in all other regions. Assign x1,i,x2,i and yi to a region with maximum degree:

e.g. x1,1 in Fig. 2.4 is assigned to H and x2,2 is assigned to M. Finally, obtain one rule

from one pair of desired input-output data, for example,

(x1,1, x2,1; y1)

=⇒ [x1,1 (0.9 in H ) , x2,1 (0.7 in M ) , y1 (0.7 in M )]

R1 → IF x1 is H and x2 is M , THEN y is M

(x1,2, x2,2; y2)

=⇒ [x1,2 (0.9 in H ) , x2,2 (0.7 in M ) , y2 (0.9 in H )]

R2 → IF x1 is H and x2 is M , THEN y is H

• Step 3: Assign a degree of certainty to each rule. To resolve a possible conflict problem,

i.e. rules having the same IF-part but a different THEN-part, and to reduce the number

of rules, we assign a degree to each rule generated from data pairs and accept only
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the rule from a conflict group that has a maximum degree. In other words, this step

is performed to delete the redundant rules, and therefore obtain a concise fuzzy rule

base. The effect of these rules is that each of the rules is activated to a certain degree

represented by the weight value associated with that rule. The following product

strategy is used to assign a degree to each rule. The degree of the rule denoted by

Ri → IF x1 is A and x2 is B , THEN y is ωi (2.13)

is defined as

ωi = µa(x1)µb(x2)µc(y) (2.14)

For example R1 has a degree of

ω1 = µH(x1)µM(x2)µM(y) = 0.9 × 0.7 × 0.7 = 0.441 (2.15)

and R2 has a degree of

ω2 = µH(x1)µM(x2)µH(y) = 0.9 × 1 × 0.9 = 0.81 (2.16)

Note, that if two or more generated fuzzy rules have the same preconditions and

consequents, then the rule that has maximum degree is used. In this way, assigning

the degree to each rule, the fuzzy rule base can be adapted or updated by the relative

weighting strategy.

After fuzzy rules have been established, the overall output can be computed by any

defuzzification methods. In general, the performance depends heavily on the definition

of grids; the finer the grid is, the better the performance that will be. However, it is

likely that the fuzzy regions used in this approach will not cover all training data and

some regions remain undefined. Adaptive fuzzy grid can be used to optimize the system

mapping. First, a uniformly partitioned grid is used as the initial state. As the process

goes on, the parameters in the antecedent MF will be adjusted. Consequently, the
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fuzzy grid evolves. The gradient descent method optimizes the size and location of the

fuzzy regions and the overlapping degree among them. No matter what grid partition

method is used, there exists one major drawback in this scheme: the performance

suffers from an exponential explosion as the number of inputs or the MFs on each

input increase. For example, a fuzzy model with five inputs and five fuzzy sets on each

input would possibly result in 55=3125 IF-THEN rules. It is usually referred to as the

“curse of dimensionality”.

Fuzzy k-d Tree Partitioning: The tree partition method is more suitable for multi-input-

single-output (MISO) systems. To illustrate the ideas of tree partition, the procedure to

construct a Mamdani type of fuzzy system is described. Suppose there exists a set of input-

output data from a system with n inputs, xi|i = 1, ....., n, and one output. The input space

is divided into a set of subspaces or bins, to create a fuzzy rule for each subspace. Then

IF-THEN rule for bin b is in the form of the Mamdani type,

Rb → IF x1 is µ1,b(x1) and x2 is µ2,b(x2), .....and xn is µn,b(xn) THEN y is Cb

(2.17)

where µ1,b(xi)|i = 1, ....., n are input fuzzy MFs and Cb is the output for rule b.

We begin by viewing the entire compact set defined by the range of the inputs as one

bin. We divide the initial bin into two smaller bins. Then, we divide these smaller bins

recursively until the difference between the two resulting bins can be ignored or the number

of training data points within a bin reaches a minimum. As we divide the bins, a fuzzy

rule for each bin is created. Thus, a fuzzy rule base is dynamically created to represent the

input-output data as the partition proceeds.

In bin b, the minimum and maximum values of each variable xi define an interval,

[mini,b,maxi,b]. The goal is to divide or cut the interval [mini,b,maxi,b] at the place that

yields the maximum difference |Cb,1 − Cb,2| between the two fuzzy outputs Cb,1 and Cb,2.

There are several strategies for deciding which dimension to cut, where to cut at each step

and when to stop [49, 50]. Experiment has shown that 35%, 50%, and 65% of the length
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of the interval [mini,b,maxi,b] are good positions for the trial cuts. Thus, the partition pro-

cedure becomes the following: we cut each interval at these trial positions, calculate the

difference between the two fuzzy rule outputs for each trial cut, and choose the cut that

yields the maximum difference. Since there are three trials per dimension, a problem with

n dimensions requires 3n different cuts to generate two fuzzy rules [51]. Note that because

the input space is cut in one dimension each time, only two rules will be generated after

each cut. Hence, the number of rules will not grow exponentially. After the MFs have been

defined, the output of a fuzzy rule corresponding to bin b is computed as

Cb =

∑M
i=1 µb(x1, · · · , xn)× yi∑M

i=1 µb(x1, · · · , xn)
(2.18)

where M is the number of training data points, and µb(x1, · · · , xn) is the firing strength of

rule b, calculated by the definition of T-norm. This flexible tree partition algorithm relieves

the problem of an exponential increase of the number of rules. However, more MFs will

be needed for each input variable, and these usually do not have clear linguistic meanings.

Consequently, the resulting fuzzy model is less descriptive.

Clustering/ Scatter Partitioning: Clustering/scatter partitioning is the most attractive

approach. The clustering method or scatter partition, the fuzzy clustering algorithm in

particular, provides a flexible partitioning technique. Clustering can be used to detect pos-

sible groups that exist, groups that have similarity in behaviors, and the groups that can

be used to establish some hypothesis about the structure presented in the data. Instead

of covering the whole space, scatter partitioning tries to find subspaces that characterize

the fuzzy region of the input space. Scatter partitioning gives the most efficient partition

with a smaller amount of computing time compared with other methods. The drawback

of scatter partitioning is how the quality of the fuzzy system depends on the completeness

of the data set in representing the whole operation region of the system. Summarizing the

fact, the scatter partition/clustering groups the input-output data pairs into clusters and

one fuzzy rule represents one cluster. The number of rules in the neuro-fuzzy system is equal

to the number of clusters. Systems with different composition and number of clusters can
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be formed by varying parameters in the clustering algorithm.

Data Clustering: Data clustering algorithms are used to categorize and organize data.

These categorized data can then be used for applications such as data compression, model

building, etc. The clustering in the fuzzy system is useful for reducing the dimension of

fuzzy system rules while still representing the overall system. Clustering partitions a data

into several clusters where each data point in a cluster has more similarity than the one among

the clusters. In neuro-fuzzy systems, clustering is used to determine the initial locations and

the number of IF-THEN rules. There are several clustering techniques that are used for this

purpose and the most common ones are: (1) K-means, (2) Fuzzy C-means, (3) Mountain

clustering method, and (4) Subtractive Clustering.

• K-Means Clustering: The k-means clustering is also known as the hard c-means clus-

tering since a point belongs to only a particular cluster and not others. The opposite

of this method is the fuzzy clustering in which the data point can belong to all clusters

with different degrees of membership.

This clustering algorithm partitions a collection of n data points x1, x2, ...., xn, into a

cluster c. The cost function that minimizes the distance between the data points that

belong to a cluster with cluster center vi can be defined by

J =
c∑

i=1

n∑

j=1

‖xj − vj‖2 (2.19)

The clusters are defined by its cluster center and a c × n binary membership matrix

P , where the element pi,j is 1 of the jth data point xj belongs to the ith cluster and 0

otherwise. The process of determining the cluster center vi and membership matrix P

is iterative. The cluster centers are initialized randomly. The membership matrix P is

then calculated as follows:

pi,j =

{
1 if ‖xj − vj‖2 ≤ ‖xj − vk‖2, for each k 6= i
0 otherwise

}
(2.20)
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The cost function is computed and the iteration can be stopped if the value is below

some tolerance or if the improvement over previous value is below some threshold. The

cluster centers are updated using the new membership matrix P as:

vi =

∑n
j=1 pi,jxk∑n

j=1 pi,j

(2.21)

The process is repeated until a satisfactory result is found or a maximum number of

iterations has been reached.

• Fuzzy C-Means (FCM) Algorithm: Conventional clustering algorithms locate a hard

partition of a given data set where each entry of the data belongs to one partition or

the other. On the other hand, the fuzzy clustering finds a soft partition of a given data

set. Each entry of data can belong to a multiple clusters. The degree of an entry in

data to a cluster is given by a degree of membership. A widely used type of the fuzzy

clustering algorithm is the fuzzy c-means or ISODATA [52].

Data set X with n data points x1, x2, ....., xn can be clustered into c fuzzy sets using

the fuzzy c-mean clustering method. The criterion in most instances is to optimize an

objective function that acts as a performance index of clustering. The end result of

the fuzzy clustering can be expressed as a partition matrix P :

P = pi,j with i = 1, · · · , c and j = 1, ..., n (2.22)

where pi,j is a numerical value between 0 and 1 and expresses the degree to which the

data point xj belongs to the ith cluster. The objective function of the FCM algorithm

takes the form of

J(pi,j, vk) =
c∑

i=1

n∑

j=1

‖xj − vj‖2, m > 1 (2.23)

where m is the fuzziness factor, which influences the degree of fuzziness of the cluster

partition. If m is a large number, a point with less membership in the cluster will have
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less influence on the calculation of the new cluster center. vi is a cluster center for the

ith cluster. To solve this minimization problem, the objective function is differentiated

w.r.t. vi (for fixed pi,j, i = 1, 2, · · · , c j = 1, 2, · · · , n) and with respect to pi,j, (for fixed

vi, i = 1, 2, · · · , c).

vi =

∑n
j=1(pi,j)

mxj∑n
j=1(pi,j)m

, i = 1, 2, · · · , c (2.24)

pi,j =
c∑

k=1




( ‖xj − vi‖2

‖xj − vk‖2

) 1
m−1



−1

, i = 1, 2, · · · , c j = 1, 2, · · · , n (2.25)

After determining the number of clusters c(2 ≤ c ≤ n) and fuzziness factor, the ini-

tial partition matrix P is chosen randomly. Cluster centers and the partition matrix

can be calculated iteratively from the above equations. If the difference of the previ-

ously calculated center and/or partition matrix and the current value is less than the

predetermined threshold, the process can be stopped.

• The Mountain Clustering Algorithm: The mountain clustering method is a grid-based

method for identifying the approximate locations of the cluster centers [53]. Unlike,

fuzzy c-means, this method does not require a predetermination of the number of

clusters. Grid points on the data space provide the potential cluster centers. A finer

grid does not only increase the number of potential cluster centers but it also increases

the required computation effort. The grid is generally evenly spaced, but it is not

required. Uneven spaced grids that reflect the prior knowledge of the data space can

be formed.

Grid point selection for a cluster center is based on the mountain function. The height

of the mountain function at a grid point g is equal to

H(g) =
n∑

i=1

exp

(
−‖g − xi‖

2γ2

)
(2.26)
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where xi is the ith data point and γ is an application specific constant. The closer the

data point xi to the grid point, the more it contributes to the height of the mountain

function. The value of the mountain function reflects the density of data points in the

vicinity of each grid point. The higher the mountain function value at a grid point,

the larger it’s potential for being a cluster center. The grid node with the highest

score of the mountain function is selected and becomes the first cluster center vi. The

next cluster center could not be selected yet since the first cluster center is usually

surrounded by a number of grid points which also have high density values. The

effect of the first center must be eliminated by sequentially destructing the mountain

function. In order to do so a revised mountain function is formed:

Hnew(g) = H(g)−H(vi) exp

(
−‖g − v1‖2

2β2

)
(2.27)

After the subtraction, the new mountain function value at v1 is zero and its effect on

surrounding points is eliminated. The second cluster center then can be selected from

the grid point with the highest value of the new mountain function. This process is

repeated until the new mountain function value is less than a stopping constant value.

• Subtractive Clustering: the mountain clustering method is simple and very effective

in finding cluster centers that can be the base of fuzzy system MFs. However, the

number of calculations required grows exponentially with the dimensions of the data

set. For data set of 3 variables and 10 grid points for each variable, 1000 points must

be evaluated. Adding another variable to the data set multiplies the grid points by 10

or 10,000 grids.

A variation of the mountain method called subtractive clustering solved this prob-

lem [54]. Instead of using grid points, data points are used as candidates of the

cluster centers. By doing so the computation at effort needed for calculation is pro-

portional to the number of data points and is independent of the dimension of the

problem/variables. This rough calculation of the cluster centers is particularly suit-
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able if the clustering method is used to find the initial structure of a fuzzy system that

will be optimized later by the neural network learning algorithm.

For a data set of n data points, a density measure at data point xi is defined as

Di =
n∑

j=1

exp


−‖xi − xj‖2

(
ra

2

)2


 (2.28)

where ra is a positive constant. A data point will have a high density value if it has

many neighboring data points.

As in the mountain method, the data point with the highest density measure is selected

as the first cluster center v1. The next step is to eliminate the influence of the first

cluster center to the surrounding data points which also have high density values. The

density measure of each data point is revised as

Di(new) = Di −Dv1 exp


−‖xi − xv1‖2

(
rb

2

)2


 (2.29)

where rb is a positive constant. The density measure of data points in the neighborhood

of the cluster center v1 is reduced and the one at the first cluster center is zero. The

effect of the first cluster center on the surrounding points is eliminated. The constant

rb defines a neighborhood that has significant reduction in density measures after the

revision. The constant rb is usually larger than ra to prevent closely spaced cluster

centers. Generally rb is chosen to be equal to 1.5× ra.

The point with the highest density measure is selected again as the next cluster center.

This process is iterated until the highest density measure is lower than a predetermined

stopping constant value or sufficient number of cluster centers has been determined.

The result can be used for developing the Takagi-Sugeno fuzzy model. Cluster centers

vi are fuzzy system rules. The degree of fulfillment of the fuzzy ith rule is defined by
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µi = exp


−‖x− vi‖2

(
ra

2

)2


 (2.30)

After completing this procedure, a more accurate system can be constructed using

optimization scheme like gradient descent algorithm.

2.6.2 Parameter Identification

Most existing neuro-fuzzy systems are rule based systems which consist of the Mamdani

model or the TSK model. This type of neuro-fuzzy model has the following form,

Ri ⇒ IF x1 is A1,i AND · · · AND xp is Ap,i THEN y = fi(x1, ..., xp), i = 1, ..., M (2.31)

and fi(x1, · · · , xp) is given by

Mamdani Type:

fi = ci, where ci is a constant consequent.

TSK Type:

fi =
p∑

j=1

ai,jxj (2.32)

The total output of the model is computed by the COA defuzzification method,

y =

∑M
i=1 ωifi∑M
i=1 ωi

=
M∑

i=1

ω̄ifi (2.33)

where ωi denotes the firing strength of the ith rule and ω̄i is the normalized firing strength

of the ith rule defined by

ω̄i =
ωi∑M

i=1 ωi

(2.34)

In the least squares method, the output of a model y is given by the parameterized

expression
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y = θ1f1(x) + θ2f2(x) + ............ + θnfn(x) (2.35)

where x = [x1, · · · , xn] is input vector for the model, J1, · · · , Jn are known functions of x, and

θ1, · · · , θn are unknown parameters to be optimized. To identify these unknown parameters

θi, usually a training data set of data pairs (xi, yi), i = 1, · · · ,m is taken; substituting each

data pair in Eq. (2.35) a set of linear equations is obtained, which can be written as

Aθ = y (2.36)

in matrix form. Where A is a m× n matrix.

A =




f1(u1) · · · fn(u1)
...

...
...

f1(um) · · · fn(um)


 (2.37)

where θ is an n× 1 unknown parameter vector

θ =




θ1
...
θn


 (2.38)

and y is an m× 1 output vector

y =




y1
...

ym


 (2.39)

Since generally m > n, instead of exact solution of (2.35) an error vector e is introduced to

account for the modelling error as

Aθ + e = y (2.40)

and searched for θ = θ̂ which minimizes the sum of squared errors.

E(θ) =
m∑

i=1

(
yi − aT

i

)2
= eT e (2.41)
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where E(θ) is called the overall error objective function. The squared error in (2.41) is

minimized when θ = θ̂, called least squares estimator (LSE) that satisfies the normal equation

AT Aθ̂ = AT y (2.42)

If AT A is a non singular, θ̂ is unique and is given by

θ̂ =
(
AT A

)−1
AT y (2.43)

There are two kinds of parameters in a neuro-fuzzy model: the parameters in the con-

sequent parts and the parameters in the antecedent parts. According to Eq. (2.40), the

consequent parameters are simply θ, and the antecedent parameters are generally those used

to define the MFs. Though one can apply the gradient methods such as back propagation

(BP) to identify both the antecedent and the consequent parameters, the gradient descent

methods are generally slow and likely to be trapped in local minima. One can identify the

consequent parameters by the well known least squares (LS) methods. After the consequent

parameters have been identified, the BP algorithm can be used to update the antecedent

parameters. This observation leads to a hybrid learning algorithm which combines the neu-

ral learning rules and the least squares estimators for faster parameter identification. In the

hybrid learning scheme, each epoch is composed of a forward phase and a backward phase,

as shown in Fig. 2.5. In the forward phase, one present an input vector and compute the

corresponding row vectors in matrices A and Y. This process is repeated until all the input

vectors have been presented. In the backward phase, first the least-squares formula in Eq.

(2.43) is used to compute θ̂. After θ̂ is identified, one calculates the error signal for each

training data entry. Then the error signals can be back propagated from the output end

toward the input end, so as to update the premise parameters. This is a batch learning

scheme since the parameters are updated after all the training data have been presented.

For the given premise parameters at any training epoch, the θ found by LS estimation is

guaranteed to be globally optimal. Thus, this hybrid learning algorithm not only can reduce

the dimension of each of the search space in the BP algorithm, but also can substantially
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reduce the time needed for convergence.

Parameters

(LSE Method)

Backward Pass (4−1)

(Gradient Descent Method)

Optimum

Parameters

NO

One Epoch

PROCESS
TRAINING
END

YES

Forward Pass (1−4)

Antecedent Parameters

Consequent

Figure 2.5: Hybrid Learning Algorithm: One Epoch.

2.7 The Feedback Hybrid Neuro-Fuzzy System

Due to the nature of its feed forward network the hybrid neuro-fuzzy model doesn’t allow for

effectively capturing the time varying properties of the dynamic processes. Unlike recurrent

networks it does not have any dynamic features. In the past few years, many studies related

to recurrent neural networks (RNN) have been presented to solve this problem by using

attractor dynamics and information storage ability [55–57]. However, RNNs training is

found to be more difficult as compared to the feed forward networks because RNNs have

complex network structures and therefore heavier computational efforts are also required

making it unsuitable for the targeted applications [58]. Furthermore, with feed forward

network structures the performance of a fuzzy neural network has been demonstrated to be

better than a neural network [59]. Based on these observations, researchers have attempted

the construction of a recurrent fuzzy neural network composed of internal feedbacks and
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time-delay synapses for control and identifications systems [60–65].

For the model discussed in Section 2.5.1, the dynamic property is achieved by feeding

the output back through a feedback loop as shown in Fig. 2.6. Introducing this feedback

connection enables the system to remember previous states and use both the previous and

current states to calculate the new output values. From a practical point of view, time

delay embedded with the feedback is time variant which can lead to a different dynamical

behavior and such behavior is vital in improving the ability to provide better and more

accurate prediction capability. With the output feedback system, the output at time t is

given by

y(t) = f [y(t− 1), · · · , y(t−N), X(t− 1), · · · , X(t−M))] (2.44)

By doing so, one will be able to train the canonical hybrid neuro-fuzzy system as a

recurrent of the order of N by providing the time-delay element at the output.

DelayDelay

Feedback Inputs

y(t−2)y(t−N)

Direct Inputs

y(t−1)

Delay

y(t)

Hybrid Neuro−Fuzzy Model

Figure 2.6: The Feedback System for Neuro-Fuzzy Model.

2.8 Concluding Remarks

Conventional neuro-fuzzy systems cannot effectively cope with dynamic processes, such as

the heating systems of the buildings, due to the feed forward network structure. To overcome
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this problem, the existing hybrid system is incorporated with a feedback loop so that it can

model the dynamical behavior of the process. In the following Chapter, we develop a RenFIS

based inferential model.
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Chapter 3

Development of the RenFIS based
Inferential Model

3.1 Introduction

An average air temperature based inferential control strategy was proposed in Chapter 1.

The strategy controls the furnace operation according to the average air temperature rep-

resentative of the temperature in all the zones of a multiple-zone building. A method for

estimating the average air temperature in the building is needed in order to make use of the

proposed scheme in practice.

Soft sensing is an attractive technique for modelling the dynamic behavior of the space

heating systems, providing practical methods for estimating the value of the critical con-

trol variables that are otherwise difficult, if not impossible, to measure using conventional

physical sensors. A more representative measurement of the average air temperature in the

buildings, which is essential for optimal control of the relevant equipment, can be obtained

using an inferential sensor [9,66]. The inferential model trained with the available short-term

measurements can be used for long-term prediction/estimation of the average air temper-

ature, Fig. 3.1 shows that with one month long measurements the inferential model can

estimate the variable values for a period up to and beyond one year.

The soft sensing technology was originally developed to improve the control of chemical

and biological processes [67–71]. Over the last three decades enormous efforts have been
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Figure 3.1: Real System vs. Soft Sensor Model.

made to develop soft sensors and soft sensor based control schemes [9, 11, 72]. The model

relating the un-measurable variables to the measurable variables, the inferential model, is

the heart of a soft sensor.

The statistics show that the number of applications using nonlinear mathematical models

is growing while the trend of using linear mathematical models is diminishing. However, it is

difficult to achieve accurate nonlinear mathematical models for complex nonlinear systems.

Researchers have started augmenting physical models with artificial intelligence techniques

for system identification and designs [73, 74]. Also, the physical-model based inferential

sensor intends to estimate the time-dependent value of the average air temperature, which

is difficult to commission. The physical-model based inferential sensor fails to function

properly if the quality of commissioning data is not good or if the optimization process used

for commissioning terminated at local extremes. This thesis aims to make contributions to

solve the above said problem.

If the system structure is not completely known, the temperature estimation should be

based on data or heuristic information. The inherent characteristics of fuzzy logic are suitable
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for development of the inferential models for complex systems. The nonlinear mapping

characteristic of a fuzzy model, with fast and robust implementation, the capacity to embed

prior knowledge and the ability for generalization can be beneficial for the inferential model

for temperature estimation. With these advantages, a fuzzy model is a natural tool to deal

with nonlinear uncertain conditions in buildings [75,76].

The fuzzy logic based approach has been used to deal with the thermal and visual comfort

problems in the passive buildings without demanding a precise mathematical model. Perfor-

mance comparison of knowledge-based control systems with classical control systems showed

that fuzzy control systems are able to achieve the goals of energy minimization through op-

timal resource management in the design of passive buildings [77–81]. Fuzzy sets have also

been intensively applied in the modelling and control of building thermal systems. Fuzzy

systems enhanced with rule indices, allow the fuzzy model rule based structure and param-

eters to be estimated from the training data without establishing a complete rule list which

ultimately make it more flexible [82]. Fuzzy systems add more flexibility, user friendliness

and ability to analyze more precisely & deeply the whole set of possible solutions to the

optimum design and control of thermal systems [83,84].

Even though a fuzzy system is easy to comprehend because it uses linguistic terms and

structure of IF-THEN rules, it does not have a learning algorithm. Trial and error or expert

knowledge is used in tuning the fuzzy system parameters and it can take a long time to

finally find an acceptable system [85]. At the same time, neural networks have many learning

algorithms but it is extremely difficult to use prior knowledge about the system. It is also

almost impossible to explain the behavior of the neural system in a particular situation.

Independently and in parallel to fuzzy systems, neural networks have many applications

to buildings including but not limited to modelling, design, control, prediction, operative

temperature estimation, energy and optimization studies [86–93]. Yalcintas used ANN for

energy auditing and energy saving predictions due to building retrofits and found ANNs

have faster learning capabilities, adaptability to seasonal climate variations and changes in

the building energy use as compared to other statistical and simulation tools [94]. ANNs

50



also have applications in solar buildings in predicting the energy demand resulting in energy

savings while maintaining thermal comfort [13].

The combination of fuzzy logic and neural networks has produced a functional system

capable of learning, simulating high-level thinking and reasoning. It is an improved tool for

determining the behavior of imprecisely-defined complex dynamical systems [95]. The neuro-

fuzzy systems can combine the benefits of these two powerful paradigms into a single capsule.

The purpose of a neuro-fuzzy system is to apply neural learning techniques to identify and

tune the parameters and/or structure of neuro-fuzzy systems. The features exhibited in

these systems, such as fast and accurate learning, good generalization capabilities, excellent

explanation facilities in the form of semantically meaningful fuzzy rules, and the ability to

accommodate both data and existing expert knowledge, make them suitable for a wide range

of engineering and scientific applications [35]. A particular neuro-fuzzy system named ANFIS

was proposed by Jang [20]. Since Jang proposed ANFIS, its applications are numerous in

various fields, including engineering, management, health, biology and even social sciences

[96–113]

Due to the nature of its feed forward network the hybrid neuro-fuzzy model doesn’t

allow for effectively capturing the time varying properties of dynamic processes [114, 115].

This research has attempted the development of a RenFIS structure by feeding the output

back through a feedback loop. Introducing this feedback connection enables the system to

remember previous states and uses both the previous and current state to calculate the new

output values.

3.2 Neuro-Fuzzy Modelling for Average Air Tempera-

ture Estimation

Neuro-fuzzy modelling is used for developing the average air temperature estimator. For

hybrid neuro-fuzzy modelling the major steps are: (1) determine input and output variables,

(2) experimental data monitoring (3) fuzzy partitioning of the I/O space, (4) shapes and

initial parameters for the membership functions, (5) short-term training data selection, (6)
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parameters and algorithm for the training process, and (7) validation of the model for long

term testing data.

The ANFIS and RenFIS are applied for the estimation of average air temperature in the

buildings for two types of heating systems: (1) Hot-Water heating system and (2) Forced

Warm-Air heating system.

3.2.1 Input and Output Variable Selection

When generating a FIS system structure, first important step is to select the relevant input

and output variables. The output variable is hard to measure variable, and the inputs are

easily measurable variables. As shown in Fig. 3.2 , there are three inputs and one output

for the model:

Qin

Qsol

T0

Tavg

ANFIS based 
Inferential Sensor
Model

Figure 3.2: Inferential Model Showing Input and Output Variables.

• Input variables: energy consumed by the heating plant (Qin), solar radiation (Qsol),

and exterior temperature (T0).

• Output variable: the average air temperature in the building (Tavg).
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The three variables, Qin, Qsol, T0, are used as input variables and Tavg is the output

variable for ANFIS. For RenFIS in addition to Qin, Qsol, T0, the estimated temperature,

ˆTavg is also used as an extra input by feeding back the output.

3.2.2 Experimental Data

I/O data pairs are required for short-term training and long-term testing of the developed

models. The experimental data are obtained for two types of heating systems, monitored un-

der different research projects. Hot-water heating system data was collected in a laboratory

heating system and the length of the experiment was 8 months. Forced warm-air heating

system data was collected in a residential building and the length of the experiment was 16

months.

Hot-Water Heating System

Experimental data obtained from a laboratory heating system are used for training and

testing of the developed models. The laboratory heating system was monitored in an EU

CRAFT project [116]. The laboratory located in Milan, Italy is a three story building with

one zone at each floor. Multiple sensors were used to monitor the air temperature in each

zone and their algebraic average was treated as the representative measurement of the room

temperature in that zone. Because each zone has the same floor area, the building air

temperature is represented by the algebraic average of the air in all three zones. The data

are collected for the months of January, February, March, April, November and December

of the year 2000 and January and February of the year 2001.

A gas meter was used to monitor the energy consumption e, where

e = [e(1) e(2) · · · e(Ne)] (3.1)

and e(i) [i = 1..........Ne] is the total gas consumption recorded at the ith time step. Ne is

the total number of samples.

Therefore, the input Qin is given by
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Qin(j) = (e(j + 1)− e(j)) /4τ (3.2)

where 4τ is the sampling interval. First order filter is used to convert Qin(j) obtained from

equation (3.2) into a continuous signal.

Qin(j) = αQin(j − 1) + (1− α)Qin(j) (3.3)

where α is determined by the the heating equipment parameters.

The other two inputs, T0 and Qsol, were monitored regularly by a metrological station

next to the laboratory. Fig. 3.3 shows the experimental data for the four variables for the

month of February 2000.
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Figure 3.3: Experimental Data for Hot-Water Heating System (February 2000).

Forced Warm-Air Heating System

Experimental data are obtained for a residential building located in Markham, Ontario,

Canada. The building is a single detached house with three levels, including basement,

ground floor and second floor. Each level is divided into zones. Multiple sensors were used
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to monitor the air temperature in each zone and their algebraic average was treated as

the representative measurement of the room temperature in the zone. It is assumed that

each zone has the same floor area; the building air temperature, Tavg, is represented by the

algebraic average of the air temperature in all the zones in all the three levels. The sampling

interval is 5 minutes.

The time for ON and OFF states of the furnace is recorded. This data is a discrete

signal. First order filter is used to convert this discrete signal into a continuous signal.

This continuous signal is multiplied by the furnace capacity to compute the actual energy

consumed by the furnace system, Qin.

The exterior temperature is measured with the two sensors. T0 is represented by the

algebraic average of the two exterior temperature measurements. The third input, Qsol, was

monitored by metrological station, University of Toronto, Mississauga, Ontario, Canada.

This weather station is operated by the department of geography. CNR1 net radiometer is

used for the measurement of net radiation at the earth’s surface [117]. The experiment is

conducted from December 2007 to April 2009. Fig. 3.4 shows the data collected for the four

variables for the month of Jan 2008.

3.2.3 Space Partitioning

Two methods have been used for space partitioning: (1) Grid Partitioning for ANFIS-GRID

structure as shown in Fig. 3.5, and (2) Subtractive Clustering for ANFIS-SUB structure as

shown in Fig. 3.6.

3.2.4 Number and Type of MFs

For the given set of input-output data pairs, the number and type of MFs are selected for

each individual input and output variable. Minimum testing error (MTE) is considered as a

criterion for the selection of these variables.

Hot-Water Heating System

For specific training and testing data sets, Fig. 3.7 and Fig. 3.8 present the impact
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Figure 3.4: Experimental Data for Forced Warm-Air Heating System (January 2008).

of number and type of MFs on the training/testing errors. Fig. 3.7 shows that the differ-

ent combinations of number of MFs affect the training and testing errors significantly but

increasing the number of MFs does not necessarily improve the performance of FIS. Four

training and testing data sets are selected with different combinations of number of MFs for

each input variable. The number of MF combination is: [4 5 4] for trn1 and test1, [4 4 5]

for trn2 and test2, [5 4 4] for trn3 and test3 and [4 4 4] for trn4 and test4. For trn4 and

test4 data set each input variable has four MFs, [4 4 4], and error curves are with minimum

training and testing errors. Fig. 3.8 concludes that the selection of the type of MF depends

upon the shape of the training and testing data variations. The different MF types are: [tri

tri gauss] for trn1 and test1, [gauss2 gbell gauss] for trn2 and test2, [gauss gauss gauss] for

trn3 and test3. For data set three, trn3 and test3, the training and testing error curves give

optimal values as MTE occurs at 54 epochs and it is the minimum out of the three testing

error curves. The best combination of number of MFs is [4 4 4], i.e. each individual input

variable have four MFs. MF type selected is Gaussian MF for all the variables [118].
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Figure 3.7: Training and Testing Errors Obtained by the Neuro-fuzzy Model using Different
Combinations of Number of MFs for Hot-Water Heating System.
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Figure 3.8: Training and Testing Errors Obtained by the Neuro-fuzzy Model using Different Types
of MFs for Hot-Water Heating System.
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Forced Warm-Air Heating System

Fig. 3.9 and Fig. 3.10 present the impact of number and type of MFs on the train-

ing/testing errors. Fig. 3.9 shows that the different combinations of the number of MFs

affect the training and testing errors significantly. The number of MF combination is: [4 3

4] for trn1 and test1, [5 5 3] for trn2 and test2, [5 5 5] for trn3 and test3 and [5 4 5] for

trn4 and test4. For trn3 and test3 data set each input variable has five MFs, [5 5 5], and

error curve is with minimum testing error. Fig. 3.10 concludes that the selection of the type

of MF depends upon the shape of the training and testing data variations. The MF type

combination is: [trimf trimf gaussmf] for trn1 and test1, [gauss2mf gbellmf gaussmf] for trn2

and test2, [gbellmf gaussmf gbellmf] for trn3 and test3, and [gaussmf gaussmf gaussmf] for

trn4 and test4. For data set four, trn4 and test4, the testing error curve give optimal value

as MTE occurs at 60 epochs and it is the minimum out of the four testing error curves. In

this case, the input-output training data points in the training data set are large enough as

compared to the testing data, and the best combination of number of MFs is [5 5 5], i.e.

each individual input variable have five MFs. MF type selected is Gaussian MF.

3.2.5 Learning of the Model Parameters

The model is trained using a hybrid learning algorithm through which the suitable values

for the parameters are determined in this phase.

Hot-Water Heating System

Figs. 3.11, 3.12, 3.13 show the training and testing errors using different parameters for

the training process. Fig. 3.11 shows that initial step size does not affect the values of MTE,

while it does affect the training epochs when the MTE appears. The larger the initial step

size, the earlier the MTE comes. For data set trn1 and test1, with initial step size 0.01, the

MTE occurs at 74 epochs and for data set trn4 and test4, with initial step size 0.07, MTE

occurs at 22 epochs. Fig. 3.12 presents the effect of step size increase rate, SSINC, on the

training and testing errors. A similar conclusion can be drawn as the impact of initial step

size. The larger the increase rate, the faster the FIS achieves MTE. Fig. 3.13 shows that
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Figure 3.9: Training and Testing Errors Obtained by the Neuro-fuzzy Model using Different
Number of MFs for Forced Warm-Air Heating System.
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Figure 3.10: Training and Testing Errors Obtained by the Neuro-fuzzy Model using Different
Types of MFs for Forced Warm-Air Heating System.
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no significant difference exists for FIS obtained using different step size decrease rates. For

four different SSDEC values as 0.80 for first data set trn1 and test1, 0.85 for second data set

trn2 and test2, 0.90 for third data set trn3 and test3 and 0.95 for fourth data set trn4 and

test4, the testing and training error curves are approximately same and all the four curves

in each subplot are superimposing each other. Based on this analysis, the training process

parameters selected are: SS=0.01, SSINC=1.1, SSDEC=0.9, number of training data pairs

= 1801 [118].
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Figure 3.11: Training and Testing Errors Obtained by the Neuro-Fuzzy Model for Different Step
Sizes for Hot-Water Heating System.

Forced Warm-Air Heating System

Figs. 3.14, 3.15, 3.16 show the training and testing errors using different parameters for

training process. Fig. 3.14 shows that the initial step size does not affect the values of MTE,

while it does affect the training epochs when the MTE appears. The larger the initial step

size, the earlier the MTE comes. For data set trn1 and test1, with initial step size 0.01, the

MTE occurs at 60 epochs and for data set trn4 and test4, with initial step size 0.07, MTE

occurs at 16 epochs. Fig. 3.15 presents the effect of step size increase rate, SSINC, on the
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Figure 3.12: Training and Testing Errors Obtained by the Neuro-Fuzzy Model for Different Step
Size Increase Rates for Hot-Water Heating System.
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Figure 3.13: Training and Testing Errors Obtained by the Neuro-fuzzy Model for Different Step
Size Decrease Rates for Hot-Water Heating System.
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training and testing errors. A similar conclusion can be drawn on the impact of initial step

size. The larger the increase rate, the faster the FIS achieves MTE. Fig. 3.16 shows that

no significant difference exists for FIS obtained using different step size decrease rates. For

four different SSDEC values as 0.80 for first data set trn1 and test1, 0.85 for second data set

trn2 and test2, 0.90 for third data set trn3 and test3 and 0.95 for fourth data set trn4 and

test4, the testing and training error curves are approximately same and all the four curves

in each subplot are superimposing each other. Based on this analysis and choosing MTE as

the deciding criterion, the training process parameters selected are: SS=0.01, SSINC=1.1,

SSDEC=0.85, number of training data pairs = 3000, number of epochs = 59.
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Figure 3.14: Training and Testing Errors Obtained by the Neuro-Fuzzy Model for Different Step
Sizes for Forced Warm-Air Heating System.

Table 3.1 present the architectures and training parameters for both type of models for

the two types of space heating systems.

The training and testing data sets are chosen from the experimental data collected from

the laboratory and the residential heating systems. Statistical analysis is conducted to

check if the range of the training and the testing data sets is closely related, otherwise if
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Figure 3.15: Training and Testing Errors Obtained by the Neuro-Fuzzy Model for Different Step
Size Increase Rates for Forced Warm-Air Heating System.
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Figure 3.16: Training and Testing Errors Obtained by the Neuro-fuzzy Model for Different Step
Size Decrease Rates for Forced Warm-Air Heating System.
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Table 3.1: Model Architectures and Training Parameters.

Parameters
Hot-Water Heating System Forced Warm-Air Heating System

ANFIS-GRID ANFIS-SUB ANFIS-GRID ANFIS-SUB

Number of layers 5 5 5 5

Number of inputs 3 3 3 3

Size of training data 1801 × 4 1801 × 4 3000 × 4 3000 × 4

Type of MF Gaussian Gaussian Gaussian Gaussian

Number of MFs 4 4 5 5

Number of fuzzy rules 64 4 125 5

Training Algorithm Hybrid Learning Hybrid Learning Hybrid Learning Hybrid Learning
Algorithm Algorithm Algorithm Algorithm

Number of epochs 74 60 59 60

Size of testing data 7132 × 4 7132 × 4 9872 × 4 9872 × 4

training data set range is different than the testing data set range, the prediction accuracy

will decrease. Four statistical indices, minimum value, maximum value, mean and standard

deviation are used. Table 3.2 shows the values of these indices for training and testing data

sets. The values show that the training data set range is closely related to the testing data

set range.

Table 3.2: Statistical Analysis between Training and Testing Data Sets.
Hot-Water Heating System

Qin(W) Qsol(W) T0(
0C) Tavg(

0C)
Training Testing Training Testing Training Testing Training Testing

Min. 262 0 0 0 -0.8 -3.0 16.75 16.61

Max. 14253 15024 12252 11979 6 10.4 21.37 21.59

Mean 8652 9509 1535 1129 3.32 4.42 18.33 18.61

SD 2687 2452 2552 2052 1.69 2.33 1.35 1.46

Forced Warm-Air Heating System
Qin(W) Qsol(W) T0(

0C) Tavg(
0C)

Training Testing Training Testing Training Testing Training Testing

Min. 0 0 -97.5 -97.71 -13.8 -13.79 14.82 13.87

Max. 23127 25356.84 346.5 346.8 3.101 7.9309 16.99 17.31

Mean 8762 9670 14.76 19.57 -5.91 -3.35 15.6 15.87

SD 2971 2752 106.96 87.18 4.41 4.61 0.66 0.61
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3.3 Model Validation

3.3.1 Performance Indicators

Various statistical indices are proposed in the literature to check the predictive performance

of the models [10,119]. In this research the model performance is measured using the follow-

ing statistical indicators to provide a numerical description of the goodness of the estimates.

One of the most common indicators used with hybrid models is the root mean square error

(RMSE). This is calculated according to equation (3.4):

RMSE =

√√√√ 1

T

T∑

i=1

(Ki − Li)
2 (3.4)

where T is the number of data points, Li the measured data point and Ki the estimated

data point.

The Coefficient of determination (R2), tells us how much of the experimental variability

is accounted for by the estimate model. R2 is calculated according to equation (3.5).

R2 =

∑T
i=1

[
Ki − L̄

]2

∑T
i=1

[
Li − L̄

]2 (3.5)

where L̄ is the average of measured data.

3.3.2 Results

Hot-Water Heating System

ANFIS-SUB

The developed ANFIS-SUB model has been trained with six days of the experimental

data pairs as shown in Fig. 3.17. The following parameters are selected for the learning

process: SS=0.01, SSINC=1.1, SSDEC=0.9, number of epochs = 60.

Fig. 3.18 presents a comparison between the measured and estimated values of the

average air temperature during training phase.

The overall error function of the network is expressed as follows:
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Figure 3.17: Training Data (day 21 to day 27: February 2000).

E =
1

T

T∑

i=1

E2
i =

1

T

T∑

i=1

(
ˆTavg − Tavg

)2
(3.6)

where ˆTavg is the ANFIS estimated output and Tavg is the experimentally measured output.

If ω is a parameter of the network, then simplifying Eq. (3.6) further,

∂E

∂ω
=

T∑

i=1

∂Ei

∂ω
(3.7)

Accordingly, the updated formula for the parameter ω is

∆ω = −η
∂E

∂ω
(3.8)

In Eq. (3.8), η, is a learning rate and is given by,

η =
SS√∑
ω

(
∂E
∂ω

) (3.9)

where SS, step size, is the length of each gradient transition in the parameter space.
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Figure 3.18: Training Data and ANFIS-SUB Output after Training the Model.

The strong agreement between measured and estimated temperature values in Fig. 3.18

indicates that it is possible to tune the model so that it can represent the real situation

during the learning phase. Fig. 3.19 presents the comparison for the testing data. Good

agreement can be observed. This indicates that the model used for estimation is correctly

structured and can effectively estimate the building air temperature [120].

ANFIS-GRID

The developed ANFIS-GRID model has been trained with the same set of training data,

as shown in Fig. 3.17. The training parameters are similar to the ANFIS-SUB as: SS=0.01,

SSINC=1.1, SSDEC=0.9, number of epochs = 74.

Fig. 3.20 presents the comparison for the testing data. Good agreement can be observed

for this structure as well [118].

Both the models are tested for the year around testing data collected from a laboratory

heating system. Table 3.3 gives the RMSE and R2 values for eight different testing data

sets. Testing data sets I to VI are for the year 2000 and testing data sets VII and VIII are

for the year 2001. For February 2000 the testing data set is day 1 to day 20 long and rest of
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Figure 3.19: Comparison of Experimental Output and ANFIS Output.
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Figure 3.20: Average Air Temperature Estimation using ANFIS-GRID.
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the testing data sets are a month long time.

Table 3.3: Hot-Water Heating System Results.

Test Data Set
RMSE (0C)

ANFIS-GRID ANFIS-SUB

Testing Data Set I 0.3542 0.573
(January)

Testing Data Set II 0.2188 (Fig. 3.19) 0.566 (Fig. 3.20)
(February)

Testing Data Set III 0.2092 0.552
(March)

Testing Data Set IV 0.3671 0.634
(April)

Testing Data Set V 0.4982 0.632
(November)

Testing Data Set VI 0.2175 0.534
(December)

Testing Data Set VII 0.5782 0.743
(January)

Testing Data Set VIII 0.3459 0.5672
(February)

Forced Warm-Air Heating System

After applying both types of structures to the Hot-Water heating system application, ANFIS-

GRID is applied to the Forced Warm-Air heating systems, as this application has only three

input variables and structure will not face the problem of “curse of dimensionality”.

The ANFIS-GRID model is trained with following parameters for 59 epochs: SS=0.01,

SSINC=1.1, SSDEC=0.85, number of training data pairs = 3000. The comparison of the

measured and estimated average air temperature values for the training data set is shown in

Fig. 3.21. The graph in Fig. 3.22 shows the error for each training data pair.

The testing data, as shown in Fig. 3.4, is used for checking the performance of the

trained model. It is clear from Fig. 3.23, for few data pairs the error is quite large of the

order of 110C and −130C. This is because the dynamics of the building thermal system is

not captured by the model.

71



0 50 100 150 200 250
13.5

14

14.5

15

15.5

16

16.5

17

17.5

Time ( Hour of the Year )

A
ve

ra
ge

 A
ir 

Te
m

pe
ra

tu
re

 ( 
D

eg
 C

 )

 

 
Measured Temperature
Estimated Temperature

Figure 3.21: Training Results.
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Figure 3.22: Training Error.
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Figure 3.23: Testing Results without Feedback.

To resolve this problem the feedback loops are implemented using time-delay element at

the output and the model performance is tested for the same testing data sets. The previous

value of the predicted average air temperature is fed back, the resulted recurrent neuro-fuzzy

system structure is trained. Fig. 3.24 shows a comparison of the measured and estimated

average air temperatures for the same testing data set of Fig. 3.4. The graph in Fig. 3.25

shows the testing error for each testing data pair. As compared to the static model, the

maximum error range is reduced to 0.350C to −0.750C.

Nine different sections of the experimental data obtained from the same experimental

set on a residential house have been tested. Table 3.4 gives the values of RMSE, model

performance indicator, for these testing data sets. Testing data sets I to VI are for year 2008

and testing data sets VII to IX are for year 2009.

3.4 Concluding Remarks

An average air temperature estimator model based on feedback neuro-fuzzy system for cap-

turing the dynamic properties of the space heating system is structured and trained. The
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Figure 3.24: Testing Results with Feedback System.
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Figure 3.25: Testing Error with Feedback System.
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Table 3.4: Forced Warm-Air Heating System Results.

Test Data Set
RMSE (0C)

Hybrid Neuro-fuzzy Model Hybrid Neuro-fuzzy Model
without Feedback with Feedback

Testing Data Set I 1.69 0.045
(January)

Testing Data Set II 1.45 0.041
(February)

Testing Data Set III 1.53 0.043
(March)

Testing Data Set IV 1.72 0.057
(April)

Testing Data Set V 1.42 0.040
(October)

Testing Data Set VI 1.61 0.043
(November)

Testing Data Set VII 1.80 0.062
(December)

Testing Data Set VIII 1.59 0.045
(January)

Testing Data Set IX 1.39 0.040
(February)
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developed model can accurately estimate the average air temperature based on the informa-

tion available to the heating equipment once it is trained using short-term monitoring data.

The results show that the dynamical behavior of each system can be better represented using

feedback systems.

The inferential model performance, measured by RMSE, is significantly improved with

the implementation of the feedback loop. The positive and negative peak for error is also

reduced from 110C to 0.350C and from −130C to −0.750C respectively. The estimation

results show that the model is correctly structured and trained and is suitable for use as an

inferential model for incorporation of soft sensing control scheme to the conventional control

systems in the residential buildings.
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Chapter 4

Impact of Data Quality on Model
Performance

4.1 Introduction

Data quality is generally recognized as a multidimensional concept [121]. While no single

definition of data quality has been accepted by researchers working in this area, there is

agreement that data accuracy, currency, completeness, and consistency are important areas

of concern [122–125]. This research is primarily considering the data accuracy, defined as

conformity between a recorded value and the actual data value.

Several studies have investigated the effect of data errors on the outputs of the computer

based models. Bansal et al. studied the effect of errors in the test data on the predictions

made by neural network and linear regression models [126]. The training data set applied in

the research was free of errors. The research concluded that the error size had a statistically

significant effect on the predictive accuracy of both linear regression and neural network

models.

O’Leary investigated the effect of data errors in the context of a rule-based artificial

intelligence system [127]. He presented a general methodology for analyzing the impact

of data accuracy on the performance of an artificial intelligence based system designed to

generate rules from data stored in a database. The methodology can be applied to artificial

intelligence systems that analyze the data and generate a set of rules of the form “if X then

77



Y”. It is often assumed that a subset of the generated rules is added to the system’s rule base

on the basis of the measure of the “goodness” of each rule. O’Leary showed that the data

errors can affect the subset of rules that are added to the rule base and that inappropriate

rules may be retained while useful rules are discarded if data accuracy is ignored. Klein has

conducted experimental analysis to see the effect of training and testing data errors on the

performance of a neural network model [128,129].

Wei et al. analyzed the effect of data quality on the predictive accuracy of ANFIS

model [130]. The ANFIS model is developed for predicting the injection profiles in the

Daqing Oilfields, China. They concluded that the cleaning of the data has improved the

accuracy of ANFIS model from 78% to 86.1%.

In this research, the hybrid neuro-fuzzy based inferential model is trained and tested

using the experimental data collected from a laboratory heating system. The data collected

has some uneven patterns. In this Chapter we will discuss the experiments conducted to

examine the impact of data quality on the predictive performance of the inferential model.

4.2 Experimental Methodology

Data errors may affect the accuracy of the ANFIS based models in two ways. First, the data

used to build and train the model may contain errors. Second, even if training data are free

of errors, once the developed model is used for estimation tasks a user may use input data

containing errors to the model.

The research in this area has assumed that data used to train the models and data

input to make estimation of the processes are free of errors. In this research we relax this

assumption by asking two questions: (1) What is the effect of errors in the test data on the

estimation accuracy of ANFIS based models? (2) What is the effect of errors in the training

data on the predictive accuracy of ANFIS based models?

While many sources of error in a data set are possible, we assume that the underlying

cause of errors affect data items randomly rather than systematically. One source of inaccu-

racy that may effect a data set in this way is the measurement errors caused by reading the
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equipment. This type of error may affect any data item in the data set and may understate

or overstate the actual data value. This study does not address the effect of systematic data

errors on the estimations made by the ANFIS based models.

Two experiments are conducted to examine the research targets. Both the experiments

used the same application and the same data set.

• Experiment 1 examines the first question: What is the effect of errors in the test data

on the estimation ability of ANFIS based models?

• Experiment 2 examines the second question: How do errors in the training data effect

the accuracy of the ANFIS based models?

4.2.1 Experimental Factors

There are two factors in each experiment: (1) fraction-error and (2) amount-error. Fraction-

error is the percent of the data items in the appropriate part of the data set (the test data

in experiment 1 and the training data in experiment 2) that are perturbed. Amount-error is

the percentage by which the data items identified in the fraction-error factor are perturbed.

Fraction-error

Since fraction-error is defined as a percent of the data items in a data set, the number of

data items that are changed for a given level of fraction-error is determined by multiplying

the fraction-error by the total number of data items in the data set.

• Experiment 1: The test data used in experiment 1 has four data items (one value for

each of the four input and output variables for one entry of the total data pairs). This

experiment examines all of the possible number of data items that could be perturbed.

These four levels for fraction-error factor are: 25% (one data item perturbed), 50%

(two data items perturbed), 75% (three data items perturbed), and 100% (4 data

items perturbed)

• Experiment 2: For the training data, four levels of the fraction-error factor are tested:

5% (90 and 150 data items are perturbed for hot-water heating system and forced
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warm-air heating system, respectively), 10% (180 and 300 data items are perturbed

for hot-water heating system and forced warm-air heating system, respectively), 15%

(270 and 450 data items are perturbed for hot-water heating system and forced warm-

air heating system, respectively), and 20% (360 and 600 data items are perturbed for

hot-water heating system and forced warm-air heating system, respectively).

Amount-error

For both experiments, the amount-error factor has two levels: (1) plus or minus 5% and

(2) plus or minus 10%. The amount-error applied to the data set can be represented by the

following set of equations:

d́ = d± 0.05× d (4.1)

d́ = d± 0.1× d (4.2)

For equations (4.1) and (4.2), d́ is the value of the variable after adding or subtracting

the noise error to the unmodified variable d.

4.2.2 Experimental Design

The experimental design is shown in Table 4.1. Both the experiments have four levels for the

fraction-error factor and two levels for the amount-error. For each combination of fraction-

error and amount-error, four runs with random combinations of the input and output variable

are performed.

Although the levels of fraction-error are different in the two experiments, the sampling

procedure is the same. For each fraction-error level, the variables are randomly selected to be

perturbed. This is repeated a total of four times per level. Table 4.2 shows the combinations

of the variables for experiment 1.

Second, for each level of the amount-error factor, each variable is randomly assigned

either a positive or a negative sign to indicate the appropriate amount-error to be applied.
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Table 4.1: Experimental Design.
Experiment 1(Errors in the Test
Data)

Hot-Water Heating System Forced Warm-Air Heating System

Fraction-error levels (25%, 50%, 75%, and
100%)

4 4

Amount-error levels (5%, and 10 %) 2 2
Number of random combinations of the
variables considered within each fraction-
error level

4 4

Total number of samples considered 7132 9872
Experiment 2 (Errors in the Train-
ing Data)

Fraction-error levels (5%, 10%, 15%, and
20%)

4 4

Amount-error levels (5%, and 10 %) 2 2
Number of random combinations of the
variables considered within each fraction-
error level

4 4

Total number of samples considered 1801 3000

Table 4.2: Four Combinations of the Variables for each Fraction Error Level in Experiment 1.
Fraction-Error Input and Output Variable Combination

Level 1 2 3 4
25% (Qin) (Qsol) (T0) (Tavg)
50% (Qin, T0) (Qin, Tavg) (Qsol, T0) (Tavg, T0)
75% (Qin, T0, Qsol) (Qin, Tavg, T0) (Qin, Tavg, Qsol) (T0, Tavg, Qsol)
100% (Qin, T0, Qsol, Tavg) (Qin, T0, Qsol, Tavg) (Qin, T0, Qsol, Tavg) (Qin, T0, Qsol, Tavg)
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Table 4.3 shows the randomly assigned amount-error levels in experiment 1. The procedure

for experiment 2 differs only in the number of variables that were randomly selected to be

perturbed for the four levels of the fraction-error factor.

Table 4.3: Randomly assigned Percentage Increase (+) or Decrease (-) for a given Amount-Error
Level in Experiment 1.
Fraction-Error Input and Output Variable Combination

Level 1 2 3 4
25% (Qin) (Qsol) (T0) (Tavg)

(-) (+) (+) (-)
50% (Qin, T0) (Qin, Tavg) (Qsol, T0) (Tavg, T0)

(+, -) (-, -) (+, +) (-, +)
75% (Qin, T0, Qsol) (Qin, Tavg, T0) (Qin, Tavg, Qsol) (T0, Tavg, Qsol)

(+, -, -) (-, +, -) (+, +, -) (+, -, +)
100% (Qin, T0, Qsol, Tavg) (Qin, T0, Qsol, Tavg) (Qin, T0, Qsol, Tavg) (Qin, T0, Qsol, Tavg)

(-, +, -, +) (+, +, +, +) (-, -, +, +) (-, -, -, +)

4.3 Experimental Results

For both the experiments, the measured average air temperature values and ANFIS-GRID

estimated average air temperature values are compared using RMSE index as a measure of

estimation accuracy.

4.3.1 Experiment 1 Results: Errors in the Test Data

Estimation accuracy results, using the simulated inaccuracies for amount-error and fraction-

error for the average air temperature estimation are given in Fig. 4.1. It shows that as

fraction-error increases from 25% to 100%, RMSE increases resulting in a decrease in predic-

tive accuracy. As amount-error increases from 5% to 10%, RMSE increases also indicating

a decrease in estimation accuracy. Both fraction-error and amount-error have an effect on

predictive accuracy.
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Figure 4.1: RMSE (0C) Values as Error Level in the Test Data Varies.

4.3.2 Experiment 2 Results: Errors in the Training Data

Predictive accuracy results, using the simulated inaccuracies for amount-error and fraction-

error for the average air temperature estimation are given in Fig. 4.2. It shows that as

fraction-error increases from 5% to 20%, RMSE increases indicating a decrease in predictive

accuracy.

4.4 TANE Algorithm for Noisy Data Detection

Data quality analysis results show that the errors in the training data as well as in the testing

data affect the predictive accuracy of the ANFIS based soft sensors. This section discusses

an efficient algorithm, TANE algorithm, to identify the noisy data pairs in the data set.

4.4.1 Functional Dependencies

The raw data are analyzed using approximate functional dependence mining method. An ap-

proximate dependency, or an approximate functional dependency, is a functional dependency
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Figure 4.2: RMSE (0C) Values as Error Level in the Training Data Varies.

that is almost valid with the exception of data tuples. A functional dependency studies the

relationship of attributes in one or several tables, and claims that the value of an attribute

is uniquely determined by the values of some other attributes. The discovery of functional

dependencies in databases leads to useful knowledge and data quality problems.

More formally, a functional dependency over a relation is expressed as X → A, where

X ⊆ R and A ⊆ R. The dependency is valid in a given relation r if for all pairs of records

t, u ∈ r, the following statements hold: if t(B) = u[B] for all B ∈ X, then t(A) = u[A]. A

functional dependency X → A is trivial if A ∈ X. The task in functional dependency mining

is to find all minimal non-trivial dependencies that hold in r [131].

Approximate dependencies arise in many databases when there are natural dependencies

between attributes, but some records contain errors and inconsistencies. For example, the

relationship between zip code and the combination of city and state in a country. Another

example is the social security number (SSN) and a corresponding person residing in the USA.

Theoretically, these attributes have consistent relationships, as one person associated with

one SSN, and one zip code associated with one combination of city, state in a country. But
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if errors are somehow introduced, the relationships between these attributes will be violated,

which leads to the approximate dependencies.

4.4.2 TANE Algorithm

The TANE algorithm, which deals with discovering functional and approximate dependen-

cies in large data files, is an effective algorithm in practice [132]. The TANE algorithm

partitions attributes into equivalence partitions of the set of tuples. By checking if the tu-

ples that agree on the right-hand side agree on the left-hand side, one can determine whether

a dependency holds or not. By analyzing the identified approximate dependencies, one can

identify potential erroneous data in the relations.

In this research, the relationship of three input parameters (Qin, Qsol, and T0) and the

average air temperature (Tavg) is analyzed using TANE algorithm. For equivalence partition,

all the four parameters are rounded off to zero decimal points.

After data pre-processing, four approximate dependencies are discovered, as shown in

Table 4.4. Although all these dependencies reflect the relationships among the parameters,

the first dependency is the most important one because it shows that the selected input

parameters have consistent association relationship with the average air temperature except a

few data pairs, which is a very important dependency for average air temperature estimation.

Table 4.4: Approximate Functional Dependencies Detected using the TANE Algorithm.
Index

Approximate Dependencies
Number of Rows with Conflicting Tuples

Hot-Water Heating System Forced Warm-Air Heating System
1 Qin, Qsol, T0 → Tavg 42 39
2 Qin, T0, Tavg → Qsol 47 56
3 Qin, Qsol, Tavg → T0 43 37
4 Qsol, T0, Tavg → Qin 54 61

To identify exceptional tuples by analyzing the approximate dependencies, it is required

to investigate the equivalence partitions of both left-hand and right-hand sides of an approxi-

mate dependency. It is non-trivial work that could lead to the discovery of problematic data.

By analyzing the first dependency, conflicting tuples are identified. For the first approximate
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dependency from Table 4.4, 42 and 39 conflicting data pairs are present which were fixed

using data interpolations for better performance of ANFIS-GRID model.

4.4.3 Improvement in Estimation Accuracy

The effect of data quality on the performance of ANFIS-GRID model is checked. The

training and testing data sets are cleaned using TANE algorithm. The conflicting data pairs

are replaced with the appropriate data pairs using data interpolation. Then the cleaned

data set is applied for the training and the testing of ANFIS-GRID model. Table 4.5 clearly

show the effect of data quality on predictive accuracy of inferential model. The RMSE

is improved by 37.5% [133] and 20% for two types of heating systems, respectively. The

predictive accuracy is improved with RMSE decreasing.

Table 4.5: Comparison of Results.

Model
Hot-Water Heating System Forced Warm-Air Heating System
RMSE(0C) R2 RMSE(0C) R2

Inferential model using raw
data

0.56 0.7831 1.69 0.43

Inferential model using
cleaned data

0.35 0.8945 1.35 0.76

4.5 Training Data: Sensitivity and Robustness Analy-

sis

In most of the cases, when modelling practical problems using neuro-fuzzy systems, training

data set is selected arbitrarily. But, if the training data is not selected properly, the testing

data does not validate the model obtained using the training data, as shown in Fig. 4.3. For

the second training and testing data sets, trn2 and test2, although the testing errors (the

plot for test2) are not large compared with the plot for test1, the MTE is achieved within

the first epoch. This concludes that the testing data presented to ANFIS for testing are

sufficiently different from the training data. Hence, the trained FIS does not capture the

features of the testing data. Properly selected training data set should have error curves as
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trn1 and test1 for any testing data set, testing error decreases with training proceeding until

a jump point occurs, as shown in Fig. 4.3. Overfitting occurs when the training passes that

point.
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Figure 4.3: Training Data Selection.

4.5.1 Sensitivity Analysis

Before choosing a training data set, sensitivity analysis is carried out to validate the selection

of the training data set. The flow chart in Fig. 4.4 shows the steps a neuro-fuzzy model

follows for training and testing of the developed model.

Short-term training data set is selected and model is trained for this data. In sensitivity

analysis, three different training data sets are selected. The three data sets represent different

conditions while collecting the experimental data.

• Weekend Only training data set (TD1): The I/O training data pairs are from the

weekend data from Fig. 3.3 and Fig. 3.4 data sets mentioned in Chapter 3. Since

the data sets are representing one month data, so there is less number of weekends
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as compared to week days. The building temperatures have setback settings for the

weekends. The average air temperature variations for the weekends are different than

the weekdays. Weekend temperature variations are least representative for the full

length one month temperature variations.

• Week Day Only training data set (TD2): The I/O training data pairs are from weekday

data from Fig. 3.3 and Fig. 3.4 data sets mentioned in Chapter 3. For the same month

data there are more number of weekdays. The buildings temperatures have setback

settings for night time. Weekday data set is more representative for the full one month

data as there is more frequency of the similar kind of variations in temperature values.

• Weekend and Week Day training data set (TD3): The I/O training data pairs are

from the weekend as well as the week day data from Fig. 3.3 and Fig. 3.4 data sets

mentioned in Chapter 3. This data set is most representative out of the three selected

training data sets as it is representing the characteristics of both the weekday as well

as the weekend temperature variations.

Fig. 4.5 shows the schematic diagram for choosing three different training data sets

from the full length experimental data. These data sets are applied to train the developed

ANFIS-GRID and RenFIS models. The models follow the steps given in the flow chart for

short-term training and long-term testing, as shown in Fig.4.4. The output of the models

for long-term testing data is the estimated average air temperature.

Hot-Water Heating System

Figs. 4.6, 4.7, and Fig. 4.8 compare the ANFIS-GRID and RenFIS estimated temper-

atures values with that of the experimentally measured temperature values. These figures

show a small part of the whole universe of the testing results. Both models are giving poor

performance if those are trained with TD1 training data set as this data set is the least

representative for the whole universe of experimentally collected data out of the three train-

ing data sets. ANFIS-GRID has the best performance for TD2 as there is more number

of weekdays as compared to weekends in the full length of data set. RenFIS has the best
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Figure 4.5: Schematic Diagram for Sensitivity Analysis.
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performance if trained with TD3. The analysis concludes that both models are sensitive

to the selection of training data set. ANFIS-GRID gives better estimation of the process

if trained with data representing most repetitive quality of the whole universe of the data

set. While RenFIS, having a loop for feeding back the output, gives better performance if

trained with the data set representing overall qualities of the whole experimentally collected

data set.
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Figure 4.6: Comparison of Measured and Estimated Temperatures for the Models Trained with
TD1 for Hot-Water Heating System.

Forced Warm-Air Heating System

Figs. 4.9, 4.10, and Fig. 4.11 compare the ANFIS-GRID and RenFIS estimated tem-

peratures and the experimentally measured temperature values for forced warm-air heating

system. These figures present a small part of the whole universe of the testing results. The

results follow the same trends as that for hot-water heating system testing results. Both

models are giving poor performance if those are trained with TD1. ANFIS-GRID has the

best performance for TD2. The analysis concludes that both models are sensitive to the

selection of training data set. ANFIS-GRID gives better estimation of the process if trained
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Figure 4.7: Comparison of Measured and Estimated Temperatures for the Models Trained with
TD2 for Hot-Water Heating System.
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Figure 4.8: Comparison of Measured and Estimated Temperatures for the Models Trained with
TD3 for Hot-Water Heating System.
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with data representing the repetitive quality of the whole universe of the data set. RenFIS

on the other hand, having a loop for feeding back the output, gives better performance if

trained with the data set representing overall qualities of the whole experimentally collected

data set.
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Figure 4.9: Comparison of Measured and Estimated Temperatures for the Models Trained with
TD1 for Forced Warm-Air Heating System.

All the training data sets are of the equal length. TD1 is the least representative for

the entire universe of experimentally collected data, as it represents the temperatures under

setback condition only. TD2 is not including the setback temperature readings, but as there

are more number of weekdays as compared to weekends, TD2 represents most repetitive

characteristic of the entire data. TD3 has a combination of weekend and weekday, covers

more characteristics of the process under control.

4.5.2 Robustness Analysis

Final target of the research is to make use of the developed soft-sensor model in the devel-

opment of robust control schemes for the building heating systems. The robustness analysis
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Figure 4.10: Comparison of Measured and Estimated Temperatures for the Models Trained with
TD2 for Forced Warm-Air Heating System.
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Figure 4.11: Comparison of Measured and Estimated Temperatures for the Models Trained with
TD3 for Forced Warm-Air Heating System.
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is conducted by adding noise to the training data sets. As the experimental data is used for

the training and testing of the developed models, the data is not accurate due to measure-

ment errors, instrument errors and human errors. The white Gaussian noise (WGN) adds

disturbance to the full length data, which can best replace the errors in the experimentally

collected data. Disturbance is introduced in the form of white noise to all the three training

data sets, which were collected under different conditions. All the input variable signals

include the disturbance. Fig. 4.12 shows a schematic diagram for conducting the robustness

analysis.
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Figure 4.12: Schematic Diagram for Robustness Analysis.
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In the addition block, noise signal is added to the original training data according to the

formula given in equation (4.3).

´TD = TD + s.× randn[size(TD)] (4.3)

where TD represents a general training data set. s is the strength of the noise signal. The

value of s depends on the peak to peak value of the signal. Figs. 4.13 and 4.14 show the

data set after adding noise to the data set shown in Figs. 3.3 and 3.4 in Chapter 3.
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Figure 4.13: Noisy Experimental Data for Hot-Water Heating System.

Hot-Water Heating System

The testing results are shown in Figs. 4.15, 4.16, and 4.17. The results show that the

noisy signal is reducing the performance of both the models. RenFIS estimation capability

compared with ANFIS-GRID has better estimation results because of the presence of the

feedback loop.

Forced Warm-Air Heating System
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Figure 4.14: Noisy Experimental Data for Forced Warm-Air Heating System.
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Figure 4.15: Comparison of Measured and Estimated Temperatures for the Models Trained with
´TD1 for Hot-Water Heating System.
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Figure 4.16: Comparison of Measured and Estimated Temperatures for the Models Trained with
´TD2 for Hot-Water Heating System.
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Figure 4.17: Comparison of Measured and Estimated Temperatures for the Models Trained with
´TD3 for Hot-Water Heating System.
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Figs. 4.18, 4.19, and Fig. 4.20 compare the ANFIS-GRID and RenFIS estimated tem-

peratures values with that of the experimentally measured temperature values for forced

warm-air heating system. The results show the same trends as that for hot-water heating

system testing results. As a result of analyzing the robustness, good predictive performance

was seen for each condition in case of RenFIS.
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Figure 4.18: Comparison of Measured and Estimated Temperatures for the Models Trained with
´TD1 for Forced Warm-Air Heating System.

4.6 Concluding Remarks

The values for three performance indicators are given in Tables 4.6 and 4.7 for hot-water

heating system and forced warm-air heating system, respectively.

ANFIS-GRID has the best performance when trained with training data set TD2 as

RMSE and Bias have minimum and R2 has maximum value. RenFIS has the best perfor-

mance when trained with training data set TD3 as RMSE and Bias have minimum and

R2 has maximum value. Both models have poor performance for training data set TD1,

as RMSE and Bias have maximum and R2 has minimum value. RenFIS compared with
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Figure 4.19: Comparison of Measured and Estimated Temperatures for the Models Trained with
´TD2 for Forced Warm-Air Heating System.
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Figure 4.20: Comparison of Measured and Estimated Temperatures for the Models Trained with
´TD3 for Forced Warm-Air Heating System.
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Table 4.6: Sensitivity Analysis for Hot-Water Heating System.
Training Training Data RMSE(0C) R2 Bias
Data Type Length (Days) ANFIS-GRID RenFIS ANFIS-GRID RenFIS ANFIS-GRID RenFIS
Weekend
Only (TD1)

2.5 3.35 0.25 0.21 0.97 0.29 0.008

Week Day
Only (TD2)

2.5 0.87 0.21 0.67 0.98 0.23 0.01

Weekend
and Week
Day (TD3)

2.5 1.13 0.15 0.25 0.99 -0.23 -0.004

ANFIS-GRID shows better performance in each case when trained with data collected un-

der three different conditions. For TD1, the least representative data set, RenFIS predictive

performance is better as RMSE is 92% small, Bias is 97% small and R2 is 78% higher as

compared with ANFIS-GRID. For RenFIS the difference between highest and lowest RMSE

values is 40% compared with ANFIS-GRID where such difference is 74%. RenFIS, having

an extra input by feeding back the output, compared with ANFIS-GRID is less sensitive to

the differences in training data.

Table 4.7: Sensitivity Analysis for Forced Warm-Air Heating System.
Training Training Data RMSE(0C) R2 Bias
Data Type Length (Days) ANFIS-GRID RenFIS ANFIS-GRID RenFIS ANFIS-GRID RenFIS
Weekend
Only (TD1)

2.5 4.30 0.51 0.19 0.89 0.29 0.006

Week Day
Only (TD2)

2.5 1.01 0.45 0.62 0.92 0.23 0.01

Weekend
and Week
Day (TD3)

2.5 1.19 0.19 0.22 0.97 -0.23 -0.01

The performance of the models trained with noisy data is also checked. The values for

three performance indicators are given in Table 4.8 and Table 4.9 for hot-water heating

system and forced warm-air heating system, respectively. ANFIS-GRID has the best perfor-

mance when trained with training data set ´TD2 as RMSE and Bias have minimum and R2

has maximum value. RenFIS has the best performance when trained with training data set

´TD3 as RMSE and Bias have minimum and R2 has maximum value. Both the models have

101



poor performance when trained with training data set ´TD1 as RMSE and Bias have highest

and R2 has lowest value.

Table 4.8: Robustness Analysis for Hot-Water Heating System.
Training Training Data RMSE(0C) R2 Bias
Data Type Length (Days) ANFIS-GRID RenFIS ANFIS-GRID RenFIS ANFIS-GRID RenFIS
Weekend
Only
( ´TD1)

2.5 10.61 0.52 0.08 0.95 1.92 -0.006

Week Day
Only
( ´TD2)

2.5 0.88 0.21 0.69 0.98 0.24 0.01

Weekend
and Week
Day ( ´TD3)

2.5 2.10 0.16 0.25 0.99 -0.38 -0.004

As a result of analyzing the robustness, good predictive performance is seen for RenFIS

when trained training data sets collected under three difference conditions. For ´TD3, ANFIS-

GRID has RMSE increased by 46% and RenFIS has RMSE increased by 6% when trained

with noisy data. RenFIS has more robust behavior compared with ANFIS-GRID.

Table 4.9: Robustness Analysis for Forced Warm-Air Heating System.
Training Training Data RMSE(0C) R2 Bias
Data Type Length (Days) ANFIS-GRID RenFIS ANFIS-GRID RenFIS ANFIS-GRID RenFIS
Weekend
Only
( ´TD1)

2.5 9.46 0.72 0.10 0.87 2.02 0.007

Week Day
Only
( ´TD2)

2.5 1.01 0.46 0.60 0.91 0.24 0.01

Weekend
and Week
Day ( ´TD3)

2.5 2.52 0.21 0.24 0.96 -0.32 -0.01

For sensitivity analysis training data sets are collected under three different conditions.

The sensitivity analysis shows RenFIS shows better prediction ability for each condition

as compared with ANFIS-GRID. The target application of the average air temperature

estimator is in the development of robust control schemes for furnace or boiler operation.
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The robustness of the developed models is analyzed by introducing the disturbance to the

training data sets. WGN is used as a disturbance signal. This signal adds disturbance to

the full length of data, which best replicates the errors in data measurement due to different

reasons such as instrument errors and measurement errors. The results show that RenFIS

gives better estimated results for the noisy signals due to the presence of feedback loop, which

helps to model the dynamic behavior of the processes. ANFIS-GRID shows best estimation

of the process if trained with data representing the repetitive quality of the whole universe

of the data set, while RenFIS gives better performance as an estimator when trained with

the data set representing overall qualities of the whole experimentally collected data.

103



Chapter 5

Control of Residential Forced
Warm-Air Heating Systems

5.1 Control of Building Heating Systems

Residential heating, ventilating and air-conditioning (HVAC) systems are intended to pro-

duce a comfortable indoor environment for the occupants. A typical residential heating sys-

tem consists of three major components: the generation plant that consumes primary source

(e.g. electricity, oil, natural gas) to produce heating/cooling capacity, the distribution sys-

tem that distributes the heating/cooling capacity to different parts of the building, and the

terminal devices that deliver the heating/cooling capacity into the conditioned space. Table

5.1 shows the most common configuration of residential HVAC systems in North America.

Depending on the medium used to distribute the heating/cooling capacity throughout

the building, residential heating systems can be categorized into two groups: hot-water and

forced warm-air heating systems. In a hot-water heating system, primary energy, normally

natural gas or oil, is consumed in a device called boiler to produce hot-water. The heating

capacity stored in the hot-water is distributed to terminal devices, which transfer the heating

energy from hot-water to the air inside the conditioned space to maintain the desired indoor

thermal environment. In a forced warm-air heating system, indoor air is returned to a

central equipment called furnace. The furnace consumes primary energy to warm up the

return air. The warmed air is then distributed through an air-duct system to different
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Table 5.1: Residential Heating and Cooling Systems (ASHRAE 2007).
Central Forced Air Central Hydronic Zoned

Most Common Gas Gas Gas
Energy Sources Oil Oil Electricity

Electricity Electricity

Distribution Medium
Air Water Air

Steam Water
Refrigerant

Distribution Systems
Ducting Piping Ducting

Piping or Free Delivery

Terminal Devices
Diffusers Radiators Included with product
Registers Radiant panels
Grilles Fan-coil units

parts of the building and delivered into individual rooms through terminal devices, normally

air-registers.

In North America, the forced air system is most popular. In addition to technical reasons,

this can also be justified by economic benefits: one air-duct system can be shared by both

heating and cooling.

The basic components of a forced warm-air system include:

• The generation system: a furnace in which primary energy (e.g. natural gas) is con-

sumed to generate heating capacity to be stored in warm-air. The furnace also includes

a blower that drives air to circulate between the furnace and the building.

• The distribution system: air-duct system through which air is circulated between the

furnace and the building.

• Terminal devices: air registers through which warm air from the furnace is diffused

into the conditioned spaces. The amount of warm air is normally controlled manually.

• A control unit through which the users can change the desired room temperature.
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5.2 Control of Forced Warm-Air Heating Systems

In Canada, forced warm-air ducted systems exist in most of the existing housing stock.

Despite the evolution of houses over the last 30 years, forced-warm-air heating systems have

changed very little [134].

Section 5.1 has highlighted the basic technology used to heat the residential buildings to

yield the acceptable levels of comfort. In addition to the basic components a control scheme

is required to deliver the proper amounts of heat.

In addition to the design, construction and commissioning, the performance of a resi-

dential heating system largely depends on how it is controlled. Traditionally, the control

objective of the air temperature regulation has been to minimize the energy consumption

while maintaining temperature within an acceptable comfort margin. This is sensible in

commercial buildings, where occupancy patterns follow simple rules and where energy con-

siderations dominate individual preferences. In residential buildings, however, the desires

and schedules of occupants need to be weighted equally with energy considerations. In other

words, the control of heating system should satisfy the requirement of the thermal comfort

and energy efficiency. However, despite the research and implementation of the advanced

control schemes, such as PI, PID, fuzzy, adaptive, feed forward etc., most of them are on the

commercial buildings, laboratory or hospital.

Most residential buildings use thermostat based control which is simple but gives unsat-

isfactory performance. In this control method the occupant provides the thermostat with

their preferred temperature set-points and the device performs all the tasks required to main-

tain the temperature the set-point temperature. This includes observing how the system is

behaving, comparing that to the reference given by the occupant, determining the actions

needed, and applying the input. The temperature observation is usually made by only one,

local sensor. Depending on the energy system the thermostat is controlling the heating sys-

tem, the thermostat will decide an action for the system based on the measured temperature

being lower or higher than the set-point. If the system only has two modes of operation, ON

and OFF, it is classified as a “ two-position” system. The thermostat will trigger the heating
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system to turn on if the sensor temperature is measured to be lower than the set-point. Fig.

5.1 visualizes this controlling scheme in a block diagram.

Thermostat
Controller

Sensor
Temperature

Logic
Control

Error
Thermostat
Position Furnace

House

Furnace

Disturbance

House
Temperature

Set Point
Temperature

−
+

Measured
Temperature

Figure 5.1: Block Diagram for Thermostat Controlled Heating System.

For the heating systems controlled by a single, centrally located thermostat, the tem-

peratures in other rooms of the house are not actively controlled, so the temperatures in

different rooms can differ significantly from the thermostat. As shown in Fig. 5.2, the ther-

mostat senses the temperature in Zone 1 of the whole building. The building environment

is controlled, only based on the reading of the sensor located in Zone 1. Manually adjusting

the airflow to each room is the primary method available to control the temperature in the

rooms without thermostat. The actual temperature depends on many factors such as the

season, the outside temperature, radiation heating through windows, and the activities of

people and equipment in the rooms. The desired temperature also depends on the activity

of the occupant, for example lower temperatures for sleeping and higher temperatures for

relaxing. Maintaining comfortable temperatures requires constant adjustment, or may not

be possible.

The energy cost of heating system in a residential building is an important issue. To get

a more energy efficient system, other control system shall be considered.

Zoned control systems have been developed to improve temperature control. As shown in

Fig. 5.3, typically, a number of thermostats are located in different areas of the building, and

a similar number of mechanized airflow dampers are placed in the air distribution ducts. A

control unit dynamically controls the HVAC equipment such as the operation of the furnace

and the airflow to simultaneously control the temperatures in each zone. These conventional
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Air terminal
Uncontrolled
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Figure 5.2: Single Zone Control System.

systems are difficult to retrofit as compared to the resulted benefits.

With only a few zones, there can still be significant temperature variations from room

to room within a zone. A few systems have proposed thermostats for each room and airflow

control devices for each air vent, but no practical solution for easy retrofit has been disclosed.

As the number of independent zones increases it becomes more complex to specify appropri-

ate setting for each zone while providing convenient centralized and remote control. Typical

residential HVAC systems are designed to produce one fixed rate of heating and cooling. In

residential buildings with only few zones, the zoned control methods have not been widely

adopted because they are expensive, difficult and intrusive to install in most existing houses,

and provide limited utility and benefit compared to their cost and inconvenience.
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Figure 5.3: Zoned Control System.

5.3 Improving Energy Efficiency and Thermal Comfort

5.3.1 Energy Efficiency and Thermal Comfort: High Efficiency
Heating Systems

Reducing the amount of energy of a heating system benefits both the occupants of the

residence (lower energy bills) and energy providers (lower peak demands). Meyers et al. [135]

reviewed modern energy conservation techniques and believe the most amount of energy can

be conserved by preventing heating and cooling unoccupied spaces.

Smaller temperature differences between indoor and outdoor environments results in

lower heat loss (winter) or heat gain (summer), lowering the thermostat set-point during

heating season and raising it during cooling season reduce energy demand. Lowering the

set-points has energy benefits, but may also result in lower level of comfort. Research has

been conducted in a wide variety of climates throughout the world and over several decades

to determine settings that optimize comfort and energy conservation. Nassif et al. [136] used

a genetic algorithm search to optimize the monthly set-points for a building on the campus
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of Ecole de technologie superieure in Montreal, Canada. An evolutionary programming

technique was used by Fong et al. [137] to find the set-points for different weather conditions

throughout a year in China.

Further reduction in energy consumption can be achieved by setting the comfort level in

the house significantly lower during the nighttime and periods when the house is unoccupied.

This practice is known as thermostat setback, and has been around for many years [138].

Programmable thermostats were designed to reap the benefits of thermostat setback while

preventing daily periods of discomfort by scheduling the setback periods to end before the

occupants would wake-up in the morning and return from work/school and extended periods

away from the house. A large percentage of programmable thermostats are not used prop-

erly because of irregular occupant schedules and difficulty with the programming interface.

Recent work at the University of Virginia with self-programming thermostats has yielded

positive results [139]. These thermostats observe the occupancy patterns in a home and

automatically optimize the heating and cooling schedule based on the statistical occupancy.

The occupant has an opportunity to define the desired balance between energy and comfort

using a single, intuitive knob. In the most cost efficient mode, the test researchers reported

15% energy savings on top of the Energy Star recommended setback schedule.

Other energy conservation methods include the use of high efficiency furnaces. The

performance of a furnace is usually assessed by the following indices:

• Thermal Efficiency

Thermal Efficiency =
Fuel Energy Output

Fuel Energy Input
(5.1)

• Annual Fuel Utilization Efficiency (AFUE)

AFUE measures the annual amount of heat actually delivered compared to the amount

of fuel supplied to the furnace.

AFUE =
Annual Fuel Energy Output

Annual Fuel Energy Input
(5.2)
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• Steady State Efficiency (SSE)

SSE measures how efficiently a furnace converts fuel to heat, once the furnace has

warmed up and is running steadily, and can be expressed as:

SSE =
Fuel Energy Input - Fuel Energy Loss

Fuel Energy Input
(5.3)

Condensing Furnace: Because of the need to conserve energy and the escalating cost of

the fuel, the heating industry developed a new generation of gas-fired furnaces, the condens-

ing furnaces. These furnaces can achieve an overall operating efficiency of 90 to 97 percent.

In a condensing furnace, an enlarged heat exchanger surface lowers the temperature of the

exhaust gases, making the furnace more efficient. The exhaust gas temperature drops to the

dew point of the water vapor in the gas, causing the vapor to condense to water and give

up 2,255 KJ of energy for every kilogram of water condensed. Natural gas can yield more

than 3.7 kgs of water per 105 MJ burned, giving up about 8,187 KJ of energy. Condensing

furnaces achieve the AFUE of up to 94%.

Pulse-combustion Furnace: Another type of high-efficiency furnace is the pulse-combustion

furnace. Whilst the heat in a condensing furnace results from a continuous burning of fuel,

in a pulse combustion furnace, it results from 60 to 70 tiny explosions of a gas-air mixture

per second in the combustion chamber [140]. These are expensive and hard to install as

compared to the standard furnaces.

5.3.2 Energy Efficiency and Thermal Comfort: Control of Heating
Systems

Improving the performance of individual components in the heating system can improve

energy efficiency by requiring less electricity and running in shorter intervals. For central

forced warm-air heating systems, energy can be saved by using a more efficient blower.

Studies conducted at Lawrence Berkeley National Laboratory have investigated several high

efficiency motors used for blowers [141, 142]. Two prominent technologies are permanent

split capacitor (PSC) single-phase induction motor and brushless permanent magnet (BPM)
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motor. Under field conditions, natural gas furnaces fitted with PSC motor driven blowers

consumed 10% less electricity than the Department of Energy (DOE) test procedure results;

BPM consumed 36% less electricity. Note that these percentages are only the electricity

savings for the fan motors, actual energy savings would be less.

Multi-stage furnaces are used to improve the efficiency of the heating systems. A specific

load can be met with the most efficiency by a particular capacity. The multi-stage systems

are able to deliver different levels of capacity at the different stages. Lower load might only

require a little bit of heat, so the low setting on a multi-stage furnace might only combust

the natural gas at a fraction of what it is capable of. In 2006 both DOE and ASHRAE

performed studies on residential two-stage furnaces with traditional fan motor technology;

interestingly, each test arrived at a different conclusion. The Lawrence Berkeley National

Laboratory compared the two tests and results reported by other field tests [143]. When

combining the reduction in fuel with the increase in electricity consumption in two-stage

furnaces, the DOE test yielded a 3% reduction in energy. The ASHRAE test showed almost

no difference in the energy consumption compared to a single-stage system in the same

efficiency class.

Multiple Sensor Control

Another source of energy loss in residential heating systems is related to large tempera-

ture differences between the rooms. Individual rooms or area in a house can be several

degrees warmer than the remainder of the house. Occupants can experience large periods

of discomfort and again try to compensate by treating the thermostat like an ON-OFF

switch by manually adjusting the set-point to a temperature higher than the comfort level

desired. The system then heats constantly until the occupant achieves localized comfort;

consequently, other areas of the house become uncomfortable and an unstable cycle of over-

shooting the set-points ensues. A solution that has been explored is to have multiple sensors

distributed throughout the house so the controller will know about any large temperature

differences. The ASHRAE Handbook recommends the use of multi-zone control when a sin-
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gle thermostat is not able to properly characterize the house due to zone-to-zone temperature

differences [144].

Simulations have been conducted that yield energy savings in central two-position systems

with multiple sensors. Lin et al. [145] presented the multi-sensor, single-actuator control

method. Ad hoc methods are used for averaging the information obtained from multiple

sensors. The performance improvements occur primarily when the average load among all

rooms is nearly zero, with some rooms requiring heating while others require cooling. Under

these conditions, the single-sensor strategy either overcools or overheats, whereas the multi-

sensor strategies use almost no energy. Though rare for residential use due to the price,

multi-zoning and using a variable air volume (VAV) system to deliver variable amounts of

air can save energy by only providing heating to the zones that need it. Oppenheim [146]

developed several multi-zone setback strategies and compared them to a single zone strategy

with an 8-hour −110C setback. He was able to see fuel savings of 12% with a multi-zone

strategy using 22-hour setbacks in two zones, but observed 6% additional fuel consumption

when the bedroom zone was set back 18 hours and the rest of the house only 12 hours.

The study does not consider the effect of outdoor conditions in the analysis of comfort. The

analysis could show the sources for the unexpected results of increasing the fuel consumption.

Temple also showed that the energy consumption increased slightly in a home installed with

a zoned system because rooms that were originally uncomfortable from not receiving enough

cooling energy, were provided with it. This cost the system more energy but provided more

overall and uniform comfort [147].

Constant air volume (CAV) systems can be operated as zoned systems by opening and

closing the registers in different parts of the building. Manually adjusting the registers

would be a demanding task if variable loads and demands were always being imposed on

the building. The demand response enabling technology (DRETD) group at the University

of California, Berkeley has performed some preliminary work in the field of automating

dampers to multi-zone houses [148]. The research project divided a two-story home into

four zones, and used an occupancy schedule to dictate the set-points for individual zones
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during the heating season. The original thermostat was located in the zone that would always

report the lowest temperatures, so without the multi-zone system this house experiences over

heating in every other zone. This observation and the occupancy schedule are two important

details that can explain the high 26% energy savings. Another factor that register automation

systems need to be cautious of is restricting too much airflow. Walker determined that closing

registers translates to increased energy usage by the fan. He concluded that closing 60% of

the registers could lead to frozen evaporator coils and other pressure related issues [149].

Many research articles in the ASHRAE Journals discussed using wireless technology to

develop sensor networks for building monitoring and control applications. Wireless sensor

networks are becoming easier to install and operate while decreasing in price and operating

power consumption [150,151]. Cost effectiveness in retrofit and new construction applications

and the reliability of wireless sensor networks are still the issues to resolve [152].

Table 5.2 summarizes the latest energy efficient technologies.

Table 5.2: Residential Heating and Cooling Energy Efficient Techniques.
Energy Efficiency Technique Investigative Authors Benefits and Energy Savings

Set-point education Vine 1986 [153] Lower energy consumption
Thermostat setback Ingersoll 1985 [138] 22% energy savings

Self-programmable thermostat with setback Gao 2009 [139] 15% energy savings

Improved fan motor
Walker and Lurtz 2005 [141] 10-36% less electricity

Lurtz et al. 2006 [142]

Ground source heat pump
Sanner et al. 2003 [154] Energy savings
Lund et al. 2004 [155] CO2 emissions

Omer 2008 [156]
Evaporative cooled condensor Hwang et al. 2001 [157] Increased capacity

PID thermostat control Kolokotsa et al. 2006 [158] 20% energy savings

2-Stage furnace
DOE 2003 3% energy savings

ASHRAE 2003 No significant savings
Multi-zone sensing Lin et al. 2002 [145] 17% energy savings

Multi-zone with VAV
Oppenheim 2002 [146] 12% energy savings

Temple 2004 [147] Increased energy consumption
Improved thermal comfort

Distributed wireless sensing Ota et al. 2008 [159] 79% energy savings and
and control algorithms thermal comfort

improvements
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5.4 Survey

Obtaining feedback from occupants is imperative in help identifying potential deficiencies in

existing building systems. To identify potential energy savings and improvement to thermal

comfort in residential buildings, the present situation is investigated first. The investigation

is carried out in two parts, an on-site interview and a full scale survey.

As mentioned in Chapter 1, a survey is conducted by the author. For the first part,

15 respondents are interviewed at their dwellings in December, 2008. The objective of the

interviews was to gather information on mechanical equipment specifications and to collect

necessary information to help create a short-listed set of questions to be included in the full

scale survey. Through the interviews, problems were identified with the lack of controllability

and the occurrences of overheating in winter heating months. In order to generate a more

holistic view on the problem and to provide a statistically supported analysis, it is necessary

to conduct a full scale survey to evaluate the extent of the problems.

Following the interviews, a full-scale survey is conducted with Ontarians residing in

low-rise residential buildings and a provincially representative sample was gathered. The

questionnaire for full-scale survey is included in Appendix D. The main objectives of the

full scale survey are as follows:

• To identify the potential deficiencies in the existing building stock by investigating the

thermal comfort conditions of occupants.

• To analyze factors that impact on the thermal comfort levels.

• To investigate occupants’ energy consumption behaviors specifically related to the con-

trol of their thermal environment.

5.4.1 Sample Population Distribution

The survey is planned to target low-rise residential buildings that would represent typical

types and demographics of the Ontario population. A total of 519 surveys are collected from
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April to June 2009 and 396 of which are completed and provided valid data. Only those that

are completed are included as part of the statistical analysis. Summaries of the respondents

are given in Table 5.3. It shows that the sample population distribution corresponds fairly

well with Ontario population. Out of the 396 respondents, 67.4% resides in single-detached

houses and 23.7% and 8.9% of which resides in double/row houses and low-rise apartment

Buildings, respectively. This is comparable to the provincial distribution, according to the

2006 census, 66.9% of Ontarians reside in single-detached houses, 20.3% and 12.9% of which

reside in double/row houses and low-rise apartment buildings, respectively. The median

age of Ontario’s population is 39, when compared to 33 for the survey population. The

percentage of surveyed dwellings built before the year of 1986 was 61.2% and built after the

year of 1986 was 38.8%. While 68.6% of Ontario dwellings were built before the year of 1986

and 31.4% were built after that year. The percentage of occupants owning the property is

81.2% and renting the property is 18.8%. Distributions between males and females have also

been respected.

Table 5.3: Summary of Survey Sample.
Dwelling Type

Single-Detached Double/Row Houses Low-Rise Apartment Buildings

Gender (%)
Male 50.6 52.4 48.4 44.1

Female 49.4 47.6 51.6 55.9

Ownership (%)
Own 81.2 88.7 75.0 45.5
Rent 18.8 11.3 25.0 54.5

Age (yr)

Mean 35.5 36.4 33.5 33.8
SD 12.5 13.0 11.1 11.7

Minimum 16.0 18.0 16.0 19.0
Maximum 68.0 68.0 66.0 59.0

Mean 1971 1971 1969 1979
Year of SD 31 30 34 33

Construction(yr) Minimum 1856 1856 1865 1865
Maximum 2009 2009 2007 2008
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5.4.2 Survey Findings and Analysis

As mentioned earlier in Chapter 1, ASHRAE Standard 55-2004 [160] specifies that for 80%

of the time the building occupants are expected to express satisfaction over their thermal

environment. Although the subjected building types are not expected to comply with the

above comfort standard, the 80% acceptability threshold can act as a reference to this study.

Results show 6.4% and 13.3% of the respondents are very dissatisfied and dissatisfied respec-

tively with their room temperature in the winter. Satisfaction with room temperature was

rated with a scale from 1 to 5 with 1 being very dissatisfied and 5 being very satisfied and

results reveal that 5.9% and 14.5% of the female respondents and 6.3% and 12.0% of the

male respondents feel very dissatisfied and dissatisfied, as shown in Table 5.4.

Table 5.4: Satisfaction with Room Temperature for Male and Female Respondents.

Satisfaction Level
Gender

Male Female

Very dissatisfied 6.3% 5.9%

Dissatisfied 12.0% 14.5%

Neutral 31.8% 31.3%

Satisfied 42.6% 40.5%

Very satisfied 7.3% 7.8%

The method used to investigate thermal comfort acceptability in the present research

is based on the maintenance of the temperature at the desired set-point. Yang and Zhang

used three methods to investigate thermal acceptability and yields distinctive results [161].

Although it can be argued that employing different methods of assessing thermal comfort

levels would produce diverse results, the method used in this study is chosen due to its

simplicity.

It is believed that certain factors within the heating system would influence occupant’s

thermal sensation for example the number of programmable thermostats was selected to be

evaluated with occupant thermal sensations: satisfaction level, controllability, and overheat-

ing and overcooling frequencies.

Most people have a programmable thermostat for temperature control in their dwelling.
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Only 15.5% of the respondents stated they do not have a programmable thermostat at

home. There are differences in the presence of programmable thermostats in the different

house types (Table 5.5), for which 88.0% and 86.2% of the single-detached and double/row

houses have programmable thermostats and only 55.1% of the low-rise apartment buildings

have this equipment.

Table 5.5: Percentage of Different Types of Houses Equipped with Programmable Thermostats.
Presence of the Dwelling Type
Programmable Thermostat Single-Detached Double/Row Houses Low-Rise Apartment Buildings

None 12.0% 13.8% 44.9%
Presence 88.0% 86.2% 55.1%

The respondents were asked to rate their controllability over room temperature in winter

with a scale from 1 to 5 with 1 being very badly and 5 being very well. Controllability is

the extent to which respondents feel they can control their room temperature. There exists

a difference between male and female respondents, 12.0% and 14.2% of the female and male

respondents rated their controllability as badly or very badly. Results also reveal that 12.1%,

11.3%, and 26.5% of the respondents rate their controllability over room temperature as

badly or very badly in single-detached, double/row houses, and low-rise apartment buildings,

respectively. The level of controllability is much lower in houses without programmable

thermostats as shown in Fig. 5.4.

Respondents tend to have higher controllability over their room temperature if they have

access to one or more programmable thermostats in the dwelling. Most people have a pro-

grammable thermostat for temperature control in their dwelling. Only 15.5% of the respon-

dents stated they do not have a programmable thermostat at home. There are differences

in the presence of programmable thermostats in the different house types, for which 88.0%

and 86.2% of the single-detached and double/row houses have programmable thermostats

and only 55.1% of the low-rise apartment buildings have this equipment. However, the level

of satisfaction does not seem to be affected by the presence of programmable thermostats,

as shown in Fig. 5.5.

So as per the survey results the occupants feel more dissatisfied with the indoor environ-
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Figure 5.4: Controllability Over Room Temperature in the Dwellings with and without Pro-
grammable Thermostats.

ment if their controllability over the heating systems is low and the presence of thermostats

increases the level of controllability but does not improve the thermal comfort level. Survey

results also indicate that only 41% and 52% of the respondents set temperature back during

the day when the dwelling is unoccupied and during the night, respectively.

The presence of programmable thermostats does not encourage respondents in adjust-

ing set-point temperature. This suggests that relying on the occupants’ voluntary action

in configuring the thermostat is problematic and therefore calls for further actions, such as

introducing educational programs or incorporating more advanced technologies. The poten-

tial of existing equipment or technology in reducing energy consumption is hindered when

they are not used in the way they were planned. Educating occupants in properly operating

equipments already installed in their dwellings provide a big potential in reducing energy

consumption without any capital investments and therefore should be considered and pur-
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Figure 5.5: Satisfaction Rating in the Dwellings with and without Programmable Thermostats.

sued. Basically there is a need for a certain control algorithm which can control the operation

of the heating equipment based on the estimation of the temperature representative for the

whole building.

5.5 Inferential Sensor Technology

Retrofitting existing and new construction buildings with zoned control is expensive and

invasive. This dissertation is intended to develop an inexpensive and efficient control tech-

nology for residential forced warm-air heating systems.

Inferential control technology can significantly improve control of the building automation

systems. Recent research shows that control schemes based on inferential sensing techniques

can significantly improve the overall performance of the built environment [9, 10, 72]. Liao

has developed an inferential control scheme for optimal control of the boilers in multi-zone

heating systems. The results show that, using an inferential sensor, the average room tem-

120



perature in a heating system can be estimated with satisfactory long-term accuracy according

to the information available to the conventional boiler controllers. The inferential control

scheme based on this inferential sensor can significantly improve the degree of thermal com-

fort and reduce fuel consumption by up to 20% in heating systems with poorly controlled

radiators and 5% to 11% in heating systems with well controlled radiators. Wang developed

a model-based control scheme to optimize the operation of an air-conditioning system. His

simulation results show significant improvement on the overall control performance.

However, these inferential sensing and control schemes are very specific to certain types

of building systems or devices. The topology of these schemes is difficult to understand and

therefore their application in practice is considerably limited. Furthermore, the methods to

commission these schemes are not well developed. As a result, it is difficult to implement

these schemes in real building automation systems. This research employs neuro-fuzzy mod-

elling methodology for the development of the inferential model to be used in the inferential

control scheme. The training algorithm is also discussed in Chapter 3. Chapter 3 and Chap-

ter 4 presented the development of the inferential model and data quality issues related to

the performance of the inferential model. The results show that the model is structured and

trained correctly and can be used for the development of the inferential control scheme.

5.6 Concluding Remarks

The performance of a residential heating system largely depends on how it is controlled.

Traditionally, the control objective of the air temperature regulation has been to minimize

the energy consumption while maintaining temperature within an acceptable comfort margin.

Most residential buildings use “two-position” control which is simple but gives unsatisfactory

performance. Zoned control systems have been developed to improve overall performance

of buildings. These systems are difficult to retrofit as compared to the resulted benefits.

The analysis shows that inferential control technology is an inexpensive and simple method

to improve energy efficiency and thermal comfort for both the residential and commercial

buildings.
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Chapter 6

Advanced Control Scheme for
Building Heating Systems

6.1 Introduction

The heating and cooling loads of the houses built today are generally overestimated, which

is partly due to the common practice of utilizing single-zone CAV HVAC systems for condi-

tioning the entire house [162]. This typically results in inefficient heating or cooling due to

the differences in thermal load in different spaces throughout the house, and in turn reduces

the thermal comfort of the occupants as well as wasting energy used for over-conditioning

these spaces [163].

The ASHRAE Handbook of Systems and Equipment recommends the use of multi-zone

control when a single thermostat is not representative of the temperature in all rooms [160].

Technologies do exist to provide multi-zone control in residential forced-warm-air heating

systems. For instance, first is VAV delivery in conjunction with dampers in individual supply

ducts is being used in new construction. However, to retrofit an existing single zone system

into a multi-zone one would be expensive and invasive. While many users would prefer the

multi-zone system over a single zone one, most would not opt to perform the extensive and

invasive retrofit.

Second is a CAV system with a bypass loop. It has been tested and the research found

that “the bypass damper reduced the system capacity as desired but the power consumption
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remained relatively constant resulting in a reduction in efficiency with increasing amount of

bypassed air” [147]. Therefore, such a system can provide zoned control, but it will not save

energy.

A third multi-zone option is to use separate heating/cooling units for each zone. But,

this method is expensive and the improvement in comfort level is often not worth the added

cost to the homeowners.

A cost effective control scheme is proposed in this research. In order to justify the need

for this control method a survey is conducted. Survey findings presented in Chapter 5 shows

a correlation between the occupants controllability over heating systems and the thermal

comfort satisfaction level.

6.2 The Inferential Control Scheme

An average air temperature based control scheme has been described in Chapter 1. Compared

with conventional control schemes, the inferential control scheme has a potential to save

energy and improve thermal comfort by controlling the heating equipment according to

the average air temperature in the building. In Chapter 3, an inferential model has been

developed to estimate the average air temperature in the building based on the information

available to the controller. Fig. 6.1 shows how the inferential model can be used in the

development of an inferential control scheme.

As shown in Fig. 6.1, the inferential control scheme consists of the following major

components:

• An inferential model, which is used to estimate the average air temperature in the

building based on three inputs (Qin, Qsol, and T0).

• An air temperature reset strategy, which determines the set-point of the supply air

temperature according to the difference between the estimated and desired room tem-

perature.
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Figure 6.1: Furnace Control Scheme using Average Air Temperature Estimator.

• The furnace firing logic compares the supply warm-air temperature with the set-point

to determine the status of the furnace. This is an ON-OFF or PID controller.

6.3 The Performance of the Inferential Control Scheme

6.3.1 The Simulated Building

The performance of the inferential control scheme has been investigated using a typical

residential building simulator.

The building is an existing single-detached house located in Markham, Ontario. The

building consists of three levels with two levels above ground. The total floor area is ap-

proximately 290m2 (3120ft2). The envelope consists of walls constructed with a 100mm

brick layer on the exterior face, followed by layers of 25.4mm air cavity, 95mm expanded

polystyrene insulation (EPS), plywood, and gypsum board on the inside. The below-grade

wall consists of a layer of 200mm concrete, followed by layers of 25mm EPS insulation,

plywood, and gypsum board on the inside. The roof is topped with a layer of roofing clay
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tile and is insulated with a layer of 145mm EPS insulation. The windows are clear, double

glazed units framed with polyvinylchloride (PVC).

The house is conditioned by a central heating system with a single-stage gas furnace with

84% efficiency. The living room area acts as a control zone as set out by the thermostatic

control zone for unitary system with a programmable thermostat placed at the zone. The

heating set-point was 190C and the occupants do not set temperature back. The building is

occupied by two adults and two children. The time occupants spent in each of the spaces

were also inquired to design the desired temperature schedule and is given in Table 6.1.

Table 6.1: Occupancy Schedule.
Weekdays Weekends

Dining Room 07:00-09:00; 18:00-20:00 09:00-11:00;13:00-14:00;18:00-21:00

Kitchen 07:00-09:00; 17:00-19:00 09:00-11:00;13:00-14:00;17:00-20:00

Family Room 18:00-23:00 10:00-24:00

Living Room 18:00-23:00 10:00-24:00

Master Bedroom 24:00-09:00; 21:00-24:00 24:00-11:00;22:00-24:00

Bedroom 1 24:00-09:00; 21:00-24:00 24:00-11:00;22:00-24:00

Bedroom 2 24:00-09:00; 21:00-24:00 24:00-11:00;22:00-24:00

Study Room 21:00-23:00 -

6.3.2 Performance Evaluation Indices

The most important indices for evaluating the performance of the heating systems are:

thermal comfort and energy consumption.

The thermal comfort refers to the effects of climatic impact on human response. Many

researchers have been exploring ways to predict the thermal sensation of people in their

environment based on the personal, environmental and physiological variables that influence

thermal comfort. As stated earlier, Thermal comfort, as defined by ASHRAE 55-2004 is

“that condition of mind which expresses satisfaction with the thermal environment”. Two of

the most notable models used in predicting thermal comfort levels were developed by P.O.

Fanger (the Fanger’s PMV Model) and the J. B. Pierce Foundation (the Pierce Two-Node

Model).
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The Fanger’s PMV Model was developed from laboratory and climate chamber studies

and is based on thermoregulation and heat balance theories [3]. According to these theo-

ries, the human body employs physiological processes, which includes sweating, shivering,

and regulating blood flow to the skin to maintain a balance between the heat produced

by metabolism and the heat lost from the body. Maintaining this heat balance is the first

condition for achieving a neutral thermal sensation. Fanger determined that the only phys-

iological processes influencing this heat balance in this context were sweat rate and mean

skin temperature, and that these processes were a function of metabolic rate. Fanger then

measured sweat rate and skin temperature on people who indicated they have achieved neu-

tral thermal sensation. In these studies, participants were dressed in standardized clothing

and completed standardized activities, while exposed to different thermal environments. Us-

ing the measured data, he then established a relationship between skin temperature and

sweat secretion with metabolic rate using regression analysis with the measured data. Later,

Fanger expanded on the relationship between physiological processes, thermal environment,

and neutral thermal sensation by conducting laboratory and climate chamber studies with

1396 participants. The resulting equation combines four physical variables, namely air tem-

perature, air velocity, mean radiant temperature, and relative humidity, and two personal

variables, namely clothing insulation and metabolic rate into an index that can be used

in predicting thermal comfort. Fanger’s proposition was that, except for the four physical

variables and two personal variables, other factors have no significant effects on the state

of thermal comfort. This equation related thermal conditions to the seven-point ASHRAE

thermal sensation scale (Table 6.2) and become known as the PMV index. The quality of

the thermal environment may be expressed by the predicted percentage dissatisfied (PPD)

index, which is related to the PMV value. For PMV = 0, PPD is equal to 5%, that is 5% of

the occupants are dissatisfied with the thermal environment. A PMV = 0.5 will correspond

to 10% being dissatisfied. The ASHRAE Standard 55-1992 defines thermal comfort as sat-

isfaction with the thermal environment by which 80% of the occupants would be thermally

comfortable [6]. To meet this requirement, a PMV of -0.5 to +0.5 has been recommended.
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Table 6.2: ASHRAE Thermal Sensation Scale.
-3 -2 -1 0 1 2 3

Cold Cool Slightly Cool Neutral Slightly Warm Warm Hot

Since the inception of the Fanger’s PMV thermal comfort model, the formulations and

theories have been subjected to numerous peer reviews and validations. Within the context

of this study, it is important to be aware of the limitations of the PMV model, specifically

those related to the use of this model in predicting thermal comfort levels in thermal sim-

ulations. The formulation of the Fanger’s PMV model was based on data collected from

laboratory and climate chamber studies, where the participants were subjected to constant

conditions in a chamber for a period of time. This views occupants as passive recipients

of thermal stimuli and overlooks the thermal adaption actions from occupants. Therefore,

when interpreting the results generated by the Fanger’s PMV model, it has to be assumed

that the adaptive natures of building occupants, including psychological adaption, physiolog-

ical adaptations, and behavioral thermoregulation or adjustment, were not considered. The

adaptive natures of building occupants, specifically those related to behavioral thermoreg-

ulation or adjustment, such as changing activities, clothing, putting on blankets, opening

windows, and drinking cold or warm drinks, leads to dynamic conditions between the heat

produced by metabolism and the heat lost from the body. However, the methodologies in de-

termining comfort levels in simulation programs are based on steady-state conditions where

predefined values have to be applied in the model and do not get updated with changing

indoor environmental conditions. The prediction of PMV requires knowledge of the clothing

insulation and the metabolic rate and the steady-state assumption cannot readily reflect the

fluctuating metabolic rates and the clothing value with occupants. This problem is more

severe in residential settings than office environments as there are more ways to adapt to the

existing environment and have less predictable activities [164]. As well, the humidity ratio

in the air might not be adequately accounted for in thermal simulation models. Moisture

is generated in the house from domestic activities such as cooking and showering, and as

part of the metabolic process of the occupants. Thermal simulation programs generally do
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not account for these sources and therefore might not provide a representative prediction on

the PMV. Although limitations occur in employing the Fanger’s PMV model, it has served

to be an indicator in providing thermal comfort evaluations for building spaces. With the

limitations of the Fanger’s PMV model acknowledged, in this research the performance is

evaluated based on the temperature differences between desired and estimated values rather

than looking into the actual measurement of thermal comfort index.

6.3.3 Analysis of Different Control Strategies

The furnace control strategies are selected from: (1) Type 1: Single zone control with

the supply air temperature set-point changing according to the thermostat reading. The

thermostat installed in one room senses the temperature in that particular room not the

entire building; (2) Type 2: Zoned control: one sensor is located in each room to sense

the individual room temperatures. There are problems associated with the zoned control

method. One is the smaller heated areas mean magnified heat loads such as an open window.

This could potentially use more energy if the furnace is continually turned on. Fortunately,

programming can re-adjust the set-point when it notices a problem until the room conditions

are met and the system turns off. Currently, this type of complicated programming requires

engineering fees which for some occupants may not seem reasonable (Goldshmidt, 2006).

Another criticism of zoned control is pressure build-up. Static pressure is created in the

duct work because of the increased resistance to airflow when more vents are closed. Variable

speed fans again used with the system create less airflow resistance at the lower settings; (3)

Type 3: Inferential control strategy.

The test conditions are as follows:

• Climatic data for Toronto, ON, Canada.

• The months included in heating season are January 1st to March 31st and October 1st

to December 31st.

• The daily climatic conditions are described by the daily heating degree hours (HDH).
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The daily HDH is calculated for the entire heating season and three days are accordingly

identified to represent low, medium and high load, as shown in Table 6.3.

Table 6.3: HDH for Toronto for the Year of 2008.
Load Month and Day of the Year 2008 HDH (0C.Hr)

Low Load October 13 21

Medium Load March 21 484

High Load February 28 773

• For multi-zone control, the building is divided into six zones as; Zone 1: Den/Kitchen,

Zone 2: Family Room/Living Room, Zone 3: Master Bedroom, Zone 4: Bedroom

1, Zone 5: Bedroom 2, Zone 6: Study Room. Air temperature in each zone is used

to assess the thermal comfort and the thermal comfort computation is based on the

maintenance of the actual temperature at desired set-point. The desired temperature

of each zone is calculated depending on the occupancy schedule as given in Fig. 6.2.

• The occupancy schedule for single-zone is given in Table 6.4. The desired temperature

is determined based on the occupancy schedule and is shown in Fig. 6.3.

Table 6.4: Occupancy Schedule for Single-zone.
Weekday 05:00-09:00; 17:00-24:00

Weekend 07:00-24:00

• The furnace controller action depends upon the difference between the desired and the

simulated temperatures. The thermostat set-point temperature and setback tempera-

ture are chosen to be 230C and 210C, respectively.

• Simulation environment: The three control schemes are simulated using SIMULINK

modelling environment.

6.4 Performance of Different Control Strategies

The performance of three different types of control strategies is compared.
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Figure 6.2: Desired Temperature Schedule for Multi-zone.

6.4.1 The Performance of the Proposed Control Strategy in a
Heating System with a Condensing and ON-OFF Control
Furnace

The inferential control strategy performance is compared with the single zone and zoned

control strategies to demonstrate the improvement in the overall performance that the sug-

gested scheme can make. Figs. 6.4, 6.5 and 6.6 compares daily profile of the average air

temperature in a heating system with a single stage condensing furnace under different cli-

matic conditions. The diverse climatic conditions are from low heating load through medium

heating load to high heating load. The results show that the zoned control method is able to

maintain the average air temperature within the desired range under all climatic conditions
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Figure 6.3: Desired Temperature Schedule for Single-zone.

while the conventional control methods fails to do so. The inferential control strategy also

results into a temperature profile different from the desired temperature. The difference be-

tween actual and desired average air temperature is mainly because of the estimation error

issues of the temperature estimator model. For example, the actual average room tempera-

ture will be maintained lower than the set-point if the estimator model estimates a higher

average air temperature than the actual value.

Table 6.5 compares the heating system energy consumption for the entire heating season.

The heating system is controlled by three different types of control methods and is using

a high efficiency furnace with ON-OFF control. The system consumes less energy when

controlled with inferential control as compared to when controlled with single zone and

zoned control methods. The system is more energy efficient when it is operated with zoned

control as compared to when controlled with single zone control because extra energy is used

to heat the unoccupied spaces as optimal scheduling is not applied to supply the heating

capacity to individual zones. For the system employed with inferential control, the energy
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Figure 6.4: Daily Average Air Temperature Profile in a Heating System with a Condensing
Furnace and ON-OFF Control Logic for High Heating Load.
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Figure 6.5: Daily Average Air Temperature Profile in a Heating System with a Condensing
Furnace and ON-OFF Control Logic for Medium Heating Load.
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Figure 6.6: Daily Average Air Temperature Profile in a Heating System with a Condensing
Furnace and ON-OFF Control Logic for Low Heating Load.

consumption is reduced by 11.7% and 15% when compared with the system incorporated

with single zone and zoned control methods, respectively.

Table 6.5: Heating Energy Consumption in MJ for a Heating System with a Condensing Furnace
and ON-OFF Control.

Month Single Zone Control Zoned Control Inferential Control

January 19158 19600 16135

February 17122 17473 15891

March 15807 16337 14372

October 9692 10764 8232

November 12739 13451 10761

December 16363 16784 14862

Total 90881 94409 80253
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6.4.2 The Performance of the Proposed Control Strategy in a
Heating Systems with a Non-Condensing and ON-OFF Con-
trol Furnace

Figs. 6.7, 6.8 and 6.9 compare the daily profile of the average air temperature in a heating

system with a non-condensing furnace with ON-OFF control under diverse climatic condi-

tions including low, medium and high heating loads. The results show that the zoned control

method overestimates for medium load. For medium and high heating loads, the single zone

control method underestimates and the estimation is higher than the set-point during set-

back periods. Inferential control scheme estimates higher than the set-point during setback

periods for all the three climatic conditions.
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Figure 6.7: Daily Average Air Temperature Profile in a Heating System with a Non-Condensing
Furnace and ON-OFF Control Logic for High Heating Load.

Table 6.6 compares the heating system energy consumption for the entire heating sea-

son. The heating system comprises a regular non-condensing furnace with ON-OFF control.

Compared with single zone and zoned control methods, the inferential control strategy con-

sumes less energy. When compared to the heating system with condensing furnace the
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Figure 6.8: Daily Average Air Temperature Profile in a Heating System with a Non-Condensing
Furnace and ON-OFF Control Logic for Medium Heating Load.
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Figure 6.9: Daily Average Air Temperature Profile in a Heating System with a Non-Condensing
Furnace and ON-OFF Control Logic for Low Heating Load.
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energy consumption is more with all the three control methods. The heating system with

non-condensing furnace consumes 3%, 4% and 3.5% more energy compared to the heating

system with condensing furnace when controlled with single zone, zoned and the inferential

control methods, respectively. Energy consumption is 12% and 14.5% less when the heating

system is controlled with inferential control method as compared to when controlled with

single zone and zoned control methods, respectively.

Table 6.6: Heating Energy Consumption in MJ for a Heating System with a Non-Condensing
Furnace and ON-OFF Control.

Month Single Zone Control Zoned Control Inferential Control

January 19983 20186 17923

February 17212 17921 15402

March 16692 17012 14320

October 10127 11121 9010

November 13721 14000 12215

December 16724 16985 14220

Total 94459 97225 83090

6.4.3 The Performance of the Proposed Control Strategy in a
Heating Systems with a Condensing Furnace, Controlled
Blower Speed and Combustion Level

Figs. 6.10, 6.11 and 6.12 compare the daily profile of the average air temperature in a

heating system with a condensing furnace. The blower speed and combustion level are

controlled based on the output of the inferential sensor. The diverse climatic conditions are

implemented ranging from low heating load through medium heating load to high heating

load. The results show that, although single zone control method has large amplitude of the

instantaneous temperature variations, for high load climatic conditions all the three methods

are making similar estimations. The zoned control method estimates lower than the set-point

temperatures during setback periods for medium load. For low and medium load conditions

the zoned control strategy estimations are closer to the set-point temperature, while single

zone and inferential control method estimations fail to follow the desired temperature values.
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Figure 6.10: Daily Average Air Temperature Profile in a Heating System with a Condensing
Furnace, Controlled Blower Speed and Combustion Level for High Heating Load.
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Figure 6.11: Daily Average Air Temperature Profile in a Heating System with a Condensing
Furnace, Controlled Blower Speed and Combustion Level for Medium Heating Load.
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Figure 6.12: Daily Average Air Temperature Profile in a Heating System with a Condensing
Furnace, Controlled Blower Speed and Combustion Level for Low Heating Load.

Table 6.7 shows the energy consumed by the heating system for the entire heating season,

when controlled with three different control methods. The blower speed and flame level are

controlled based on the output of the air temperature estimator. Again, the heating system

controlled with an inferential control strategy consumes less energy as compared to the

heating system controlled with single zone and zoned control methods. When compared

to the heating system with a one stage condensing furnace the energy consumption is less,

as the furnace is not running at full load under medium and low heating load climatic

conditions. The heating system consumes 3%, 5.6% and 3.4% less energy compared with

one stage furnace based heating system, when controlled with single zone, zoned and the

inferential control methods, respectively. Energy consumption is improved by 12% and 13%

when the heating system is controlled with the proposed control method as compared to

when controlled with single zone and zoned control methods, respectively.
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Table 6.7: Heating Energy Consumption in MJ for a Heating System with a Condensing Furnace,
Controlled Blower Speed and Combustion Level.

Month Single Zone Control Zoned Control Inferential Control

January 18234 18502 15921

February 16842 16920 15308

March 15222 15519 14102

October 9421 9612 7727

November 12514 12731 10214

December 15712 15824 14278

Total 87945 89108 77550

6.4.4 The Performance of the Proposed Control Strategy in Heat-
ing Systems with a Non-Condensing Furnace, Controlled
Blower Speed and Combustion Level

Figs. 6.13, 6.14 and 6.15 compare the daily profile of the average air temperature in a heat-

ing system with a non-condensing furnace under diverse climatic conditions including high,

medium and low heating loads. The results show that the inferential controller estimation

is higher than the desired temperature for high heating load conditions. Single zone control

method follows the lower and higher temperature limits, but variations have very large am-

plitudes. The zoned control strategy estimations are very close to the desired temperature.

For low and medium and high load conditions, the zoned control method is able to maintain

the average air temperature within the desired range while the conventional and inferential

control methods fails to do so.

Table 6.8 presents the energy consumption for the heating system controlled with three

different types of control methods. The analysis is carried out for the entire heating season.

The heating system uses a non-condensing furnace to produce the desired heating capacity.

For this scenario, the heating system controlled with the proposed control strategy consumes

less energy when compared with the heating system controlled with single zone and zoned

control methods. When compared to the heating system with non-condensing ON-OFF

control furnace, the energy consumption is less for all the three types of control methods.

The energy consumption is more compared with a heating system fed by a condensing fur-
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Figure 6.13: Daily Average Air Temperature Profile in a Heating System with a Non-Condensing
Furnace, Controlled Blower Speed and Combustion Level for High Heating Load.
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Figure 6.14: Daily Average Air Temperature Profile in a Heating System with a Non-Condensing
Furnace, Controlled Blower Speed and Combustion Level for Medium Heating Load.
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Figure 6.15: Daily Average Air Temperature Profile in a Heating System with a Non-Condensing
Furnace, Controlled Blower Speed and Combustion Level for Low Heating Load.

nace, validated by the fact that a condensing furnace is more efficient that a non-condensing

furnace. The energy consumption for a heating system incorporated with an inferential con-

troller is improved by an amount of 11% and 14%, compared to a heating system controlled

with single zone and zoned control methods, respectively.

Table 6.8: Heating Energy Consumption in MJ for a Heating System with a Non-Condensing
Furnace, Controlled Blower Speed and Combustion Level.

Month Single Zone Control Zoned Control Inferential Control

January 18861 19715 16001

February 16991 17313 15514

March 15714 1103 14220

October 9520 9685 8654

November 12931 13110 10430

December 15936 16441 14917

Total 89953 92367 79736
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6.5 Concluding Remarks

The RenFIS based inferential sensor is applied to design an inferential control strategy that

can improve the operation of residential heating systems. The performance of the inferential

control strategy has been investigated through a simulation study. The indices used for

evaluating the performance of the control methods are: the ability to maintain temperature

at set-point and the energy consumption. The performance of heating system controlled with

three different methods including, (1) Type 1: conventional single zone control, (2) Type

2: Zoned control, and (3) Type 3: inferential control, is compared. The diverse climatic

conditions are implemented ranging from low heating load through medium heating load to

high heating load.

Figs. 6.16, 6.17, and 6.18 show the length of time for which the different schemes are

not maintaining the temperature within desirable range on daily basis. Under all climatic

conditions the zoned control method best maintains the temperature at set-point and infer-

ential control method has median ability out of the three control methods and single zone

control is least efficient to maintain the temperature within desirable range.

Results show that, for a heating system with a condensing furnace and ON-OFF control,

the zoned control method is able to maintain the room temperature within the desired

range under all climatic conditions while the conventional control method fails to do so.

The inferential control strategy is also able to provide a temperature profile which follows

the desired temperature. The heating system controlled with inferential control consumes

less energy as compared to the heating system controlled with single zone and zoned control

methods. The heating system controlled with zoned control scheme consumes more energy as

compared to the heating system controlled with single zone control method. For the system

employed with inferential control, the energy consumption is reduced by 11.7% and 15%

when compared with the system incorporated with single zone and zoned control methods,

respectively.

For a heating system with a non-condensing furnace and ON-OFF control logic, the

zoned control method overestimates for medium load condition. For medium and high load
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Figure 6.16: Daily Proportion of Time the Temperature in not Maintained within Desirable
Range for High Heating Load Conditions.

Figure 6.17: Daily Proportion of Time the Temperature in not Maintained within Desirable
Range for Medium Heating Load Conditions.
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Figure 6.18: Daily Proportion of Time the Temperature in not Maintained within Desirable
Range for Low Heating Load Conditions.

conditions, The single zone control method underestimates and estimates higher than the

set-point during setback periods. Inferential control scheme estimates higher than the set-

point during setback periods for all the three climatic conditions. As compared to the heating

system with condensing furnace the energy consumption is more. The heating system with

non-condensing furnace consumes 3%, 4% and 3.5% more energy compared to the heating

system with condensing furnace when single zone, zoned and the inferential control methods

are respectively applied.

Single zone control method, for a heating system with a condensing furnace and blower

speed and combustion level are controlled based on the output of the temperature estimator,

has large amplitude of the instantaneous temperature variations. The zoned control method

estimates lower than the set-point temperatures during setback periods for medium load

conditions. For low and medium load conditions the zoned control strategy estimations

are closer to the set-point temperature, while single zone and inferential control methods

estimations are away from the desired temperature values. Energy consumption is improved
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by 12% and 13% when the heating system is controlled with an inferential control method

as compared to when controlled with single zone and zoned control methods, respectively.

The results show that the inferential controller estimation is higher than the desired

temperature for high load conditions when incorporated to a heating system fed from a non-

condensing furnace and the blower speed is controlled based on the output of the temperature

estimator. Single zone control method follows the lower and higher temperature limits, but

variations have very large amplitudes. The zoned control strategy estimations are very

close to the desired temperature. For low and medium and high load conditions, the zoned

control method is able to maintain the room temperature within the desired range while the

conventional and inferential control methods fails to do so. With incorporation of inferential

control technology, the heating system energy consumption is 11% and 14% less compared

to the heating system controlled with single zone and zoned control methods, respectively.

In addition to improved energy consumption and indoor environment, the inferential

control technology is simple and inexpensive to implement. This can considerably reduce

the initial cost and operating cost of building automation systems. The initial cost can be

reduced because these schemes are self-adaptive and more robust to changing operating con-

ditions than single zone. Consequently building automation systems become more affordable

and more buildings can benefit from the automation techniques.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion of the Dissertation Work

This research investigated the design and development of RenFIS based modelling environ-

ment and explored its application in building automation. RenFIS has been further applied

to develop an inferential sensor and the inferential control technology that can improve the

control of the building heating systems, reducing energy consumption and improving the

indoor environment quality.

The following conclusions can be drawn based on the research results presented in this

dissertation:

• The theoretical studies show that RenFIS can significantly improve the performance of

the technologies based on conventional ANFIS. The building heating system dynamics

are effectively represented incorporating the feedback loop to the conventional AN-

FIS structure. The structure identification and learning algorithms are theoretically

analyzed, to optimize RenFIS performance.

• RenFIS based average air temperature estimator model is structured and trained. The

developed model can accurately estimate the temperature based on the information

available to the heating equipment once it is trained using short-term monitoring data.

The results show that the dynamical behavior of the system can be better represented
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using feedback systems, which significantly improves the performance of the model.

Results show that the inferential model performance, measured by RMSE, is signifi-

cantly improved when structured and trained with RenFIS based modelling environ-

ment. The positive and negative peak for error are also reduced from 110C to 0.350C

and from −130C to −0.750C, respectively. The experimental validation shows that the

model is correctly structured and trained and is suitable for use as an estimator for

incorporation of the inferential control scheme to the conventional control systems in

the buildings.

• An experimental study is conducted to analyze the impact of data quality on the

estimation ability of hybrid neuro-fuzzy based models. The analysis concludes that

errors in the training data as well as in the testing data reduce the predictive accuracy

of the model. Results show that the RMSE is improved by 37.5% and R2 is improved

by 12% when trained with clean data. Therefore, this research highly recommends

that the quality of the data set should be analyzed before they are applied in hybrid

neuro-fuzzy based modelling algorithms.

• Sensitivity analysis shows that ANFIS and RenFIS are both sensitive to the selection

of the training data. ANFIS gives better estimation of the process if trained with

data representing most repetitive quality of the whole universe of the data set. While

RenFIS, having a loop for feeding back the output, gives better performance if trained

with the data set representing overall qualities of the whole experimentally collected

data set. Robustness analysis is conducted before actual incorporation of the inferential

control strategy to conventional control systems working under changing environment

conditions. ANFIS has RMSE increased by 46% and RenFIS has RMSE increased by

6% when trained with noisy data. Results show that RenFIS has more robust behavior

compared with ANFIS based model.

• A survey on the operation of these systems was conducted by the author. The survey

results indicated a problem with the control of the conventional heating systems. The
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analysis of results showed a correlation between the comfort level and the occupant’s

access to the control over room temperature. Respondents with higher heating system

controllability tend to feel more thermally comfortable. In the multi-zone heating

systems, the survey results show that 36% of the respondents experienced overheating

in the winter.

• The current control practices for the forced warm-air heating systems has been re-

viewed. The analysis shows that the energy efficiency improvement methods are able

to save energy and provide better indoor environment quality. For multi-zone buildings,

multiple sensor control is the most efficient method for controlling the temperature of

the indoor space, but very expensive and invasive to retrofit. Inferential control tech-

nology is an inexpensive and simple method to improve energy efficiency and thermal

comfort for both the residential and commercial buildings.

• The RenFIS based inferential sensor is applied to design an inferential control algo-

rithm that can improve the operation of residential heating systems. The performance

of proposed control algorithm is compared with conventional and zoned control meth-

ods. The two performance evaluation indices are: (1) the ability to maintain tempera-

ture at set-point and (2) the energy consumption. The results show that temperature

extremes, either higher or lower than the set point, are lesser as compared to the

conventional system and energy consumption is low. Zoned control method when com-

pared to proposed control technology, the temperature variations are less and energy

consumption is high, but is very expensive and invasive to retrofit. The inferential

control technology is simple and inexpensive. This can considerably reduce the initial

cost and operating cost of the building automation systems. The initial cost can be re-

duced because these schemes are self-adaptive and more robust to changing operating

conditions. Consequently building automation systems become more affordable and

more buildings can benefit from the automation techniques.
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7.2 Future Work

A number of future research directions naturally grow out of the work reported in this

dissertation.

• Prototyping: The inferential sensor and inferential control schemes can work as stan-

dalone sensors and controllers that can be used in conventional control systems. They

can also be implemented in BMS (Building Management Systems).

The developed control technology should be implemented in hardware prototypes for

test in laboratory and through field trials in real installations to reduce the environ-

mental impact of energy consumption in both residential and non-residential buildings.

Further research can concentrate on the implementation of the RenFIS based inferen-

tial sensor in MEMS, so that it can be used in the industry for other applications and

also for commercial built environments.

• Applicability of the proposed scheme in other areas: The applicability of this technique

will be extended to different areas including building automation, intelligent automobile

control, and structure diagnosis. For example, RenFIS can be employed to develop

intelligent automobile control unit to improve the safety of driving. Based on the

measured acceleration of certain parts of an automobile, a RenFIS based instrument

can determine the moving performance of the vehicle thus provide safe driving support

information. Furthermore, RenFIS can handle the complex mathematical relationship

exhibited in structure monitoring systems, providing key information for the diagnosis

of structure safety and service-ability.

• Incorporation of the prior knowledge: RenFIS performance is based on the structure

identification and training process. With growing number of rules, both the structure

identification and the training algorithms become complex. Number of rules can be

reduced by incorporating expert knowledge. Further research can concentrate on the

simplification of structure identification and the training process by augmenting the
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model with prior-knowledge.
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Appendix B

Nomenclature

x input to hybrid neuro-fuzzy model

O output of different nodes in a hybrid neuro-fuzzy model

y output of hybrid neuro-fuzzy model

e error vector

θ unknown parameter to be optimized

H height of the mountain function

D density measure of data points

v cluster center

J cost function

P binary membership matrix

ωi firing strength or degree of certainty of ith rule

ω̄i normalized firing strength of ith rule

a parameter determines the width of the generalized bell-shaped curve

b parameter determines the width of the generalized bell-shaped curve

c parameter determines the center of the generalized bell-shaped curve
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A1, A2, B,B1, B2 linguistic values

Ri ith rule

Ci output of ith rule

Tavg measured average air temperature in the building (0C)

ˆTavg estimated average air temperature in the building (0C)

T0 exterior temperature (0C)

Td desired temperature (0C)

Qsol solar radiation (W )

Qin energy consumption by the heating plant (W )

N order of the dynamic model

E overall error function for the training algorithm

m mean for Gaussian membership function

σ variance for Gaussian membership function

4τ sampling interval

Ne total number of energy consumption samples

K estimated data point

L measured data point

T total number of data points

M number of training data points

R2 coefficient of determination

L̄ average of measured data points
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SS step size

SSINC step size increase rate

SSDEC step size decrease rate

d unmodified variable

d́ modified variable after adding error signal

TD1 weekend only training data set

TD2 week day only training data set

TD3 weekend and week day training data set

s noise signal strength

´TD1 weekend only training data set after adding noise signal

´TD2 week day only training data set after adding noise signal

´TD3 weekend and week day training data set after adding noise signal

HDH heating degree hours (0C.Hr)
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Appendix C

Abbreviations

AFUE Annual Fuel Utilization Efficiency

ANFIS Adaptive Neuro-Fuzzy Inference System

ANN Artificial Neural Network

ASHRAE American Society of Heating, Refrigerating and Air-Conditioning Engineers

BP Back Propagation

BPM Brushless Permanent Magnet

CAV Constant Air Volume

DOE Department of Energy

DRETD Demand Response Enabling Technology

EPS Expanded Polystyrene Insulation

FCM Fuzzy C-Means

FIS Fuzzy Inference System

FLBC Fuzzy-logic based Control

FLS Fuzzy Logic System

GHG Greenhouse Gases
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HVAC Heating, Ventilating and Air-Conditioning

IPCC Intergovernmental Panel on Climate Change

LS Least Squares

MF Membership Function

MTE Minimum Testing Error

PPD Predicted Percentage Dissatisfied

PSC Permanent Split Capacitor

PVC Poly vinyl chloride

RMSE Root Mean Square Error

RenFIS Recurrent Neuro-Fuzzy Inference System

RNN Recurrent Neural Network

SSE Steady State Efficiency

VAV Variable Air Volume

WGN White Gaussian Noise
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Appendix D

Survey Questionnaire

Entry Section

1. Is this dwelling owned by a member of this household?

Ans. Yes / No / Don’t know

2. Number of occupants.

3. On an average weekday is there someone at home all day?

4. Household total income per annum (participants can choose not to answer this ques-

tion).

Ans. CAD 30,000-50,000 / CAD 50,000-70,000 / CAD 70,000-100,000 / CAD 100,000+

5. Annual consumption of gas? (m3)

6. Annual expenditure on gas? (CAD)

7. Annual consumption of electricity? (kwh)

8. Annual expenditure on electricity? (CAD)

9. Type of the dwelling.

Ans. Single detached / Double or Row houses / Low-rise apartments / Mobile houses
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10. Year of construction of the dwelling?

11. Number of stories?

12. Heated area of the dwelling (total floor space of a dwelling excluding garage)?

Thermal Satisfaction

13. How satisfied are you with room temperature in winter?

Ans. Very dissatisfied / Dissatisfied / Neutral / Satisfied / Very satisfied

14. What do you tend to do when you feel thermally uncomfortable (cold) in winter?

(Please circle the most predominant action).

Ans. Put more clothes on / Adjust thermostat / Use supplementary heating equipment

/ No action / Tolerates / Gets in contact with person in charge (e.g. home owner) /

Do exercise

15. How well do you feel if you can personally control room temperature in winter?

Ans. Very badly / Badly / Neutral / Well / Very well

16. During winter time, do you experience overheating in certain parts of your dwelling?

Ans. Several times a day / Daily / Weekly / Monthly / Less frequently / Never

17. When experiencing overheating, how often would you then open the windows for better

air circulation?

Ans. Several times a day / Daily / Weekly / Monthly / Less frequently / Never

18. During summer time, do you experience overcooling in certain locations of your dwelling?

If you don’t have air conditioner at home, you can leave the next 3 questions blank.

Ans. Yes / No / Do not have an air conditioner
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19. If your answer to the previous question is“Yes”, how often would you then open the

windows for better air circulation?

Ans. Several times a day / Daily / Weekly / Monthly / Less frequently / Never

20. During the summer when the air conditioner is turned on, would you open the windows

for more air circulation or a fresh breeze?

Ans. Yes / No

21. If your answer to the previous question is “Yes”, how frequently would you open the

windows for more air circulation?

Ans. Several times a day / Daily / Weekly / Monthly / Less frequently / Never

Heating

22. What type of heating equipment provides most of the heat for the dwelling?

Ans. Furnace with forced air / Hydronic System / Electric baseboards / Heating stove

/ Electric radiant heating / Others - please specify / Do not know

23. Average age of the heating system?

Ans. 3 years old or less / 4-5 years / 6-10 years / 11-15 years / 16-20 years / 21-25

years / 26 or more years / Not Sure

24. Which months the heating system is operated for?

25. In addition to furnace or the main heating system, did your household use any other

supplementary heating equipment?

26. What type of supplementary heating equipment did you use most often?

Ans. Electric baseboards / Portable electric heater / Wood stove / Furnace / Other -

specify
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27. How many programmable thermostats do you have in your dwelling?

28. Set-point temperature in winter - morning (e.g. 6a.m. to 10a.m.).

29. Set-point temperature in winter - during the day or not at home (e.g. 10a.m. to

5p.m.).

30. Set-point temperature in winter - after work / school or at home (e.g. 5p.m. to

11p.m.).

31. Set-point temperature in winter - bedtime (e.g. 11p.m. to 6a.m.).

32. Setback when not at home?

33. Setback during sleeping hours?

34. How often do you use your thermostat to regulate temperature in your dwelling in

winter?

Ans. Several times a day / Daily / Weekly / Monthly / Less frequently / Never

35. When was the last time your heating system is checked and maintained by a certified

technician?

36. How often do you check or maintain your heating system by a certified technician?

37. Time spent in each part of the house?

a) Kitchen

b) Living Room

c) Bedroom

d) Dining Room

e) Basement (if any)

Window Opening Behavior

178



38. On an average weekday, would you open your window blinds or shades and let the sun

shine in for illumination when you are at home?

39. If your answer to the previous question is “Yes”, how much time on average do you

rely on the natural sunlight for illumination? If you answer “No”, you can skip to the

next question.

40. What is the most predominant usage of your windows? Rank from 1 to 3, with 1 being

the most predominant.

Ans. Ventilation / Visual connection to the outside / Natural day-lighting
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