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ABSTRACT
Abdulla Al-Nagbi

HIGH ACCURACY POSITIONING WITH LOW-COST SINGLE-FREQUENCY

GPS SYSTEM IN MULTIPATH ENVIRONMENTS

MASc., Civil Engineering, Ryerson University

2008

Positioning using low-cost, single-frequency GPS receivers provides an economical
solution, but these receivers are subject to biases leading to degradation of the accuracy
required. Factors contributing to degradation in the accuracy of low-cost systems are
ionospheric delay, multipath, and measurement noise. Unless carefully addressed, these
errors distort the ambiguity resolution process, and result in less accurate positioning
solutions. However, with the modern hardware improvements, measurement noise is now
almost negligible. Ionospheric delay has been dramatically reduced with the availability
of global or local ionospheric maps produced by various organizations (¢.g., International
GNSS Service (IGS), and National Oceanic and Atmdspheric Administration (NOAA)).
The major remaining constraint and challenging pfoblem is multipath. This is because
multipath is environmentally dependant, difficult to model mathematically, and cannot be
reduced through differential positioning. This research proposes a new approach to

identify multipath-contaminated L1 measurements. The approach is based on wavelet
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analysis using Daubechies family wavelets. First, the difference between the code and
carrier phase measurements was estimated, leaving essentially twice the ionospheric
delay, multipath and system noise. The ionospheric delay is largely removed by using
high resolution ionospheric delay maps produced by NOAA. The remaining residuals
contain mainly low-frequency multipath, if existed, and high-frequency system noise,
which were decomposed using db8-wavelets. A satellite signal was identified as
contaminated by multipath based on the standard deviation of the low frequency part of
the residual component described above.

The L1 measurements obtained from the satellites with the lowest multipath were used to
compute the final positions using Trimble Total Control (TTC) and Bernese scientific
processing software packages. The AC12 single-frequency GPS receiver was extensively
tested in static and kinematic modes. Accuracies within 5 cm were demonstrated for

baselines up to 65 km under various multipath environments.
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1 INTRODUCTION

Chapter 1 of this thesis explains the motivation (Section 1.1) for this research into low-
cost, high accuracy positioning using single-frequency receiver. Section 1.2 explains the
approach adopted with reference to previous research. Section 1.3 briefly outlines the
research methodology. Section 1.4 introduces the content of Chapters 2 to 7, and Section

1.5 highlights the areas in which this thesis makes a contribution to research.

1.1 Motivation

Many survey and industrial companies are increasingly calling for low-cost positioning
systems for their daily applications. Global Positioning Systems (GPS) technology today
| plays a very major role in dominating major sectors engaged in engineering works,
mapping, and geodetic applications. GPS is basically used to find the 3-D position of
various features on the Earth, at sea, and in the air. The positioning is accomplished by a
complicated signal transmitted from each GPS satellite antenna and receiving the signal

by the antennas of various GPS receivers.

GPS satellites traditionally transmit two carrier waves, L1 and L2. These two carrier
waves are modulated by two Pseudo-Random Noise (PRN) codes, (the P(Y)-code and the
C/A-code), and by the navigation message. Modernization plans include adding two new
civil codes to the L2-carrier. The two new codes are known as the L2 civil-long (L2 CL)
code, and the L2 civil-moderate (L2 CM) code. The modernization plans also include

adding two new military codes on both frequencies (El-Rabbany, 2006b).



GPS receivers are generally classified either as single-frequency (L1) GPS receivers or as
dual-frequency (L1 and L2) GPS receivers. The classification depends on the tracking
capabilities of the GPS receiver. Dual-frequency receivers are the most accurate receivers
due to their inherited capabilities for eliminating a major error component (the
ionospheric effect) by forming a linear combination using both frequencies (L1 and L2)
to form the ionosphere free linear combination (L3) observable. Dual-frequency receivers
can deliver millimetre accuracy if proper procedures are followed, but these receivers are
very expensive and therefore not very attractive to many professionals. The low cost of
single-frequency receivers is attractive, but these receivers are not suitable for

applications demanding high accuracies.

With the rapid improvements in the satellites constellation and the availability of precise
products, such as precise ephemeris and ionospheric correction maps produced by the
International GNSS Service (IGS) or the National Oceanic and Atmospheric
Administration (NOAA), it should now be feasible to derive accurate solutions using
low-cost single-frequency GPS receivers. Multipath disturbance however, appreciably
reduces GPS accuracies, and will remain a major challenge. Multipath disturbance affects
solutions derived by precise point pésitioning, relLative positioning, and kinematic
positioning. It is difficult to model multipath disfurbance mathematically due to its

localized nature and due to its being environmentally dependant.



various studies have been initiated to check the possibilities of improving the accuracy of
the information derived from single-frequency GPS receivers. This research investigates
the possibility of using single-frequency GPS sensors in both kinematic and static modes
over different baselines (up to 65 km) for various applications. To improve the accuracy
of the single-frequency systems in multipath environments, this research proposes the use
of a mitigation technique based on wavelet analysis using Daubechies family wavelets. In
this research, wavelet analysis using db8-wavelets is used to decompose the code minus
carrier residuals into a low-frequency bias and high-frequency noise terms. The analysis
identifies the amount of multipath disturbance in each observed satellite’s signal. The
best satellites (in terms of multipath standard deviation values) are used to compute the

final positions.

1.2 Previous Studies

The possibility of using single-frequency (L1) receivers for precise applications has
received significant attention in recent years. Masella (1997) tested the capability of
implementing a low-cost single-frequency receiver for real-time kinematic (RTK)
applications. The results showed that the proposed system could achieve 10 cm accuracy
for short baselines with relatively short initialization time. For kinematic applications,
simulation tests suggested the possibility of obtaining 20 cm accuracy. Rizos et al.
(1998) investigated the potential use of the Canadian Marconi Allstar OEM GPS single-
frequency receiver board for surveying applications. Millimetre accuracies were reported
in static mode for baselines shorter than 6.5 km with short observation periods (10 to 20

minutes). In the kinematic tests, centimetre accuracies were obtained for baselines shorter



than 5.2 km when a static initialization procedure was implemented. On-the-fly (OTF)
procedure was only capable of delivering accuracies in the range of 1 to 2 decimetres.
Séderholm (2005) used an iTrax03 OEM GPS receiver and also reported the possibility
of obtaining centimetre-level accuracy for short baselines. Saeki and Hori (2006)
demonstrated the reliability of low-cost-GPS systems with patch antenna for wireless
network sensing systems, and also for displacement monitoring of civil structures. The
potential for using L1 GPS receivers for surveying applications over longer baselines was
investigated by Alkan et al., (2007) using a OEM GPS sensor board. They reported
accuracies of less than a decimetre with their system for baselines up to 51 km in static

mode.

The value of wavelet analysis has recently been demonstrated in various geodetic
applications, including GPS data processing and geoid computations. Fu et al. (1997)
applied the Daubechies orthonormal wavelet family to GPS data processing. Their tests
concentrated on data smoothing, outlier detection, bias separation, and data compression
using data collected by dual-frequency GPS receivers. The results demonstrated the
capability of their proposed wavelet algorithm for decomposing GPS signals (Double
Difference) into low-frequency bias terms (multipath) and high frequency observation

noise.

“Aram et al. (2007) tackled the identification of the multipath effect on data collected by a
single-frequency GPS receiver. Code and carrier-phase measurements were collected in

15-minutes sessions using a single-frequency (L1), stationary, navigation-grade receiver



in a high-multipath environment. Wavelet analysis based on db-7 at 5 decomposition
levels was used to identify satellites signals contaminated with multipath, and to isolate

the contaminated signals from the computed positions.

Souza et al. (2004) proposed a wavelet shrinkage approach for mitigating high frequency
multipath disturbance from carrier phase double differences (DD) observations. They
used the Symlet wavelet to decompose the pseudorange and carrier phase DD signals,
and to separate the signal into high frequency multipath (caused by long delays), and
short frequency multipath (caused by short delays). The data were collected using a dual-
frequency GPS receiver over a relatively very short baseline of about 800 m. As a result
of the short baseline, the noise level was assumed to be negligible and other errors due to
ionosphere, troposphere, and orbits were essentially eliminated. Finally, Souza et al.
reconstructed the DD signals without the high frequency effects. Souza et al.,’s proposed
technique demonstrated improvements of about 30% in pseudorange average residuals

and 24% in carrier phases average residuals.

In research conducted by Satirapod and Rizos (2005), Symlet wavelets were implemented
to remove carrier phase multipath from GPS observations collected by three dual-
frequency GPS receivers. To check the noise levels on the proposed receivers, two dual-
frequency GPS receivers connected to the same antenna were used to collect data at a site
considered to be multipath-free, and a third GPS receiver collected data simultaneously at
a severely multipath site located about 8 m from the base station. The data were collected

with a sampling rate of 15-seconds for four consecutive days. The approach used the



repeatability characteristic of multipath to check for multipath disturbance. The DD
carrier phase observations were then decomposed into low frequency bias and high
frequency noise terms for different satellite pairs. Finally, the multipath error was
removed from the DD carrier phase observations. The test demonstrated an improvement
in the computed positions, and confirmed that wavelet analysis can potentially be used to
remove carrier phase multipath from GPS observations collected at permanent GPS

stations.

1.3 Methodology

In this research, single- and dual-frequency GPS receivers were used simultaneously to
collect static data from the same antenna via an antenna splitter. Data were collected at
several locations under various multipath environments with different baseline lengths
using a sampling rate of 1 Hz. To test the applicability of the proposed low-cost system in
the kinematic mode, kinematic data were also collected. The same receivers were used

for the static and kinematic data.

To improve positioning accuracy, a wavelet-based technique was used to identify GPS
satellites severely affected by multipath. These satellites were isolated from the final
processing to correct for the final detived positioﬁs. This was accomplished by
computing the code minus,carrier residuals for measufements pertaining to all satellites in
view. This computation essentially eliminated errors due to troposphere, satellite and
receiver clocks, and ei)hemeris error. The remaining terms include multipath effects in

both the carrier and the code measurements, twice the ionospheric effect (the ionospheric



effect is the same in both observables (code and carrier phase) with opposite signs) and
‘the ambiguity term, plus hardware delay, and receiver noise. The carrier phase multipath
" and noise are negligible and removed from the residuals. The effect of integer cycle
~ambiguity can be removed by subtracting the mean of the residuals, providing that no
cycle slips exist in the observations. The ionospheric error was removed by using the
high resolution United States Total Electron Content (USTEC) maps produced by
NOAA. The final residuals, which contain mainly code multipath and observation noise,
were fed into db-8 wavelet using six decomposition levels (level 6) to approximate the
multipath effect exists in each satellite’s signal. The best satellites were then selected
(using the lowest multipath standard deviation values) and implemented in the final data

processing.

Two different GPS processing software packages (Bernese and Trimble Total Control)
were used to process the observations and compute the final geodetic positions in terms
of latitudes, longitudes, and ellipsoidal-heights for the data collected by the single and the
dual-frequency sensors using two different base stations. One of the base stations is
called Toronto (located in Etobicoke, Ontario), and was used for short-baselines
estimation. The second base station is called PWEL (located in Port Weller, Saint
Catharine’s, Ontario), and was used for long-baselines estimation. The coordinates
derived by the dual-frequency receiver (which was simultaneously logging data with the
single-frequency receiver via an antenna splitter) were‘ used as truth data. These

coordinates are called “known coordinates” in this thesis. The Precise Point Positioning



(PPP) was computed using the online service provided by Natural Resources Canada

(NRCan).

1.4 Thesis Outline
The research undertaken in this thesis is presented in Chapters 2 to 7:

» Chapter 2 provides the GPS background information necessary to support the
research. The chapter addresses GPS signals, observables, and the errors that
contribute to GPS measurements.

» Chapter 3 discusses the effect of multipath on GPS measurements in detail,
including the causes and characteristics of multipath, a mathematical model of
multipath, and the mitigation techniques available.

» Chapter 4 presents the methodology adopted to fulfill the objectives of the
research. Field data collection, the equipment used, and the residual computations
procedure are described in detail.

» Chapter 5 is devoted to the wavelet analysis and its implementation in signal
processing. Wavelet analysis is introduced and explored in some detail, and an
algorithm based on the Daubechies wavelets is proposed to approximate the
multipath exists on the computed code minus carrier residuals. The results
obtained from the wavelet analysis are analyzed, and the satellites contaminated
with multipath are identified (using the multibath standard deviation values).

» In Chapter 6, the final positioning solution for each observed session is computed

based on the results obtained from the wavelet analysis. The results are compared



in terms of the processing/software packages used to compute the final positions,
and in terms of the effect of various baseline lengths on the final solutions.
» Chapter 7 presents the conclusions Qf this research, and makes recommendations
for future research.
1.5 Research Contribution
The contributions made by the research undertaken in this thesis can be summarized as
follows. The research:
e Explores a new ionospheric correction strategy based on high resolution ionospheric
maps produced by NOAA.
* Develops a novel approach for multipath mitigation based on wavelet analysis.
* Provides a cost effective solution for users demanding high accuracies with stringent
cost requirements.
e Demonstrates that the accuracies delivered by a single-frequency GPS receiver under
multipath environments are comparable to those delivered by dual frequency geodetic

receivers.



2 GPS OVERVIEW

Global Positioning System (GPS) is a satellite-based navigation system developed by the
United States Department of Defense (DoD) in the early 1970s. The system provides the
user with a great deal of valuable information including position, velocity, and time in a
common reference system, anywhere on or near the surface of the Earth under all weather

conditions.

The GPS nominal constellation consists of 24 satellites arranged on six orbital planes
with 55° inclination to the equator. The satellites are located 20,200 km above the surface
of the Earth with orbital periods of approximately 11 hours 58 minutes (half a sidereal
day). The full constellation provides global coverage with four to eight simultaneously
observable satellites above 15° elevation everywhere on the Earth at all times (Hofmann-
Wellenhof et al., 2008). The recent addition of five more satellites in Block IIR, and
Block ITR-M brings the nominal 24-satellites constellation to a total of 29 GPS satellites

(El-Rabbany, 2006b).

The accuracy of GPS measurements is influenced and degraded by both systematic and
non-systematic errors. This chapter outlines the understanding of GPS systems required
to conduct this research. The discussion is divided inté three main sections: satellite
signals (Section 2.1), observables (Section 2.2), and measurement errors and biases

(Section 2.3).
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2.1 GPS Satellite Signals

Each GPS satellite transmits a microwave radio signal centred on two L-band carrier
frequencies of the electromagnetic spectrum. The carrier frequencies are identified as the
L1 signal with a frequency of 1575.42 MHz, and the L2 signal at a frequency of 1227.60
MHz. The satellite signal consists of the two L-band carrier frequencies, the ranging
codes modulated on these carrier waves, and the navigation message.

All signals transmitted by the GPS satellites are derived from the fundamental frequency
£ =10.23 MHz, generated by the atomic clocks aboard the satellites. Atomic clocks are
based on atomic frequency standards (AFS) which produce the reference frequency by
stimulated radiation. Atomic clocks are the key to the accuracy of satellite navigation
(Hofmann-Wellenhof et al., 2008). The L1 and L2 carrier frequencies are generated by
multiplying the fundamental frequency by 154 and 120, respectively. Their
corresponding wavelengths are approximately 19 cm and 24 cm, respectively. Signals at
these microwave frequencies are highly directional, and hence easily blocked and
reflected by solid objects and water surface (Rizos, 1996). The carrier waves provide the
means by which the ranging codes and navigation message are transmitted from the

satellites to the user.

A clear distinction should be made between traditional satellites and modernized
satellites when describing GPS satellite signals. Traditional satellites include Blocks II,
ITA, and IIR GPS satellites, while modernized satellites include Block IIR-M and

subsequent blocks of GPS satellites (El-Rabbany, 2006b).
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2.1.1 Traditional GPS Satellites

Traditional GPS satellites transmit two ranging codes known as Coarse/Acquisition, (or
C/A-code) and Precise (or P-code). These codes are pseudorandom noise (PRN) codes.
The C/A-code is modulated onto the L1 carrier only, while the P-code is modulated onto
both the L1 and the L2 carriers (Hofmann-Wellenhof et al., 2008). The PRN codes
consist of a unique sequence of binary values (zeros and ones) that are generated
according to a special mathematical algorithm using devices known as Tapped Feedback

Shift Registers.

The C/A- and P-codes are used to measure the one-way range from the satellite to the
GPS receiver. These codes along with the navigation message are modulated onto the
carrier frequencies using the Bi-Phase Shift Key Modulation (BPSK) technique as shown

in Figure 2.1 (Dach et al., 2007):
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Figure 2.1 Biphase Modulation of the GPS Signal (from Dach et al., 2007)
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(a) The C/A-Code
The C/A code is a sequence of 1,023 binary chips (zeros and ones) with a basic frequency
of 1.023 MHz that repeats itself every millisecond, and a corresponding wavelength of

about 300 m. The total sequence length is therefore about 300 km.

A unique C/A code is assigned to each GPS satellite. This enables the GPS receiver to
identify which satellite is transmitting a particular code (Teunissen etal., 1998). The C/A

code is accessible by all civilian users.

(b) The P-Code

The P-code is a very long sequence of binary digits, approximately 266 days or 38.058
weeks long (Hofmann-Wellenhof et al., 2008). The P-code is transmitted at a
fundamental frequency 10.23 MHz and a corresponding wavelength of about 30 m,

which is 10 times the resolution of the C/A-code.

The P-code is divided into 38 unique code segments. Each satellite transmits a one-week
segment of the P-code which is initialized every Saturday/Sunday midnight crossing (El-
Rabbany, 2006b). P-code segments are used to identify individual GPS satellites by
assigning each satellite a PRN number which is equivalent to one week segment of the P-
code. Since the P-code was primarily designed for military applications, it was encrypted
through the modulation of an unknown W-code. The sum is referred to‘as the Y-code,

and is then modulated in the normal way onto the L1 and L2 carrier waves.
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(c) The Navigation Message

The navigation message is a low-rate binary digits transmitted at a rate of 50 bps (bits per
second). A complete navigation message is composed of 25 frames of 1,500 bits each,
and takes 30 seconds to be transmitted. Each frame is divided into five sub-frames of 300
bits each. The total length of a complete navigation message is therefore 37,500 bits, and

takes 12.5 minutes to be transmitted.

The navigation message is transmitted on both L-band carrier frequencies (L1 and L.2),
and contains very valuable information for the user. Sub-frame 1 provides the GPS
transmission week number, the satellite clock correction parameters, and the satellite
vehicle accuracy and health. Sub-frames 2 and 3 include the osculating Keplerian orbital
clements that allow the users’ equipment to precisely determine the satellite’s location.
This part of the navigation message is known as the broadcast ephemerides. The
broadcast ephemeris take a maximum of 3 minutes (180 seconds) to be completed, and is

updated every hour (Rizos, 1996).

Sub-frames 4 and 5 contain almanac and health data for all satellites, ionospheric
correction parameters for single—frequenqy users, and transformatiop, parameters to
convert from GPS system time to UTC: Almanac data provides lower accuracy orbital
information about satellites. The data are used for planning purposes and for helping the
receiver to rapidly lock to satellite signals. The Almanac file is updated weekly. Each
sub-frame begins with £wo words: the telemetry word (TLM), and the hand over word

(HOW). The HOW is used by the receiver to identify which satellite (or which part of the
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P or Y-code) is being transmitted, and allows the receiver to lock rapidly to it. The

resulting signals can be represented by the following (Hofmann-Wellenhof et al., 2008):

L@t)=aP@)D()cos(@t)+a,C ()D(t)sin(wy) 2.1
L2(t) = a,P(t) D(t) cos(at) 2.2)
where

a,, a,, a, denote the amplitudes of the signals, 4
@ and @, represent the circular frequency of each carrier (@ =27f )

P(t),C(t), and D(t) represent the P-code, C/A- code, and the navigation message
respectively.
Table 2.1 summarizes the satellite signal components for traditional satellites:

Table 2.1 Satellite Signal Components for Traditional Satellites

FREQUENCY WAVELENGTH
COMPONENT

(MHz)

Fundamental frequency f.=10.23
Carrier L1 f,=154f.=1575.42 19.0 cm
Carrier L2 f,=120f.=1227.60 24.0 cm
C/A code f./10=1.023 300 m
P-code f.=10.23 30 m

Navigation message £./204600=50%10"°
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2.1.2 Modernized GPS Satellites

Modernized GPS satellites differ from traditional GPS satellites. Modernized satellites
transmit a third carrier frequency called L5 at a chipping rate of 1,176.45 MHz, and they
have several new ranging codes on the L1 and 1.2 carrier links (Hofmann-Wellenhof et

al., 2008).

The new L5 signal has been especially designed for civil aviation safety-of-life
applications. The L5 signal will be modulated with two PRN ranging codes: the I5-code

and the Q5-code.

The new ranging codes on the L1 and L2 carrier links are (El-Rabbany, 2006b):
= Two new civil codes on the L2 frequency — the L2 civil-moderate (L2 CM) code,
and the 1.2 civil-long (L2 CL) code

= Two new military codes (M-codes) on both the L1 and the L2 frequencies.

2.2 Observables

Two types of observables are obtained by GPS signals: code pseudoranges, and phase
measurements. Both observables (code psgudoranges, and phase measurements) are used
in GPS navigation to compute position, \;elocity and time (PVT) information, and both

have a role in the specializéd data processing that characterizes GPS surveying.

These observables are based on measured time or phase differences between the emitted

satellite signals and the receiver-generated signals. Since these observations are based on
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two different unsynchronized clocks (the satellite clock, and the receiver clock), they are

known as pseudoranges.

2.2.1 Code Pseudoranges

The pseudorange is the "distance” between the GPS satellite at signal transmit time and
the receiver at signal reception time. Ranges, measured either by the C/A-code or by the
P-code, are essential for position computation. A code tracking Loopw is used to track the
C/A-code and/or P-code within a GPS receiver. The transmitted satellite signal (L1
carrier modulated by the C/A code) is aligned with a receiver generated replica of the
C/A-code by the code tracking loop, and the signal transit time is computed (difference
between time of transmission and time of reception). Multiplying this time difference by
the speed of light (299,729,458 m/s) yields the pseudorange measurements. This
measured pseudorange is, however, shifted by an error that is due to the different
reference time systems (time scales) used by the satellite and receiver clocks with respect

to the GPS time system.

In addition to the clock errors introduced to the measured range by the receiver and by
the satellite, various other errors contribute to the accuracy budget of the measured

pseudorange. These errors are summarized in the equation below (El-Rabbany, 2006a):

tropi ioni mpi

P/(t)=p/(t.t-D)+cdtt)-dt’ (t-7) |+d,, ] +d,} +c[d O +d' ¢ -7) |+d, [ +&,}

2.3)
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with

pl =X =X+ (¥ -Y)} +(Z' -Z)’

where

P

o

(X.,Y,Z)

dt, (1)

dt’ (t—7)
trop
d,(1)

d (t-1)

mp

24)

is the measured pseudorange (m)

is the geometric distance between the antennas of satellite j and

receiver I (m)
are the ECEF receiver and satellite coordinates

is the speed of light in a vacuum (299,729,458 m/s)

is the receiver clock error with respect to GPS time (sec)

is the GPS time (sec)

is the signal travel time (sec)

is the satellite clock error with respect to GPS time (sec)
is the tropospheric delay error (m)

is the ionospheric delay error (m)

is the signal delay at the receiver (hardwarg delay) (m)

is the signal delay at the satellite (hardware delay) (m)

is the code range multipath error (m)

is the receiver code noise (m)

18



The anticipated precision derived by the C/A-code is about 3 m. This is 10 times less than
the P-code’s anticipated accuracy of about 0.3 m. Recent developments, however,
demonstrate that a precision of about 0.1% of the chip length is possible (Hofmann-
Wellenhof et al., 2008). As mentioned earlier, the P-code is only accessible by military
receivers or by techniques (such as Z-tracking and cross-correlation techniques) invented
by GPS vendors to overcome the encryption problems. The main advantages of ranging
with the P-code rather than the C/A code are: &

e More accurate position fix. The P-code has a higher measurement precision due to
the higher shipping rate (10.23 MHz).

o Significantly reduced ionospheric error. The ionospheric error is significantly
reduced by the P-code’s forming of a linear combination between the L1 and 1.2
carriers emitted by the traditional satellites.

e Better suited to high dynamic environments (Rizos, 1996)

e Better able to resist signal jamming (Rizos, 1996)

e Reduced effect of multipath. The multipath effect is reduced on P-code

measurements because multipath is inversely proportional to the signal frequency.

2.2.2 Carrier Phase Measurements

The second type of observable is the carrier phase measurement. The carrier phase of the
signal is the basis for GPS surveying, and for high-precision kinematic and static
positioning. Carrier phase measurements are more accurate than pseudorange

measurements. This is due to the high resolution of carrier observations (19 cm and 24
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cm for L1 and L2, respectively). So, implementing measurement precision of 1 % of the

chip length leads to millimetre level noise (1-3 mm).

This technique is based on counting the number of full carrier cycles existing between the
receiver and the satellite, adding the fractional cycles at the receiver and the satellite, and
then multiplying by the wave length of each individual carrier. In reality, when the
receiver is first switched on, it is able to measure only a fraction of the cycle, so the initial
number of complete cycles remains unknown or ambiguous. The receiver will, however,
keep counting the accumulated phase differences between arriving satellite phases and
internally generated receiver phases, which reflect the changes in distance to the satellite.
This observation will be continuous with the same initial cycle ambiguity as long as no
loss of lock or cycle slips occur. If, however, a cycle slip occurs, a new integer ambiguity

constant is introduced for the new observations.

Various techniques are used to recover the carrier wave from the incoming modulated
signal. The techniques include the signal reconstruction method which is based on a code
demodulation technique that removes the ranging code and navigation message using the
correlation between the received signal andithe signal replica generated by the receiver.
Other techniques include squaring and téross—correl{atiion techniques (see Hofmann-

Wellenhof et al., 2008 for further details).

Equation 2.5 defines the carrier phase obsetvation in meters. The measurement is similar

to the code pseudorange measurement except for the added ambiguity number, carrier
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phase multipath, noise, and equipment delays, and for the ionospheric error being
negative in Equation 2.5. The negative ionospheric error means that the ionosphere
advances the carrier measurement and delays the code measurement (El-Rabbany,

2006a):

@/ (1)=p/(t.t=7)+c| dt,(t)—dt’ (t-7) |+ AN +d,,,! -d, j+c[é'i(t)+5j(t—'c):|+§ Jtg,!

tropi ioni mpi

(2.5)

where the expressions different from the pseudorange are:

o is the measured carrier phase (m)

A is the carrier wavelength (m)

N is the integer cycle ambiguity (cycles)

o, (t) is the carrier phase delay at the receiver

o' (t-1) is the carrier phase delay at the satellite
5mpij is the carrier phase multipath error (m), and
£ is the receiver carrier phase noise (m).

2.3 GPS Measurement Errors and Biases

Although GPS is clearly the most accurate global navigation system yet developed, it
exhibits significant errors and biases. The accuracy derived by GPS is governed by
various contributing factors. Factors causing these errors could be attributed to the
satellites including satellite clock errors and orbital errors, to the propagation of the signal
due to the atmospheric effects (ionosphere and troposphere) and multipath, to the

receiver/antenna configuration, such as receiver clock bias, interchannel bias, and
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antenna phase center, to the station (coordinates, polar motion, earth body tides, ocean
tide loading), and to the geometric locations of the GPS satellites as seen by the receiver
(geometric effects). In the following sections, the major errors contributing to the GPS

accuracy budget are explored in some more details.

2.3.1 Satellite Clock Errors

Satellites carry highly accurate atomic clocks that are carefully monitored by the master
control station (MCS), but the clocks are not perfect. Satellite clock errors lead to errors

in range observations.

Satellite clock errors include the bias that arises from relativistic effects which cause
satellite clocks to run faster in space than if they were on Earth. This is due to the high
speed of the satellite vehicle and decreased gravity. The error is carefully monitored by
the MCS, and the offset between the satellite clocks and GPS time is kept to the

minimum.

Satellite clock errors can be modeled and corrected using the coefficients transmitted in

&

the navigation message: satellite clock bias (a.), satellite clock drift (a,), and drift rate

(a,). The equation for the satellite clock errors is:
A =a+a (i) +a (1) (2.6)

where tand f denote the time of the observation epoch and the satellite clock reference

epoch respectively. As the satellite clock error is common to all receivers observing the
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same satellite, the errors can be removed using between-receivers single-difference (EI-

Rabbany, 2006a).

2.3.2 Receiver Clock Errors

GPS receivers use inexpensive crystal clocks (El-Rabbany, 2006b). These clocks are
sensitive to temperature changes, shocks and vibrations, and are not as stable as atomic
satellite clocks. Receiver clocks are not synchronized with satellite ;locks or with GPS
time. Receiver clock error is larger than satellite clock error. The error can be removed by

differencing between satellites. It can also be removed in the estimation process if it is

treated as an additional unknown parameter.

2.3.3 Satellite Ephemeris Errors

Ephemeris errors are caused by the imperfect modeling of the forces that act on GPS
satellites. Satellite ephemerides are determined by the MCS, and broadcast to users via
the navigation message. Broadcast ephemerides errors are reported to be in the order of
1.6 m (El-Rabbany, 2006b). The error can be eliminated by differencing observations for
short baselines, but when the baseline increases, differencing observations will not
completely remove the error because each satellite is viewed at different angles by the

various ground receivers.

For precise GPS applications, precise ephemeris data should be implemented in the data

processing rather than in the broadcast ephemeris. Precise ephemerides are produced by
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organizations such as the International GNSS Service (IGS), Jet Propulsion Laboratory
(JPL), and NRCan. Precise ephemerides are made available online at no cost, and deliver
accuracies that range from less than 5 cm when final precise orbits are used to about 10

cm when ultra-rapid orbits are used (El-Rabbany, 2006b).

2.3.4 Ionospheric Refraction

The ionosphere is part of the Earth’s atmosphere, extending in various layers from about
50 km up to about 1,000 km or more above the Earth (Hofmann-Wellenhof et al., 2008).
Tonospheric disturbance 1s considered the largest error source in the GPS error budget,
and a major cause of accuracy deterioration in GPS measurement, especially for single-

frequency users.

The ionosphere affects the speed, frequency, direction, and polarization of GPS signals,
and introduces phase and amplitude scintillation (Klobuchar, 1996). The ionosphere
causes GPS signal delays proportional to the total electron content (TEC) along the path
from the GPS satellite to the receiver. It also causes a delay in code pseudorange
measurement and advances the phase measurement by the same amount.

The magnitude of the ionospheric effect is inversely pfoportional to the signal frequency.
This means that GPS measurements made on L2 are more susceptible to the ionospheric
effect than are GPS measurements made on L1. The error introduced on the measured

range can vary from a few meters to many tens of meters at the zenith (Klobuchar, 1996).
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The ionospheric error is highly unpredictable in extreme conditions. The error is a

function of various factors, such as:

1.

Time of day. The greatest ionospheric delay is observed at midday (an increase of
about 5 times), and the smallest delay is observed between midnight and early
morning.

Latitude of observer. Observers in equatorial and polar regions are subjected to
more ionospheric disturbance than are observers in mid-latitude regions.

Time of year. Lower electron density levels are observed in the summer than in the
winter (El-Rabbany, 2006b).

Period within 11 year sunspot cycle. The sun passes through sunspot cycles of

‘about 11 years. The solar maximum occurs on average of 4.3 years during the cycle,

and the time span between the solar maximum and the solar minimum is
approximately 6.6 years (Corcoran, 1998). The solar maximum is caused by an
increase in sunspot activity accompanied by solar flares. A solar flare is an abrupt
emission of high energy electrons from the sun into the solar atmosphere. The flare
changes the electron density of the ionosphere, and results in degraded GPS
positioning accuracy. We are currently (2008) at the beginning of solar cycle number
24, and the next solar maximum is expected in late 2011 or mid-2012.

Elevation angle to the satellite. Satellites observed at low elevations (near the
horizon) are subjected to more ionospheric error than are satellites observed ovefhead

at the zenith.
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6. Frequency of the transmitted signal. The ionospheric effect is inversely
proportional to the frequency of the transmitted signal. This means that L1

observations are less affected by ionospheric disturbance than are L2 observations.

The ionospheric effect must be corrected to derive an accurate result from GPS
measurements. The following five techniques are considered effective in reducing and/or

accounting for ionospheric error:

1. Relatively short baselines (less than 10 km) observations. Because ionospheric error
is highly correlated at both ends and is significantly minimized, relatively short baselines

lead to accurate relative positioning.

2. Using dual-frequency receivers. If data are being collected during periods of
minimum solar activity, using dual-frequency receivers and combining carrier or pseudo-
range measurements from the dual-frequency receivers removes most of the ionospheric
delay in the observation, and the remaining residual is almost negligible. The ionospheric
delay is removed by forming a linear combination observable (called L3) using data
collected at both frequencies (L1 and L2). The linear ¢combination of ¢arrier and code

measurements is expressed in Equations 2.7 and 2.8 rcspectively (El-Rabbany, 2006a):

1

L3 =ri7 f @, —f, @) 2.7
1 ‘
P3=——s ('R~ £B) (2.8)
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The draw-back of the linear combination (L3) is that it distorts the integer nature of the
ambiguity parameter, and introduces more noise than do L1 or L2. As the technique is
also very expensive and not suitable for users with stringent cost requirements, single-
frequency users cannot benefit from using dual-frequency receivers and must rely on
ionospheric models to count for this bias. Three ionospheric models are discussed below.

3. Klobuchar model. The Klobuchar model is a harmonics base model which uses a thin
shell model of the ionosphere (Brown et al., 2001). The model uses the ionospheric
coefficients transmitted as part of the GPS navigation message from each of the satellites.
The draw-back of the model is that it assumes a fixed height of the ionosphere (at 350
km) although the height of the ionosphere varies (as mentioned at the beginning of
Section 2.3.4). Because of this drawback, the Klobuchar model will correct only for
about 50% of ionospheric delay. The detailed mathematical model can be found in

Hofmann-Wellenhof et al. (2008).

4. Regional or local ionospheric models. Various research initiatives have modeled
ionospheric delay at the local or regional level. This approach is considered an efficient
solution for accounting for the ionospheric effect for both short and long baselines. The
approach also improves the resolution of integer ambiguities. A new ionospheric model
was recently launched by the NOAA Space Environment Center. This regional model is
known as United States Total Electron Content (USTEC) maps, and cover regions across

the contiguous United States extending from latitude 10° to 60° North, and from
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longitude 50° to 150° West (Rowell, 2005). USTEC maps have a spatial resolution of 1°

x 1°. More details about USTEC are provided in Chapter 4.

5. Global ionospheric models (IONEX). The IONosphere Exchange (IONEX) format
was developed by IGS for the exchange of global ionosphere maps. (GIM) (Schaer et al.,
1998b). GIMs are generated on a daily basis at the Center for Orbit Determination in
Europe (CODE) using data from about 200 GPS/GLONASS sites of IGS and other
institﬁtions. The maps are created by processing the double-difference carrier phase or
phase-smoothed code observations using the Bernese Processing Engine, and then
analyzing the geometry-free linear combination (LC) which primarily contains
ionospheric information (Schaer et al., 1998a). Instrumental biases (known as differential
code biases) are estimated as constant values for each day for all GPS satellites and

ground stations. GIMs are produced with 2-hours temporal resolutions.

TONEX files are produced on a daily basis as rapid global maps. The rapid global maps
are available with a delay of about 12 hours, and the final maps are available with a delay

of three days (Schaer et al., 1998a).

2.3.5 Tropospheric Refraction

The troposphere is the lower part of the atmosphere. It extends from the Earth’s surface
up to about 50 km (the base of the ionospheric layer), and is composed of dry gases and

water vapour.
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Tropospheric refraction is not frequency dependant, and has equal effects on carrier
phase and code measurements, i.e., tropospheric refraction delays carrier phase and code
measurements by the same amount. The ranges that result are longer than the actual

geometrical distance (El-Rabbany, 2006b).

The delay is a function of temperature, pressure, and humidity along the signal
propagation path. The effect is also governed by the satellite elevation angle, and by the
altitude of the observer. The delay reaches its maximum value when the satellite is near

the user’s horizon, and at its minimum value when the satellite is at the user’s zenith.

Tropospheric delays can be attributed to dry or wet componenté. Dry tropospheric delay
contributes about 90% of total tropospheric error, and wet tropospheric delay contributes
about 10%. Various standard tropospheric models, such as the Hopfield and
Saastamoinen model, can be used to account for the dry component, but the wet
component is much more difficult to model due to temporal and spatial variations in

water vapour (Hofmann-Wellenhof et al., 2008).

Tropospheric delay error could be significantly reduced by differencing observations
between sites observed with relatively short baselines. Uncertainty in modeling the
troposphere will degrade the accuracy of the heighf component, and it will have smaller

effect on latitude and longitude (Rizos, 1996).
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2.3.6 Multipath

Multipath is the phenomenon by which the signal reaches the receiver via more than one
path after being reflected or diffracted from various objects near the receiver (Braasch,
1996). Multipath is a major source of error in GPS positioning (Leick, 2004) and, as

mentioned in Section 1.1, multipath disturbance is a major challenge to GPS accuracy.

Multipath is mainly caused by reflecting surfaces near the receiver, but secondary cause
for multipath can be attributed to the reflections at the satellite, which is called satellite
multipath (Hofmann-Wellenhof et al., 2008). Receiver multipath is more sever and
defined as the signal entering the antenna from different paths. These paths can be direct
line-of-sight signal and reflected signals from objects surrounding the receiver antenna

(El-Rabbany, 2006).

As multipath is localized and environmentally dependent, modeling multipath is a
complicated task, and the effect of multipath cannot be removed by differential
positioning. The path traveled by the reflected signal is always longer than the direct

path, as shown in Figure 2.2.

30



Ay GPS
& \  Satellite

Reflecting
object

Direct
Path Reflected
' Path
Receiving
Antenna

Figure 2.2 Multipath Effect

Multipath can also be classified as long delay multipath or short delay multipath. Long
delay multipath has little effect on GPS positioning, and can be resolved by the
correlation function in the receiver. Short delay multipath, however, is caused by objects
near to the receiver, and has a greater distorting effect on GPS positioning and
navigation. This is because short delay multipath deteriorates the correlation function
between the contaminated signal and the locally generated reference in the receiver
(Kaplan, 2006). The effect of short delay multipath can, however, be estimated using a

combination of f and f,code and carrier phase measurements from a dual-frequency

receiver. (It is not possible to estimate short delay multipath when using a single-

frequency receiver.)
Various techniques and methodologies have been implemented to mitigate the effect of

multipath, including careful site selection, using special antenna types (such as choke-

ring), and using modern GPS receivers that employ mitigation algorithms at the receiver
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signal processing level. The Multipath Elimination Delay Lock Loop (MEDLL) is an
example of a mitigation algorithm. However, Antenna and receiver mitigation techniques
are less efficient for short delay multipath signals introduced by close-by reflectors,

located within 30 meters from the GPS antenna (Zhong et al., 2007).

Various new techniques and algorithms have recently been developed to mitigate
multipath effect in GPS measurements at post-reception level (i.e., after data collection).
The techniques include mapping the multipath environment surrounding the GPS
antenna, analyzing the signal-to-noise-ratio (SNR) values of GPS signals, and employing’
frequency domain analysis and comprehensive spectrum analysis techniques, including
wavelet transforms for GPS signals (Linyuan, 2004). More details about multipath are

provided in Chapter 3.

2.3.7 Receiver Noise
Receiver noise error is caused by the limitations of the individual receiver’s electronics,
and is unique to each receiver. The limitations and associated errors may be due to the

receiver oscillator and/or other hardware components.
The effect of receiver noise error can be dramatically reduced by selecting a good quality

GPS receiver. The receiver noise error of modern receivers is, however, only about a

decimetre or less, and can be ignored in most GPS applications (Kaplan et al., 2006).
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2.3.8 Satellite Geometry

Satellite geometry describes the geometric locations of GPS satellites as seen by different
users. Good satellite geometry is obtained when the tracked satellites are spread out in the

sky (El-Rabbany, 2006b).

Satellite geometry can be measured instantaneously by the Dilution of Precision (DOP)
factor (Hofmann-Wellenhof et al., 2008). Lower DOP values result irf more accurate GPS
measurements, and vice versa. The effect of satellite geometry oﬁ the three-dimensional
Vusevr’s position (latitude, longitude, and height) is known as Position Dilution of Precision
(PDOP). PDOP can be broken into two components: HDOP which represents the
geometry effect on the horizontal component of the computed position, and VDOP which
represents the effect on the vertical component. As the geometry of satellites can be
predicted (using the user’s approximate location and a recent élmanac file), the effect of
satellite geometry on the accuracy of the range solutions can be calculated using most

GPS software packages.

2.3.9 Hardware Delay

Hardware delay refers to time delays that occur during transmission of the GPS signal by
the satellite, and during reception of the signal by the receiver. Hardware delay errors are

classified as either satellite hardware delay or as receiver hardware delay.

Satellite hardware delay is defined as the delay that occurs between signal generation

inside the satellite signal generator and signal transmission by the satellite antenna (EI-
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Rabbany, 2006b). Receiver hardware delay is defined as the delay that occurs in the GPS
signal as the signal passes through the receiver-antenna, the analog hardware, and the
digital processing to the point where pseudorange and carrier phase measurements are

physically made within the digital receiver channel (Kaplan et al., 2006).

Hardware delays differ for carrier phase and pseudorange measurements because the

delays are frequency-dependant.

Hardware delay errors can be ignored for most dual-frequency users by forming the
jonospheric-free linear combination observable using measurements on both frequencies.
The errors can also be eliminated by differencing the observations between two stations
and two satellites (double differences solutions). Single-frequency users of C/A code
observations can, however, only mitigate hardware delay errors by applying differential

code bias corrections (C1-P1) produced by IGS (El-Rabbany, 2006Db).
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3 MULTIPATH EFFECTS ON GPS MEASUREMENTS

Multipath is a major source of GPS error, and affects both pseudorange and carrier phase
measurements. It is considered a challenging problem in many static and kinematic

applications.

This Chapter expands on the discussion of multipath provided in Section 2.4.6. Section
3.1 introduces the major features of multipath. Section 3.2 summarizes the causes of
multipath, and Section 3.3 considers four characteristics of multipath (magnitude,
repeatability, satellite elevation, and signal-to-noise ratio). Section 3.4 presents ‘a
mathematical model of multipath. Finally, Section 3.5 examines the main mitigation
techniques available (antenna-based mitigation, improved receiver technology, and signal

and data processing).

3.1 Introduction

Multipath is caused by signals being reflected or diffracted from objects close to the
receiver and then being received by the antenna along with direct signals. The reflected
or diffracted signals are phase shifted with respect to the originally transmitted signals,
and result in degraded positioning and navigation solutions (Linyuan, 2004). Multipath
distorts the signal modulation, and degrades the accuracy in conventional and differential

systems (Braash, 1996).
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Multipath is a localized and environmentally dependant phenomenon that cannot be
mathematically modeled at the present time, and cannot be eliminated through
differential positioning. Differential carrier phase observations often use pseudoranges
for initialization, but multipath corrupted pseudoranges can increase the time required for
ambiguity resolution, and can lead to the fixing of ambiguities to wrong values (Ray,

2000).

Various research studies have investigated remedies for the effects of multipath in GPS
measurements. Careful site selection is the best strategy, and should be adopted to
mitigate or avoid the effects of multipath, but ideal sites are not always possible
especially in cities or built-up areas where multipath is highly prevalent. Consequently,
various hardware and software based solutions have been developed for multipath
mitigation. Hardware based solutions include the use of special antenna types (such as
choke ring antennas) during data collection, and employing receivers with built-in
mitigation techniques such as narrow cross-correlator and Multipath Elimination Delay
lock Loop (MEDLL) techniques. Software based solutions address multipath mitigation
at post-reception stage, and are categorized as geometrical modeling, time domain
modeling, frequency domain analysis, and comprehensive spectrum procgssing (Linyuan,

2004).

3.2 Causes of Multipath
Multipath is caused by reflective physical, objects, such as trees, buildings and super-

structures, in the vicinity of the GPS receiver. These objects create reflected signals that
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interfere with the direct line-of-sight signals transmitted by the satellites, and cause

biased range measurements when reaching the antenna.

Reflective surfaces could be classified to either smooth or rough surfaces. Smooth
surfaces, such as the bodies of waters, can cause specular reflections which introduce
fluctuation of phase and amplitude of the received signal. In the case of specular
multipath the reflected signal is characterized by very little fluctuation in phase and

amplitude and therefore it is deterministic in nature (Ray, 2000).

On the other hand, rough surfaces, such as rocky ground, cause the reflected signal to be
scattered in all directions. This is known as diffuse multipath (Ray, 2000). Diffuse
multipath may be caused by a group of electrically small objects. The individual effect of
each object is almost negligible, but when summed together the effect could be in the
order of receiver noise (Braasch, 1996). Diffuse multipath is non-deterministic or
random, and consequently hard to model. It is treated like noise in many applications

(Ray, 2000).

Figure 3.1 shows the difference between specular and diffuse multipath.

37



Specular Diffuse
Multipath Multipath

Figure 3.1 Specular and Diffuse Multipath
Multipath errors of code pseudorange and carrier phase can be grouped into three classes
(Hofmann-Wellenhof et al., 2008):
1. Diffuse forward scattering from a widely distributed area (e.g., the signal passes
through a cluttered metallic environment)
2. Specular reflection from well-defined objects or reflective surfaces in the vicinity of
the antenna
3. Fluctuations of very low frequency usually associated with reflection from the surface

of water

Multipath effect is frequency dependant, and its magnitude is inversely proportional to
the frequency. As a result, code pseudorange measurements are more affected by
multipath disturbance than are carrier phase measurements. Multipath disturbance for

code pseudorange measurement can reach several meters.
3.3 Characteristics of Multipath

It is important to have a good understanding of the characteristics of multipath

disturbance in order to prevent the phenomenon, mitigate its effects, or correct affected
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signals. This section discusses the magnitude of multipath (Section 3.3.1), the
repeatability of multipath (Section 3.3.2), the impact of satellite elevation (Section 3.3.3),

and the impact of signal-to-noise ratio (Section 3.3.4),

3.3.1 Magnitude

Because multipath is frequency dependant, multipath has a greater effect on the
pseudorange measurement than on the carrier phase measuremen;. Theoretically, the
maximum multipath error in the pseudorange measurement can reach up to half of the
chip length of the code, i.e., the multipath error can reach about 150 m for C/A code
ranges, and about 15 m for the P (Y) code range. With the rapid development in receiver
technology, however, typical multipath errors for the C/A and P (Y) codes are now much
lower (generally less than 10 m). The maximum multipath error in carrier phase

measurements does not exceed one quarter of the wavelength, i.e., 4.8 cm for L1, and 6.1

cm for L2.

3.3.2 Repeatability

The repeatability of multipath disturbance is clearly evident when we consider the case of
a GPS base station. Multipath disturbance follows a periodic pattern that is repeated each
sidereal day (23h 56 min) for a static receiver (assuming that the antenna environment
remains the same). Because the satellite orbits the earth twice each sidereal day, the
satellite returns to the same location four minutes earlier each day (Braasch, 1996). For

consecutive days, the pattern of multipath disturbance appears very similar.
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The repeatability of multipath disturbance can be used to build maps of multipath
patterns at specific locations. These maps provide multipath corrections for each satellite

signal as a function of its azimuth and elevation (Axelrad et al., 1996).

3.3.3 Satellite Elevation

Satellites observed at low elevation angles are more susceptible to multipath disturbance
than are satellites observed higher in the sky (usually above 15°) or directly overhead (at
zenith). This is because multipath is affected by receiver-satellite geometry, and receiver-
satellite geometry is influenced mainly by reflecting objects (such as metallic fences,

buildings, trees, and superstructures) in the vicinity of the observation site.

As satellites at higher elevations are less susceptible to multipath, these satellites are
more reliable. Mask angles (either at the data collection or the post-processing stage)
should be set to observe higher satellites in order to obtain the cleanest and most reliable

measurements.

3.34 Signal-to-Noise Ratio (SNR)

SNR is a measure of the power gain of a system. It is the ratio of a given transmitted GPS

signal to the background noise of the transmission medium:

% Psi nal )
SNR(dB)=101log,, % (3.1)

noise
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Higher SNR values indicate a cleaner signal. As a result higher SNR for the received
GPS signal indicates cleaner data compared to the reflected signal. The power of the
reflected signal is attenuated and results in a delay to the signal reception time at the

receiver. This is due to the longer path traveled by the reflected signal.

The SNR value could be used in the receiver design to reject signals that have a lower
SNR than specified threshold.. Further details about this approach can be found in

Axelrad et al. (1996) and in Christopher et al. (1998).

3.4 Mathematical Model
The direct line-of-sight signal broadcast by the satellite can, for simplicity, be represented

by Equation 3.2 (Hofmann-Wellenhof et al., 2008):
S, =Acos@ (3.2)

and the signal reflected by multipath can be represented by Equation 3.3:

S, = BAcos(p+Ap) (3.3)
where
A is the amplitude or power of the direct line-of-sight signal

Q is the phase of the direct signal
B is the amplitude attenuation (or dumping factor) which is always in the range of

0< <1, and is represented as the ratio of the reflected signal amplitude and the

amplitude of the direct signal (8 = AX)
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Ag  represents the total multipath phase shift which is a function of the geometric
configuration and mathematically expressed as:
Ap=fAT+6 (34)
where

f is the frequency, A7is the multipath time delay, and @ is the fractional

phase shift

From the above equations, we can see that the error introduced by multipath is
characterized by four parameters: 1) amplitude; 2) time delay; 3) phase; 4) phase rate of
change (Braasch, 1996). The composite signal reaching the antenna is the sum of the

direct and reflected signal (Hofmann-Wellenhof et al., 2008):

S=8,+S,
= Acos @+ fSAcos(p+Ap) (3.3)
where

cos(@+Ap) =cos pcos Ap—sin gsin Ap
Accordingly, Equation 3.5 can be rewritten as

S = Acos g+ BAcos pcos Ap— BAsin psin Ag (3.6)

Applying some rearrangement to Equation 3.6 yields
S =(1+ fcos Ap) Acos p—(fsin Ap)Asin @ (3.7)

The resultant signal may be represented as
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S = fAcos(p+Ag, ) (3.8)
where subscript M indicates the multipath. Applying the cosine-role gives

S =(B, cosAp, ) Acosp—(f3, sin A, ) Asin g (3.9)
Comparing the coefficients for Acosg and Asing in Equation 3.7 and Equation 3.9
leads to the following relation:

B, cosAp,, =1+ BcosAg (3.10)
By sinAg,, = BsinAg (3.11)

where 3, and Ag,, represent the desired multipath parameters explained at the beginning

of this section.

Solving for the values of S, and Ag,, gives

B, =1+ +2cos Ap (3.12)
inA

A@, =tan™’ M 3.13

O =10 (1+,BcosA¢ G-13)

From the last two expressions, we can conclude that the zero multipath (direct signal)

will occur at (A =0)and (A(/)M =0°) , and that the largest effect of multipath can be

expected at (f =1)and (A(DM :90°)which equals a quarter of a cycle. Hence the

maximum multipath effect in L1 is equal to 4.8 cm, and in L2 is equal to 6.1 cm.
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3.5 Mitigation Techniques

As stated earlier, the best remedy for multipath disturbance is to prevent it by selecting
sites that are free of multipath, but this solution is not always feasible. In structural
monitoring applicat‘ions, it is especially difficult to find suitable antenna sites that are not

susceptible to multipath (Satirapod and Rizos, 2005).

Ray (2000) classified mitigation techniques into three groups:
1. Antenna-based mitigation
2. Improved receiver technology

3. Signal and data processing

3.5.1 Antenna-Based Mitigation

Antenna-based mitigation implies the use of special antenna types, the design of which
gives special consideration to multipath disturbance. This section discusses four

approaches to antenna-based mitigation.

(@ Shaping the Gain Pattern of the Antenna
The first approach is shaping the gain pattern;of the antenna. This approach is based on

the fact that the signals received by the GPS antenna come from various directions and

are emitted from different satellites at various clevations.

The technique reduces multipath by designing antennas with low gain for signals coming

from satellites at low angles of elevation. As satellites at low elevation are more
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susceptible to multipath interference, the technique attenuates and rejects all signals

coming from these satellites.

(b)  Using Antenna with Polarization Discrimination Technology

The second approach takes advantage of polarization discrimination technology. A GPS
line-of-sight signal is a right-handed circularly-polarized (RHCP) transverse
electromagnetic wave (Ray, 2000). On the other hand, the reflected signal is left-handed

circularly polarized (LHCP).

An antenna with polarization discrimination technology will reject any signal that does
not match the polarization of the line-of-sight (RHCP) GPS signal. If, however, the
reflected (LHCP) GPS signal is reflected twice, the signal will reach the antenna as a
RHCP signal, and the polarization discrimination capability of the antenna will be

ineffective in detecting the reflected signal (El-Rabbany, 2006b). .

(c) Chock-Ring Antenna

The third approach uses a chock ring antenna. A chock ring antenna is built with a
ground plane that consists of several rings, or metallic circular grooves, with quarter-
wavelength depth (Leick, 2004). Chock rings are very effective and can significantly
eliminate multipath signals reflected from objects below the antenna (i.e., signals
reflected from the ground), but signals reflected from objects above the antenna (e.g., tall

buildings, trees) still present a significant challenge for antenna designers.
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Figure 3.2 shows an example of chock-ring antenna.

Figure 3.2 A chock-ring antenna (courtesy of Trimble Navigation. Available at

http://www.trimble.com/gnsschokering.shtml)

Chock rings can also feature increased antenna gain in the direction of the zenith.
Ordinary chock ring antennas are designed to work with only a single frequency, either
L1 or L2, but dual frequency choke ring antennas can provide good multipath rejection
for both L1 and L2 bands. Dual frequency choke ring antennas were introduced by

¥

Philipov et al. (1999).

(d)  Using Arrays of Antennas in Close Proximity
The fourth approach uses arrays of closely-spaced antennas to mitigate multipath. Ray

< (2000) used six antennas mounted together on a thick aluminum plate. The antennas were
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spaced about 5 to 10 cm apart, and used to estimate the multipath error and remove it

from the raw measurements.

The closely-spaced antennas technique is based on the correlation nature of multipath,
along with the known geometry among the antennas to estimate the parameters of the
composite signal and isolate the error due to all multipath signals.

In this method, the multipath is seen by each antenna differently: because of varying
multipath geometry. Consequently, the signals coming from all antennas will be

processed together to mitigate the multipath disturbance (Leick, 2004).

Intensive field tests have demonstrated the efficiency of using arrays of antennas in close
proximity. The method removes up to 73% of multipath in code, and up to 70% of

multipath in the carrier residuals (Ray, 2000).

3.5.2 Improved Receiver Technology

Manufacturers of GPS receivers have also considered the issue of multipath by carefully
addressing the design of their receivers. Rapid developments have been made in the
receivers’ processing algorithms. Most receivers’ multipath mitigation techniques are
based on the maximum likelihood estimation theory (Sahmoudi et al., 2006). These
mitigation techniques employ special signal processing of the autocorrelation function to
separate the received GPS signal into direct line-of-sight and multipath components, and

then to measure the autocorrelation function.
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Several techniques are available. Three major techniques are:

» The Narrow Correlator technique was developed to separate the line-of-sight and
multipath signals. The technique attempts to reduce or eliminate the effect of
multipath by tracking only the Jine-of-sight signal. Narrow Correlator has a 0.1
chip spacing, and efficiently mitigates long delay multipath (Ray, 2000).

= The Multipath Elimination Technique (MET) was developed by Townsend and
Fenton (1994) to improve the performance of the Narrow Correlator technique.
MET estimates the parameters of the line-of-sight and multipath signals, and
approximates their combined effects on the tracking errors.

» The Multipath Estimation Delay Lock Loop (MEDLL) technique. MEDLL
employs multiple narrow-spaced correlators to simultaneously estimate the
parameters of the line-of-sight and multipath signals, and to remove the multipath
from the autocorrelation functidn (Richard et al., 1994). Extensive field tests have
demonstrated the robustness of MEDLL in reducing the GPS code and carrier
multipath errors by 90%, as compared to receivers with a small early-late spacing

(Townsend et al., 2000).

Other techniques include the Multiple Signal Classification (MUSIC) technique, the
Edge Correlator technique, the Strobe Cc;rrelator, ar}d qulse Aperture Correlator
technology (PAC) introduced by Novatel Inc. These four multipath mitigation
techniques can be very effective in mitigating long delay multipath, but their
performance is degraded for short delay multipath introduced by objects close to the

GPS antenna (e.g., less than 30 meters).
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3.5.3 Signal and Data Processing

Software approaches for mitigating multipath disturbance in recorded GPS observables
have been widely explored in recent years. The approaches included addressing SNR

values, spectral analysis, and wavelet analysis.

One software approach addresses SNR values (Axelrad et al. 1996). The technique is
based on the fact that direct-line-of-sight signals have high SNR valués which indicate
their power level. SNR values that fall below a specified threshold‘ can be attributed to
multipath, but the approach requires knowledge of the antenna gain pattern, and can only

work well with slow or short delay multipath.

The spectral analysis-based technique explores the effect of multipath in the frequency
domain. The measured signal is transformed from the time domain to the frequency
domain using Fast Fourier Transform (FFT), and the multipath effect is detected and
reduced using amplitude filtering. The clean data is then transformed back from the
frequency domain to the time domain using Inverse Fast Fourier Transform (IFFT)

(Hofmann-Wellenhof et al., 2008).

A novel software appfoach based on wavelet analysis was recently introduced to mitigate
multipath in GPS signals. The technique is based on decomposing the GPS signal
(residuals or double difference solutions) into high frequency noise and low frequency
bias. The multipath effect is then identified from the low-frequency approximation output

of the decomposition, and excluded from the final solution. Various researchers have
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confirmed the potential use of this method in mitigating the effect of multipath on GPS

measurements (Linyuan et al., 2001; Satirapod and Rizos, 2005; Aram, et al., 2007).
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4 FIELD WORK AND DATA PRE-ANALYSIS

This Chapter addresses the details of the methodology adopted to meet the objectives of
the research: to use db-8 wavelet analysis to investigate the multipath effect in satellite
signals with a view to developing a low-cost, high accuracy, single-frequency global
positioning system under multipath environments. Section 4.1 describes the equipment
and software used. Section 4.2 describes how the equipment was set up in the field.
Section 4.3 provides information about the collection of the‘field data. The two base
stations and the four data collection points used in the static baséline tests are described.
The four data collection points were selected to illustrate a variety of typical multipath
situations so that multipath effect on observations could be analyzed in detail. Section 4.3

also introduces the equipment used in the kinematic baseline test.

The data pre-analysis is discussed in Sections 4.4 and 4.5. Section 4.4 provides a detailed
discussion of the computation of the code-minus-carrier residuals for each satellite. The
analysis gives special<attention to ionospheric delay and multipath disturbance. Section
4.5 explains the ionospheric corrections undertaken in this study. The analysis uses
NOAA ionospheric maps based on spatial and temporal interpolation methods to model
the ionospheric delay in the L1 measurements. The ionospheric corrections are applied to
the computed code-minus-carrier residuals to generate ionospheric-free residuals, and the
results are quality-control tested to check their reliability. The ionospheric-free residuals

are used as input-data for the proposed wavelet algorithm (Chapter 5).
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4.1 Description of Equipment
Three receivers were used to collect the data required for the proposed research: the
Trimble R8 dual-frequency receiver, the NovAtel ProPack-V3 dual-frequency receiver,

and the AC12 single-frequency GPS receiver.

Trimble R8 Dual Frequency Receiver

The Trimble R8 dual-frequency receiver is a 24-channel, dual-frequency GPS receiver,
GPS antenna, and data-link radio combined in one compact unit with low power
consumption. It is shown in Figure 4.1 (Trimble, 2007b). The Trimble R8 was used to log

data at the Toronto base-station for the entire period of field data collection.

Figure 4.1 Trimble-R8 GPS Receiver

NovAtel ProPack-V3 Dual-Frequency Receiveri

The NovAtel ProPack-V3 is a high performance geodetic GPS dual-frequency receiver
with built in multipath mitigation using Pulse Aperture Correlator (PAC) technology.
PAC technology offers superior multipath detection to eliminate the effect of multipath
and flag poor signal quality (Jones et al., 2004). This receiver was used to collect the
truth data (known coordinates) at all sites observed in static mode (Steel, Milton, Ryerson

and PIER), and to collect the reference trajectory data observed in kinematic mode. The
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unit also simultaneously logged data with the AC12 single-frequency receiver (Section

4.1.3) via an antenna splitter during the whole period of field data collection.

Translating, Editing, and Quality Checking (TEQC) software was used to analyze the
data collected by the NovAtel ProPack-V3, to compute the multipath effect on the L1-
frequency, and to use it as the truth data against the multipath approximation derived by

the proposed wavelet algorithm (db8).

The NovAtel receiver is shown in Figure 4.2.

Figure 4.2 NovAtel-ProPack-V3 Dual-Frequency Receiver

AC12 Single-Frequency GPS Receiver

The ACI12 single-frequency GPS receiver was selected as a low-cost GPS suitable for
collecting the L.1-measurements necessary for this research. The ACI12 is a rugged low-
cost sensor with precise carrier phase tracking and raw data output capabilities (i.e., code

and carrier phase on L1). Figure 4.3 shows the AC12 GPS receiver.
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Figure 4.3 AC12 L1-GPS Receiver

The AC12 receiver is a 12-channel GPS receiver which tracks and processes data from up
to 12 satellites. The programmable data rate ranges from I to 99 seconds. The unit is
capable of outputting navigation information, including position, velocity, time, receiver
and satellites status, and 1 pulse per second (PPS) timing output. The receiver has low
power consumption (1-watt), compact size (111.2 x 104.6 x 29.5 mm) and a small weight
(240 grams). It can be used with either low-cost navigational or geodetic GPS antennas.
The receiver can output raw data through RS-232 interface cable and should be

connected to a data logger or a laptop.

Windows-based Geodetic Base Station Software (GBSS) software was usefi to receive,
display and log the raw data (both pseudorange and carrier phase). GBSS supports the
creation of various file types, including RINEX, and outputs them to a user pre-defined
directory. GBSS can be used to configure the receiver settings, such as logging interval
and elevation mask, to uploading site data to the GPS receiver, and to enter site-specific
data into the receiver. Site-specific data include site name, antenna height, and the WGS-

84 position of the site. GBSS is also used to display the status of the data collection,
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information about individual satellites being tracked, and the geodetic and ECEF position
windows. Further details about the AC12 receiver and GBSS software are available in

Magellangps (2007) and GBSS (2007), respectively.

4.2 Description of Test Setup

The ACI2 single-frequency low-cost GPS receiver and the NovAtel ProPack-V3
geodetic dual-frequency GPS receiver were connected to a common dual-frequency
NovAtel geodetic antenna to collect the data simultaneously. The data were logged to
both GPS receivers via an antenna splitter. Data were collected at a recording rate of 1Hz
for 2 hours in static mode. This was done to ensure that enough observables were
collected to meet the objective of the proposed research. Figure 4.4 shows the data
collection setup: the two GPS receivers connected via an antenna splitter to the same

antenna, a lap-top used as a data logger, and an external power source.

Figure 4.4 Field Data Collection Set-Up
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4.3 Field Data Collection

The field data collection began on July 31, 2007 with the collection of both static and
kinematic data at various locations for three consecutive days. Section 4.3.1 discusses the
two base stations, and Section 4.3.2 discusses the four data collection points used in the

static baseline tests. Section 4.3.2 outlines the set up for the kinematic baseline test.

4.3.1 The Two Base Stations

As mentioned in Section 1.3, the data were collected at two base stations: Toronto
(located in Etobicoke, Ontario), and PWEL (located across Lake Ontario in Port Weller,
Ontario). The base stations served as reference stations, and were carefully selected to be
of minimal multipath or interference and with accurately determined coordinates. The
Toronto base station was used for short-baselines estimation, and PWEL was used for

long-baselines estimation.

The Toronto base station is located on the top of a hill inside the grounds of Humber
College of Applied Arts and Technology in Etobicoke, Ontario. The station is a concrete
pillar with a steel top plate which was established by the Geodetic Survey Division

NRCan. The Trimble R8 dual-frequency GPS rqéeiver was installed on the coﬁcrete pillar

when static and kinematic data were being collected.
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The Toronto station is shown in Figure 4.5.

Figure 4.5 Toronto Base Station

The PWEL base station is located in Port Weller, Saint Catharine’s, Ontario. This station
was also established by the Geodetic Survey Division of NRCan, and serves as a
continuous tracking site for the Canadian Active Control System (CACS) network. In this
research the PWEL site was chosen to test the performance of the proposed low-cost
system with longer baselines, and to enhance the low-cost concept by eliminating the

need of running a separate base station.

4.3.2 The Four Data Collection Points for the Static Baseline Tests

Four different data collection points located at various distances from the proposed base
stations (Toronto and PWEL) were selected for the static GPS observations: Steel,
Ryerson (downtown Toronto), PIER, and Milton. The distance between the base stations

and the points ranged from 10 km to 65 km.
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Figures 4.6 and 4.7 show the locations of the data collection points and their approximate

baselines to the two base stations: Toronto and PWEL respectively.

.0
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Figure 4.6 Approximate Baseline Lengths when using Toronto Base Station
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Figure 4.7 Approximate Baseline Lengths when using PWEL Base Station

The data collection points were selected to verify the effectiveness of the proposed low-
cost system at different locations by testing a variety of baseline lengths and multipath
environments. The multipath environments represented different built-up densities (from

rural to downtown Toronto). The sections that follow discuss each data collection point.
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(a) Steel. The Steel data collection point was located in a parking lot at the
intersection of Yonge and Steeles streets. See Figure 4.8. The point was selected to
represent a small to moderate multipath environment: trees and some buildings. The point
is located about 20 km from the Toronto reference station, and about 65 km from the

PWEL reference station.

Figure 4.8 The Steel Data Collection Point

(b)  Ryerson. The Ryerson data collection point was located at the intersection of
Jarvis and Gerrard streets in the heart of downtown Toronto. It is located about 70 m
from the civil engineering building of Ryerson University. See Figure 4.9. The point was
selected to represent a very harsh multipath environment: surrounded by tall buildings

and various structures. The point is located about 21 km from the Toronto reference

station, and about 49 km from the PWEL reference station.
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Figure 4.9 The Ryerson Data Collection Point

(c) PIER. The PIER data collection point was located at the MTC complex, 1201
Wilson AVE, Downsview, ONTARIO. The point is a concrete pillar established by the
Geodetic Survey Division of NRCan with precisely known coordinates on both NAD83
and ITRF reference systems. The point was selected to examine the effect of foliage or
dense trees on receiver performance. See Figure 4.10. Foliage is known to cause excess
attenuation of the direct path, and this is known as shadowing (Kaplan et Al., 2006). If
the reflected signal is not subject to the same attenuation as the direct signal, the received
power of the reflected signal (multipath) may be greater than the received power of the
shadowed direct path. This will introduce errors in the pseudorange and carrier phase
measurements, leading to errors in the position determined for the observed point. The
PIER data collection point is located about 10 km from the Toronto reference station, and

about 58 km from the PWEL reference station.
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Figure 4.10 The PIER Data Collection Point

(d)  Milton. The Milton data collection point was located in an open rural area. This
type of area was selected to represent areas with minimal multipath effect. The major
multipath was introduced by the parked vehicle. Figure 4.11 shows the rural nature of the
Milton data collection point and the parked vehicle. The Milton data collection point is
located about 26 km from the Toronto reference station, and about 63 km from the PWEL

reference station.

Figure 4.11 The Milton Data Collection Point
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4.3.3 Kinematic Baseline Test

To test the performance of the AC12 single-frequency receiver in kinematic mode, the
receiver was connected to a geodetic-quality antenna mounted on the roof of a vehicle, as
shown in Figure 4.12. A dual frequency receiver was collecting data simultaneously from
the same antenna using an antenna splitter, as shown in Figure 4.13. The kinematic data
collected by the dual frequency receiver were used as a reference (tmfh data) to check the
performance of the low-cost AC12 single-frequency GPS sensor. The data were logged at

a recording rate of 1 Hz.

Figure 4.12 Antenna Set-Up for Kinematic Observation
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Figure 4.13 Receivers Set-Up for Kinematic Observation

4.4 Computation of Code-Minus-Carrier Residuals

At the end of each day of observations, the data were downloaded from the base station
receiver using Trimble Data Transfer Utility software. All the observation files were then
converted to RINEX format using TEQC software. This section explains the detailed
procedure for computing the code-minus-carrier residual using L1-observations collected

by the single-frequency sensor.

The code-minus-carrier residual is computed by subtracting the L1 carrier-phase from the
L1 pseudorange measurements. Equations 4.1 and 4.2 represent the pseudorange and
carrier phase observations respectively. (Pseudorange and carrier phase are explained in

Chapter 2.)
P(t)=p(.t —r)+c[dt,. (t)—dt’ (t —1)]+a’,mp +d. +c [di t)+d’ (t —T)]+dmp +€,

won

4.1)
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D)= p(t.t —7)+c[dt, ()—dt’ (¢ =7) |+ AN +d ~d,, +c[8,)+ (1 -1)|+6,, +&,

mp

4.2)

trop

When we take the difference (code-carrier) between the two observables, relativistic
effects and the effects of geometry, tropospheric delay, satellite and receiver clock errors,
and antenna phase centre variations are eliminated. The terms that remain include the
multipath effect in both the carrier phase and the code measurements, twice the
ionospheric effect, the ambiguity term, the hardware delay, and the receiver noise, as

shown in Equation 4.3:

P—®=2d,,~IN +c[d,()+d’ ¢-1) [+d,, +6,~[ §O+8 (-0 -4, & (4.3)

on np

The carrier phase multipath and noise are negligible when compared to the code
multipath and noise (Braasch, 1996), and could be removed from Equation 4.3. The
hardware delay is caused by the equipment delay at the satellite emission and the signal
reception at the receiver. The differential hardware delay is very stable over time and can
be removed by taking the mean of the residual (El-Rabbany, 2006a). As a result,

Equation 4.3 can be simplified as shown in Equation 4.4:

(P-®), =2, —IN+d, +¢, (4.4)

on

The terms in Equation 4.4 represent twice the ionospheric effect, and the C/A code
multipath and noise, offset by a constant DC-component due to the carrier phase
ambiguity (Langley, 1998). When the measurement is clean and has no cycle slips, the

range due to the differential integer ambiguity is constant over time, and hence the effect
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of integer cycle ambiguity can be removed by subtracting the mean of the residuals. The

remaining residual is then represented by Equation 4.5:

(P-®), =2, +d, +e, (4.5)

After removing the ambiguity term, the remaining residual now mainly represents the
multipath and twice the ionospheric effect as low frequency errors beside some other
high frequency noises. A Matlab code was used to analyze all the observations. (The
Matlab code arranges the corresponding observables (code and carrier) for each satellite
into separate columns and saves them for further analysis.) Figures 4.14 to Figure 4.16
show the computed residuals for selected satellites before applying the ionospheric

correction.

Figure 4.14 shows the PRN31 residual collected using the AC12 single-frequency GPS
receiver at point Ryerson. Point Ryerson is surrounded by tall buildings and road signs
(as shown in Figure 4.9). Additional multipath was introduced by passing vehicles. The
residual for PRN31 shows large fluctuations at large magnitudes. These large fluctuations
indicate a dominant multipath effect on the residual as compared to the slowly varying

e

ionospheric delay. The peak-to-peak variation for this satellite is about 3.5 metres.
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Figure 4.14 Residual for PRN31, observed at Ryerson

Figures 4.15 and 4.16 show the residuals for PRN31 (Point PIER) and PRNO3 (Point
Steeles) respectively. The two figures show low-frequency noise components related to
multipath and ionospheric delay, and high-frequency noise components attributed to
observation noise. The ionosphere is typically a long-term drift, and can easily be

distinguished from the higher frequency multipath errors (Braasch, 1996).

Figure 4.15 shows a clear upward trend in the residual. This trend could be attributed to

the ionospheric delay.
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Residuals for PRN31 without iono correction-PIER
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Figure 4.15 Residual for PRN31, observed at PIER
Figure 4.16 shows large fluctuations. These fluctuations indicate a dominant multipath

effect on the residual as compared to the slowly varying ionospheric delay. The peak-to-

peak variation for this satellite is about 4.5 metres.
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Residuals for PRN03 without iono correction-Steel
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Figure 4.16 Residual for PRNO3, observed at Steel

4.5 Ionospheric Correction

As discussed in Chapter 2, if we are to obtain accurate GPS measurements, we must
correct for the ionospheric effect. Ionospheric disturbance is the largest source of GPS
measurement error, especially, for single-frequency users, and observers whose baselines

are more than about 10 km.

For dual-frequency users, ionospheric delay can be removed by forming the L3 linear
combination observable (combining L1 and L2 data), but this approach is very expensive,
distorts the ambiguity parameter, and introduces additional noise. Single-frequency users
must account for ionospheric effects by using ionospheric models. (The models are

introduced in Chapter 2.)
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In this study, ionospheric error was removed using the high resolution USTEC
ionospheric maps produced by NOAA. Section 4.5.1 describes the USTEC maps. Section

4.5.2 describes the procedure used to reduce ionospheric disturbance.

4.5.1 United States Total Electron Content (USTEC)

The USTEC maps fall into the category of regional and local ionospheric models (see
Chapter 2). The maps are produced by the Space Environment Center (SEC) of NOAA.

The technique used to create the maps is based on the Kalman Filter based data
assimilation algorithm. The technique images the Earth’s ionosphere in four dimensions
using data from ground-based dual-frequency GPS receivers (NOAA, 2007b). USTEC
ASCTI files contain the vertical Total Electron Content (VTEC) and the slant line-of-sight
electron content (STEC) to each satellite. The files are produced every 15 minutes, and
cover all the satellites in view within the spatial coverage. The maps have a spatial
resolution of 1° x 1° and cover regions across the contiguous United States extending
from latitude 10° to 60° North, and from longitudé 50° to 150° West (NOAA, 2007a).
The expected accuracy of the USTEC maps is in the range of 1 to 3 TEC units. The
differential vertical TEC has an average root mean square error of 1.7 TEC units, which
is equivalent to less than 30 cm of signal del?iy at the GPé L1 frequencyf vahile The
differential slant TEC has an average root mean square error of 2.4 TEC units, which is
equivalent to less than 40 cm of signal delay at the GPS L1 frequency (Rowell, 2005).
These maps can be’ downloaded from the SEC web page at

* http://www.sec.noaa.gov/ustec.
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4.5.2 Procedures used to Reduce Ionospheric Delay

To compute the amount of ionospheric correction necessary for the data collected by the
single-frequency receiver at each location in this study, it is first necessary to compute
the TEC values that correspond to the locations of the data collection points, and match
the time and rate of data collection. Unfortunately, the study’s data collection points may
not lie exactly on the TEC grid provided by NOAA, and it is therefore necessary to
interpolate the point’s value using a two-dimensional spatial intefpolation procedure.
Time must also be considered. The USTEC grid file may not coﬁesponds exactly to the
time and rate of data collection. This problem is overcome by temporal interpolation
using the Lagrange interpolation method. The following sections describe the

interpolation methods used in this research to reduce ionospheric disturbance.

(a) Two-Dimensional Spatial Interpolation

The two-dimensional spatial interpolation was a three step process.

The first step was to use the latitude and longitude of the data collection point to locate

the point within the grid of the USTEC downloaded file, as shown in Figure 4.17.
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Figure 4.17 Two-Dimensional Spatial Interpolation

where

(9 Aj) is the latitude and longitude values at the four corners (known)

(9, 4) is the latitude and longitude values at the desired point (known)
E; is the TEC value at i, j corner (known)

E is the required TEC value at the data collection point (unknown)
EE" are TEC values at points (¢, 4;) and (¢, A2) respectively (unknown)

The second step computed the values of E' and E. " These values are aligned at the same
level of latitude with the data collection point, and were determined by linear

interpolation on the vertical level as follows:

E. =(L¢1](E21 —E11)+E11

?,— ¢, (4.6)
E = ((%“_-%‘1] (E,—E,)+E, 4.7
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The third step computed the desired TEC values at the observed point by linear

interpolation on the horizontal level as follows:

E=(’1—_’3J(E’ —E)+E (4.8)

(b)  Temporal Interpolation using the Lagrange Method

The USTEC files are released at 15-minute intervals, but the data were collected at one
second intervals. As a result, the study’s observation epochs may not coincide with the
time of the USTEC file, and interpolation may be required. The Lagrange method was

used in this research.

The Lagrange formula is a mathematic expression that fits a particular data set to a
polynomial curve which can be used later for interpolation purposes. Let fy, fi, f ..., f, be
the values of the given data at times 1y, 1;, 1, ..., t,, respectively. The approximated value
of the function p(z) at a particular instant # is given by Equation 4.9 (Yousif and El-

Rabbany, 2007):
PO =ayfy +afi +ayfy, +-+a,f, =>af 4.9)
i=0

where:

(t _to)(t _11)"'(1t _t,'_1)(t _ti+1)"'(t _tn)
(ti _tO)(ti _tl)"'(ti _ti—l)(ti _ti+1)"‘(ti _tn)

(4.10)

;=
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Since the a; coefficient is a function of ¢, it can also be referred to as Li(t). Li(t) is called
the Lagrange operator. Substituting # by g, f1, f2, ... In in Equation 4.10, we get:

1 =1,
a,.=Ll.(t)={ ort t’} (4.11)

0 otherwise

Going back to Equation 4.9, and substituting ¢ by tg, t1, t2, .... I, again, we get:

p(to) =fo, p(t)) =f1, p(2) = fo, oo, P(tn) = fa (4.12)

It is important to note that the accuracy of Lagrange interpolation degrades at the
boundaries. Applying the Lagrange formula in its regular form may develop appreciable
spikes near the boundaries, but an algorithm can be applied to reduce the error. In this
study, a hybrid of linear interpolation at the boundaries was carried out in addition to the

Lagrange interpolation procedure (Yousif and El-Rabbany, 2007).

Finally, the interpolated TEC values were converted to meters before applying them to

the computed residuals. The following equations were used to convert the TEC values to

meters: N
40.
d,,, (M) =—0—3—];££ (4.13)
fi
16
TECU = 10 elegtrons (4.14)
m
3(1x10'°
40.3(1x10™) 4.15)

0 = (1575420000)°
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1 TECU =0.16237244751 meter

Before these ionospheric corrections were applied, quality control tests were conducted to
verify the Effectiveness of the interpolation methods. The results of the quality control
tests are shown in Figures 4.18 to 4.21. In the quality control tests, the study’s dual-
frequency data were used to compute the ionospheric correction (ionospheric differential

delay) using the linear combination, as shown in Equation 4.16:

2
ionol=(f2JEf2j(q)l_(I)2+ﬂ'zN2_/11Nl+Cd)) (4-16)

where Cg contains the phase multipath, hardware delay and phase noise:

Co =(mpoy —mpy, ) +(hdy, —hdy, ) +(noisey, —noises, ) 4.17)

In Equations 4.16 and 4.17, the values of the integer carrier phase ambiguities, hardware
delay, carrier phase multipath and noise are not exactly known. The contribution of these
terms is, however, considered constant over time (assuming clean measurement and no
cycle slips), and is removed by subtracting the average of the computed values. Hence

Equation 4.16 can be rewritten as:

1
dipr =| =5 (P, =D, (4.18
(fi _fz j( ) )

=1.5457(®, - ®,) (4.19)
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Figure 4.18 shows the ionospheric correction derived for PRNOS observed at Ryerson on
day 214. The average difference between the ionospheric errors computed using the two
strategies (L1-L2 IONO and NOAA IONO) and shown in Figure 4.18 is 7.744 cm. This

result verifies the success of the interpolation method.
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Figure 4.18 Tonospheric Corrections for PRN 05, observed at Ryerson

Figure 4.19 shows the cross-correlation function between the interpolated and computed

ionospheric corrections determined above. As expected, the correlation is high.
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Figure 4.19 Cross-Correlation Function for PRNO5 Ionospheric Correction

Figure 4.20 shows the ionospheric correction computed for PRN20 observed at Steel on
day 212. The average difference between the two variables plotted is 3.219 cm, clearly

indicating that the interpolation was successful.
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Figure 4.20 Ionospheric Corrections for PRN 20, observed at Steel
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Figure 4.21 shows the high correlation between the interpolated and computed

jonospheric corrections for PRN20.

Figure 4.21 Cross-Correlation Function for PRN 20 Ionospheric Correction

The results showed that the correlations between the interpolated ionospheric values and
the ionospheric correction determined by the linear combination were very high. The
ionospheric correction interpolated from the USTEC model was then used to account for
the ionospheric delay in all satellite residuals pertaining to L1-observations. The
ionospheric effect was subtracted from the residuals in order to generate ionospheric-free

residuals and use them as inputs for multipath approximation using wavelet analysis.

The remaining terms then represeﬁt mainly the code multipath and receiver noise, as
shown in Equation 4.20:

(P-®),, ~d,, +€, (4.20)
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Figure 4.22 shows the PRN31 residual observed at Ryerson on day 214 before and after
applying the ionospheric correction. The range and standard deviation of the applied
jonospheric correction are 1.067 m and 0.255 m, respectively. The ionospheric delay is
small because the satellite was at a high elevation during the observation period (rising
from 52° to 80°), and ionospheric delay is small at high elevation angles. The standard
deviation for the PRN31 residual before and after applying the ionospheric correction is
0.543 m and 0.446 m respectively. z

Residuals for PRN31 with & w/o iono correction
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Figure 4.22 Residual for PRN31 Before and After Removing the Ionospheric Effect,

observed at Ryerson

Figure 4.23 shows the residual for PRN31 observed at PIER before and after removing
the ionospheric effect. As this satellite was setting during the observation period (44° -
0°), the magnitude of the ionospheric delay is higher than that of satellites at higher

elevations. The ionospheric correction range and standard deviation for this satellite are
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Figure 4.21 shows the high correlation between the interpolated and computed

ionospheric corrections for PRN20.
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Figure 4.21 Cross-Correlation Function for PRN 20 Ionospheric Correction

The results showed that the correlations between the interpolated ionospheric values and
the ionospheric correction determined by the linear combination were very high. The
jonospheric correction interpolated from the USTEC model was then used to account for
the ionospheric delay in all satellite residuals pertaining to L1-observations. The
ionospheric effect was subtracted from the residuals in order to generate ionospheric-free

residuals and use them as inputs for multipath approximation using wavelet analysis.

The remaining terms then represent mainly the code multipath and receiver noise, as
shown in Equation 4.20:

(P-®),, ~d,, +¢, (4.20)
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Figure 4.22 shows the PRN31 residual observed at Ryerson on day 214 before and after
applying the ionospheric correction. The range and standard deviation of the applied
ionospheric correction are 1.067 m and 0.255 m, respectively. The ionospheric delay is
small because the satellite was at a high elevation during the observation period (rising
from 52° to 80°), and ionospheric delay is small at high elevation angles. The standard
deviation for the PRN31 residual before and after applying the ionospheric correction is
0.543 m and 0.446 m respectively.
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Figure 4.22 Residual for PRN31 Before and After Removing the Ionospheric Effect,

observed at Ryerson

Figure 4.23 shows the residual for PRN31 observed at PIER before and after removing
the ionospheric effect. As this satellite was setting during the observation period (44° -
0°), the magnitude of the ionospheric delay is higher than that of satellites at higher

elevations. The ionospheric correction range and standard deviation for this satellite are
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5654 m and 1.621 m respectively. We can see that the upward trend in the residual was
caused by the ionospheric delay. This upward trend was successfully removed when the
ionospheric correction was applied to the residual. The standard deviation for this
residual before and after applying the jonospheric correction is 1.691 m and 0.519 m,
respectively.

Residuals for PRN31w1th & w/o iono eorrectlon—PIER

| —Reﬂdual w’o 1ono correcuon |
4 — Residual with iono correction
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Figure 4.23 Residual for PRN31 With and Without the Ionospheric Effect, observed at

PIER

Figure 4.24 shows the residual for PRNO3 observed at Steel. As this satellite was just
rising during the observation period (0° - 25°) and was still at very low elevations, the
range and standard deviation of the ionospheric correction is high: 4.228 m and 1.219 m,
respectively. Figure 4.24 shows that large fluctuations still exist in the residual even after

‘applying the ionospheric correction. This is an indication for the presence of multipath
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disturbance. The standard deviation for this residual before and after applying the
ionospheric correction is 1.108 m and 0.799 m, respectively.

Residuals for PRN0O3 with & w/o iono correction
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Figure 4.24 Residual for PRN 03 With and Without the Ionospheric Effect, observed at

Steel

The residuals that remain at this stage of the ionospheric correction analysis are
considered a very good indicator of the observation noise and the pseudorange code
multipath errors. These residuals are analyzed further in Chapter 5 to identify the amount

of multipath in each observed satellite at various locations.
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5 MULTIPATH IDENTIFICATION USING WAVELET ANALYSIS

This Chapter provides information on signal processing, and shows how wavelet analysis
can be used to identify the muitipath disturbance in each ionospheric-free residual
computed in Chapter 4. Section 5.1 introduces traditional Fourier analysis. Sections 5.2 to
5.5 provide a detailed description of wavelet analysis, continuous and discrete wavelet
transforms, and multi-resolution analysis. Section 5.6 presents the wavelet algorithm used

in this study, and Section 5.7 presents the results of the wavelet analysis.

5.1 Fourier Analysis

Most real world signals, including GPS signals, are non-stationary signals. This means
that the statistical characteristics of the signals change over time. Signals often have
frequencies content which can change over time, or the signals may be intermittent,

transient, or noisy.

Traditional analysis, which decomposes the signal into an infinite sum of periodic
complex exponential functions of different frequencies, is based on Fast Fourier
Transform (FET). Fourier analysis assumes that the signal is stationary whereas most
signals are non-stationary. FFT is also localizeci in frequency, but cannot tell us when
certain a frequency or event took place in time. To overcome this deficiency, a short-time
Fourier transform (STFT) was introduced to represent the signal in the time-frequency
domain. STFT is based on windowing the signal at constant length, but accuracy is

limited by the size and the shape of the window: short time windowing gives us good
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time resolution, but poor frequency resolution, and longer time intervals gives us better

frequency resolution, but sacrifice time resolution.

In recent years, wavelet analysis has been developed as a new alternative technique.
Wavelet analysis is localized in both frequency and time, and can analyze any non-
stationary signal with the required resolution. In wavelet analysis, higher frequencies are

better resolved in time, while lower-frequencies are better resolved in frequency.

5.2 What is a Wavelet Transform?

A wavelet transform is a new signal processing tool that can provide time and frequency
information of a signal sequence, simultaneously (Satirapod and Rizos, 2005). The
wavelet transform can cut data, functions, and operators into different frequency
component so that each component can be studied with the resolution that matches the
component’s scale (Daubechies, 1992). The wavelet transform’s strength lies in its ability
to identify and reduce noise while maintaining valuable information in time series data.
The wavelet transform has potential applications in filtering, sub-band coding, data

compression, and multi-resolution signal processing.

A wavelet is a waveform of limited duration that has an average value of zero. While
sinusoids theoretically extend from minus to plus infinity, wavelets tend to have a
beginning and an end (Fugal, 2007). This characteristic implies that any event that starts

and stops within a signal can be efficiently described. Wavelets can be stretched and
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shifted in time to line up with the desired event in the signal, and to indicate the event’s

frequency and location in time.

Wavelet analysis is based on decomposition in which the signal is split into two parts
using low-pass and high-pass filters. The low-pass filter produces approximation
coefficients, and the high-pass filter produces details information. The approximation
coefficients denote the low frequency part of the signal, and the details denote the higher
frequency part. Wavelets have time-widths adapted to their frequencies. This means that
higher frequency wavelets are very narrow, and that low-frequency wavelets are much
broader (Daubechies, 1992). Figure 5.1 shows the productivity of wavelets in describing
various frequency bands. In this Figure, wider windows are used to describe the lower
frequency part of the signal, and narrower windows are used to describe the high-
frequency information.

h

—

Amplitude

Wavelet
Transform

Time ) Time
Wavelet Analysis

Figure 5.1 Wavelet Analysis Scheme (from Misiti et al., 2007)

5.3 Continuous Wavelet Transform

The principle underlying the continuous wavelet transform (CWT) is based on correlating

the wavelet at different scales with the desired frequency at the investigated signal. The
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CWT is defined as the sum over all time of the signal multiplied by scaled and shifted
versions of the basis wavelet function (Misiti et al., 2007). The wavelet transform of a

signal f is described by Daubechies (1992):

(£, ¥,,)=W;(@ab)= [f©)¥®)dt (5.1)
- where:
‘Pab=—L—y7(ﬂ); a,beR, a#0 (5.2)
, \/[:ZT a »

In Equation 5.1, W(¢) is the transforming function, or mother wavelet, ¥ is the complex

conjugate of ¥, a is the dilation parameter (or the scale), and b is the translation

parameter that are (a and b) continuous over R (the real number). The % is used for
a

the purposes of energy normalization to ensure that the transformed signal has the same

energy at every scale.

Therefore, the wavelet transform of a continuous signal f can be written as:

CWT(a,b) = D] F)—= "(ﬂ)dt (5.3)
e a

\/HW

The translation parameter corresponds to the time information in the transform domain.

The parameter represents how the window function is shifted through the signal along the
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x-axis. The scale parameter is defined as the inverse of the frequency. It is represented

along the y-axis.

The definition of CWT tells us that wavelet analysis is a measure of the similarity
between the basis function (wavelets) and the signal itself (Elhabiby, 2007). From
Equation 5.3, we see that the CWT decomposes signals at every possible scale or
resolution, and this results in a large amount of redundant information which burdens the
computation process and might mean that computer implementation is not feasible. As a
result, for most practical applications the discrete wavelet transform is considerably

easier to implement than is the CWT.

5.4 Discrete Wavelet Transform

The discrete wavelet transform (DWT) analyzes the signal at a finite number of points.
This approach improves computational efficiency. The DWT analyzes signals over a
discrete set of scales usually sampled in a dyadic sequence. The DWT’s dyadic wavelets
were developed by Daubechies (1992). A family of wavelet functions, known as daughter
wavelets, is generated from a single prototype, also known as the mother wavelet
(Elhabiby, 2007). In DWT analysis, dyadic a and b are usually used, and defined as:
a=2" and b=n2"

where m and ne Z, and Z are the set of positive integers.

Hence, the DWT is given as Equation 5 4 (Zhong et al., 2007):

DWT, f (m,n) = [ f(0)F,,,(D)dt (5.4)
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where W, (1)=2""""¥(2™"t—n)is the dilated and translated version of the mother

wavelet V(7).

The DWT analyzes the signal at different frequency bands with different resolutions by
decomposing the signal into a coarse approximation and details information. The DWT
employs two sets of functions: wavelet functions and scaling functions. These functions
are associated with high-pass and low-pass filters, respectively. E:luation 5.4 can be
simplified to become (Aram et al., 2007):

1

a,’

DWT (m,n) =

> Flk®[a;n—k] (5.5)

where f [k] is the digitized version of the analogue signal with sample indexk .

By choosing various values of m , different geometric scalings are obtained:

11
—,—5 s
a, a

As it has, however, been proved practically that the best value of a is 2, the signal is

decomposed into components at different frequency levels that are related by powers of

two (Aram et al., 2007).

5.5 Multi-Resolution Analysis (MRA)
Multi-resolution analysis (MRA) can be used to analyze any given signal at different
frequencies with different resolutions. In MRA, the wavelet function can be manipulated

to detect the required information in a particular signal.

87



When a low-frequency signal component is required, the method delivers good frequency
resolution but the time resolution is poor. This is done by stretching the wavelet along the
x-axis until it matches the low-frequency component of the signal. On the other hand,
When a high-frequency signal component is required, the method delivers good time
resolution, but the frequency resolution is poor. This is done by dilating (compressing)
the wavelet along the x-axis until it matches the high-frequency component of the signal.
This is because most of the time, low frequency components of the signal last for longer
time than the higher frequency components. High frequency components are usually of

short duration.

MRA uses various window widths (different scales) to compute the required spectral
component of the signal, and this results in different time and frequency resolutions.
Higher frequencies are better resolved in time (narrow window), and lower frequencies

are better resolved in frequencies (wider window), as shown in Figure 5.2
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Figure 5.2 Multi-Resolution Analysis (from Elhabiby, 2007)

5.6 Proposed Algorithm: Multi-Resolution Analysis based on the Daubechies
Family

No general criteria are available to guide the selection of the appropriate wavelet for

analyzing a certain type of data. This is because the selection of the wavelet requires

knowledge of the exact behaviour of the signal at hand (frequency-band), and this

knowledge is unlikely to be available. The selection of the wavelet that best fits a specific

signal remains a research topic of its own (Satirapod and Rizos, 2005).

In general terms, however, it has been proved that GPS bias terms such as multipath and
ionospheric delay behave like low-frequency noise, and GPS measurement noise behaves
like high frequency noise (Fu et al, 1997). As these basic principles indicate that

multipath is concentrated in the narrow low-frequency band, a high frequency resolution
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is needed to be identified. Therefore, MRA based on the Daubechies family (dbN) was
chosen to approximate the multipath values for all the datasets collected during the field

observations of the observed satellites.

dbN is a series of compactly supportedb orthogonal wavelets. N specifies the order of the
mother wavelet and is related to the number of coefficients necessary to represent the
associated low-pass and high-pass filters in the dyadic filter tree implementation. The
“db” is the “surname” of the wavelet. The Daubechies basis is the cornerstone of many

wavelet applications today.

In this research, db8 is selected as the mother wavelet, and the decomposition level is
considered to be six. The main consideration is being able to filter out as much of the
higher frequency observation noise as possible, and being left mainly with the low-
frequency multipath bias. To achieve this, the remaining residuals were fed into the
proposed algorithm (db8-level 6) to approximate the multipath values. The input data (the
remaining residuals) were decomposed into low-frequency bias and high-frequency noise
for each observed satellite. This decomposition process is accomplished by successive
high-pass and low-pass filtering of the residuals (time domain: signals). Each gesidual is
first passed through a half band high-pass filtéi h[n] and a low-pass filter/[n]. This
filtering process was followed by a sub-sampling operation. The signal (residual) was
sub-sampled by two, i.e., half ’of the samples on the signal were discarded because they
are considered redundant according to Nyquist’s rule. This process completed one

decomposition level, and is expressed mathematically in Equations 5.6 and 5.7:
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Re s, [k1=D Res[n]*h[2k —n] (5.6)
Re s, [k]1=) Res[n]*I[2k —n] (5.7)

where Res,,,[k] and Res, [k] are the outputs of the high-pass and low-pass filters

respectively, after sub-sampling by a factor of two.

This decomposition process results in half the time resolution, and twice the frequency
resolution. The process was then repeated for further decomposition. At each subsequent
level, the filtering and sub-sampling yields half the number of points (and hence half the
time resolution) and half the frequency band spanned, doubling the frequency resolution.

The process is shown in Figure 5.3.

Original Path 1
Signal High
Frequency
HPF | Term
LPF HPF
LPF - HPF
Low
Path 2 LPF || HPF [l Frequency
Term

LPF }---

Figure 5.3 Multi-Resolution Analysis Scheme (from Satirapod and Rizos, 2005)
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5.7 Results
This section explains how the adopted approach (db8, level 6) was tested and validated,
and presents the results of applying the approach to the residuals for satellites observed at

each of the four data collection points.

5.7.1 Results for Point PIER

Figure 5.4 shows the wavelet decomposition tree using the db8 wavelet at six
decomposition levels. In this Figure, S represents the input signal, al- a6 are the details

from level 1 to 6, and d1- d6 are the respective approximations.

Figure 5.5 shows the wavelet multipath approximation results obtained for PRNO1
residuals as a result of passing the residuals into the db8 wavelet using the six
decomposition levels. As it is clear that the successive approximations became less noisy
and resulted in higher frequency resolution, level 6 approximation was adopted for

approximating the multipath disturbance in the observations.
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T

Figure 5.4 Wavelet Decomposition Tree for db8-Level 6
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Figure 5.5 Wavelet Approximation Levels for PRNO1 Residual

Figure 5.6 shows the approximated multipath for PRNO1 using db8 (level 6). The
approximated multipath is represented as a smooth trace superimposed over the input
residual which exhibits more fluctuations. This satellite was setting during the
observation period (elevation angles between 37° and 0°). The standard deviation of the

approximated multipath is 0.7529 m.
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Figure 5.6 Approximated Multipath for PRNO1Residual using Level-6

To validate the reliability of the proposed algorithm, the db8 wavelet was used to
decompose the residuals for the L1 data obtained from the dual-frequency receiver. The
multipath approximated by the wavelet approach was compared with the multipath
determined by TEQC software for the same dual-frequency data. The results showed
good correlation between the two methods, and verified the productivity and applicability

of the proposed wavelet algorithm for identifying multipath effect in satellites signals.

Figure 5.7 compares the multipath determined by the wavelet and with the multipath

determined by TEQC software for the L1 dual-frequency data for PRNOI. Figure 5.8

shows the cross-correlation function for the multipath derived from the two approaches.
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Figure 5.7 Multipath for PRNO1 Determined by Wavelet and TEQ for L1 Dual-
Frequency Data
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Figure 5.8 Cross-Correlation Function for PRNO1 Multipath as Determined by Wavelet

and TEQC for Dual-Frequency L1 Data, observed at Point PIER
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The auto-correlation functions for the residuals before and after removing the multipath
effect were computed. Auto-correlation is defined as the cross-correlation of a signal with
a shifted version of itself. It is used to find repeating patterns in a signal, for example, to
establish the presence of a periodic signal, such as a low-frequency signal, which has

been buried under the noise.

The first graph in Figure 5.9 clearly shows a high auto-correlatioti for the signal before
the multipath bias has been determined and removed by the wavelet algorithm. This high
correlation can be interpreted to indicate the presence of a low frequency signal. In our

case of course, the high correlation indicates the presence of multipath.

The second graph in Figure 5.9 shows the auto-correlation function for the signal after
the multipath bias has been determined and removed by the wavelet algorithm. We can
see that the auto-correlation drops dramatically and then oscillates rapidly along the zero
line indicating low autocorrelation. This Jow auto-correlation pattern can be interpreted to
indicate that no low frequency signal is present. As we know that the multipath has been
removed, the remaining auto-correlation shown in the graph is attributed to noise. The
results shown in this graph also confirm the reliability of the db8 wavelet in identifying

the presence of multipath in satellite signals.
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Figure 5.9 Auto-Correlation Functions for PRNO1 Residual Before (upper graph) and

After (lower graph) Isolating the Multipath, Point PIER

The above decomposition and de-noising procedure was adopted for all the remaining

satellites observed at point PIER.

The final step was to derive a criterion on which to base the rejection of particular
satellite. The criterion was based on each signal’s standard deviation of the approximated
multipath. Signals with the largest multipath standard deviation values were excluded
from the final data processing and computation of the coordinates of the obser\;ed points.
The standard deviation of all residuals before and after applying the multipath corrections
were also computed to show the improvement achieved when the multipath identified by

the wavelet algorithm was removed from the signal. Table 5.1 shows the standard

deviations for the residuals, approximated multipath, and elevation angles for each
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observed satellite . The Table clearly confirms the relationship between satellite elevation

and multipath effect.

Table 5.1 Standard Deviations for Code Residuals Before and After Multipath

Correction and the Approximated Multipath using db8-Wavelet-PIER

Residuals before | Residuals after
Improvement | Multipath
PRN | Elevation MP-correction MP-Correction =
(%) (m)
(m) (m)

1 37°-0° 0.7773 0.1867 75.981 0.7529
3 14°- 66° 0.899 0.2822 68.610 0.8421
7 23°-1° 3.281 1.223 62.725 2.548
13 21°-61° 0.7281 0.1548 78.739 0.707
16 84°- 32° 0.4087 0.0914 77.636 0.3983
19 0°- 45° 0.581 0.1646 71.670 0.5573
20 32°-0 0.4853 0.1829 62.312 0.4506
23 70°- 47 0.3381 0.1102 67.406 0.3159
25 5°-53° 1.508 0.6134 59.324 1.295
27 0°- 31° 1.898 0.8394 55.775 1.482
31 44°- 0 0.5187 0.1568 69.771 0.4946
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5.7.2 Results for Point Ryerson
Figure 5.10 shows the wavelet multipath approximation results, using different
decompositions levels from 1 to 6, for the residuals obtained for PRNOS as a result of

passing the residuals through the db8 wavelet.
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Figure 5.10 Wavelet Approximation Levels for PRNOS Residual, observed at Point

Ryerson

Figure 5.11 show the multipath approximation using fhe db8 wavelet (level 6). In this
Figure, we can readily see the periodic changes on the signal’s large peaks, clearly
indicating multipath. The peak-to-peak difference is more than 6 meters. This high
multipath is expected for two reasons: 1) the satellite elevation angle decreased from 39
to 0 dlegrees during the observation time span; and 2) the point was observed in a severe

multipath environment.
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Figure 5.11 Approximated Multipath for PRNO5 Residual, observed at Point Ryerson

The db8 wavelet was also applied to the L1 data collected by the dual-frequency receiver.
Figure 5.12 compares the multipath determined by the wavelet with the multipath
determined by TEQC software for the L1 dual-frequency data for PRNOS. Figure 5.13
shows the cross-correlation function for the multipath derived from the two approaches.

The cross- correlation indicates good correlation between the two methods.
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Figure 5.12 Multipath for PRNO5 determined by Wavelet and TEQC, observed at Point

Ryerson
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Figure 5.13 Cross-Correlation Function for PRNO5 Multipath as Determined by Wavelet
and TEQC for Dual-Frequency L1 Data, observed at Point Ryerson
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Table 5.2 summarizes the final results (standard deviations) for the approximated

multipath values for point Ryerson.

Table 5.2 Standard Deviations for Code Residuals Before and After Multipath Correction

and the Approximated Multipath using db8-Wavelet-Ryerson

PRN | Elevation CCE'?;?::ieon Coﬁ‘fets:ion Improvement | Multipath
°
(m) (m) ) m

1 54°-79° 0.6182 0.1544 75.024 0.5966
5 39°-0° 1.238 0.3736 69.822 1.155
6 0°-22° 7.811 1.088 86.071 7.49

7 0°-25° 17.13 1.372 91.991 16.39
12 27°-0° 5.721 0.8929 84.393 5.413
14 71°-24° 0.6296 0.2187 65.264 0.5867
16 0°-54° 3.782 0.9351 75.275 3.404
20 5°-43° 5.47 1.949 64.369 4.181

22 44°-0° 12.54 2.158 82.791 - 11.38
30 46°-11° 1.603 0.4416 72.452 1.514
31 52°-80° 0.4456 0.1418 68.178 0.422

5.7.3 Results for Point Steel

Figure 5.14 shows the wavelet multipath approximation results, using different

decompositions levels from 1 to 6, for the residuals obtained for PRNO6 as a result of
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passing the residuals through the db8 wavelet using six different decomposition levels.

Figure 5.14 is for data from point Steel.
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Figure 5.14 Wavelet Approximation Levels for PRNO6 Residual, observed at

Point Steel
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Figures 5.15 and 5.16 show the approximated multipath using db8 (level 6) for PRN06

and PRN13 respectively.
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Figure 5.15 Approximated Multipath for PRN06 Residual observed at Point Steel
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Figure 5.16 Approximated Multipath for PRN13 Residual, observed at Point Steel
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Table 5.3 summarizes the final results (standard deviations) for the approximated

multipath values for point Steel.

Correction and the Approximated Multipath using db8-Wavelet-Steel

Table 5.3 Standard Deviations for Code Residuals Before and After Multipath

PRN | Elevation Cc:Bl'(:tfa?::?on Cofrgs:ion Improc\,l ement | Multipath
(m) (m) (%) (m)
1 79°-25° 0.4559 0.1216 73.327 0.4396
3 0°-25° 0.7997 0.3439 56.996 0.7184
6 22°-11° 1.528 0.2275 85.111 1.509
13 0°-33° 0.9766 0.3128 67.971 0.9222
14 42°-0° 0.7463 0.2775 62.817 0.6867
16 31°-84° 0.3878 0.1034 73.337 0.3738
20 43°-22° 0.6663 0.1978 70.314 0.6369
23 7°-61° 0.7844 0.2666 66.012 0.7295
25 0°-14° 1.293 0.4441 65.654 1.217
30 28°-0° 1.015 0.3384 66.660 0.9689
31 80°-34° 0.3446 64.277 0.3218

0:1231

5.7.4 Results for Point Milton

Figure 5.17 shows the wavelet multipath _.approximation results, using different

) decompositions levels from 1 to 6, for the residuals obtained for PRN12 as a result of
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passing the residuals through the db8 wavelet using six different decomposition levels.

Figure 5.17 is for data from point Milton.
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Figure 5.17 Wavelet Approximation Levels for PRN12 Residual, observed at Point

Milton

Figure 5.18 shows the final approximation (level 6) and the original signal for PRN12.

Figure 5.19 shows the final approximation (level 6) and the original signal for PRN22.
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Figure 5.18 Approximated Multipath for PRN12 Residual, observed at Point Milton
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Figure 5.19 Approximated Multipath for PRN22 Residual, observed at Point Milton
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Table 5.4 summarizes the final results (standard deviations) for the approximated
multipath values for point Milton.
Table 5.4 Standard Deviations for Code Residuals Before and After Multipath

Correction and the Approximated Multipath using db8-Wavelet-Milton

PRN | Elevation Cc?r?(fa?::ieon Corl'.\ritst"ion Improvement | Multipath
o
(m) (m) (%) (m)

1 79°-52° 0.4044 0.0468 88.427 0.4016
5 31°-0° 0.4154 0.1610 61.242 0.3815
6 1°-22° 0.3428 0.1297 62.165 0.3167
7 1°-26° 0.3409 0.1574 53.828 0.2931
12 17°-0° 0.7448 0.1573 78.88 0.7381
14 61°-13° 0.4456 0.0975 78.119 0.4347
16 7°-69° 0.6673 0.1524 77.162 0.6491
20 17°-43° 0.4113 0.1033 74.885 0.398
22 28°-0° 0.7039 0.1446 79.457 0.6873
23 0°-36° 0.6736 0.2782 58.7 0.5884
30 43°-0° 0.4848 0.1165 75.969 0.4704

5.7.5 Comparison of the Four Data Collection Points

Figure 5.20 shows the standard deviation values for the approximated multipath using the

proposed wavelet algorithm. It is clear that point Ryerson has the most multipath
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disturbance. This is result is to be expected as point Ryerson is located in the heart of
downtown Toronto. The second highest multipath effect is found at point PIER. Point
PIER is located almost under a belt of dense trees. These trees are cause of the multipath
error. The other two points (Milton and Steel) has relatively smaller multipath effects

than those of Ryerson and Pier.
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Figure 5.20 Standard Deviation Values for the Approximated Multipath
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6 RESULTS AND DISCUSSION

In this Chapter, the productivity of the multipath identification technique developed in
this research is verified using the final coordinates computed from the single-frequency
receiver’s L1 measurements. The longitude, latitude, and ellipsoidal height coordinates
are computed using all satellites for all four data collection points using three different
processing software packages: Trimble Total Control (TTC), Bernese Scientific software,
and NRCan online Precise Point Positioning (PPP). Multipath contaminated satellites are
then isolated, and the longitude, latitude, and ellipsoidal height coordinates for all data
collection points are computed and compared against the first set of coordinates to
demonstrate the improvement achieved. Finally, the kinematic results for the trajectory

observed using the L1 single-frequency receiver are presented and analyzed.

Trimble Total Control

Trimble Total Control (TTC) is a powerful data processing software package for GPS
and total station data. The software can process GPS and Global Navigation Satellite
System (GLONASS) data. It is very easy to use, and can process data collected in static,
rapid static, and kinematic modes. TTC has the capability to implement precise
ephemeris and global ionospheric maps (IONEX) by automatically downloading these
files from the Internet. TTC also supports various raw GPS data formats collected by
different GPS receiv.ers, and RINEX format. In addition, the software provides
information about the quality of collected data in graphical and tabular formats. Further

details can be found in Trimble (2007a).
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Bernese Scientific Software

Bernese is an advanced scientific processing tool for GPS and Global Navigation Satellite
System (GNSS) receivers. The tool was developed by the Astronomical Institute of the
University of Bern, Switzerland, and has been implemented in various applications that
demand the highest possible accuracy. These applications include precise geodetic
applications and structure deformation monitoring. Bernese is very widely used by
educational and research institutions, and by organizations running permanent GPS

networks.

The software’s robustness results from the accuracy of its rigorous algorithms. Code
pseudorange and carrier phase measurements collected by single- or dual-frequency
receivers can be efficiently processed using the software. Bernese includes the following
features:

e When processing dual-frequency data, the software forms various linear
combination observables, such as the ionosphere free-linear combination (L3), the
wide-lane linear combination (L5), and the so-called Melbourne-Wiibbena linear
combination (L6). These linear combination observables help to remove biases
including ionospheric path delay, detect and repair of cycle slips, and enhance
ambiguity resolution procedure.

e Global ionospheric maps (IONEX files) can be implemented to account for
ionospheric effect in single-frequency observations.

e Precise ephemeris and precise clock data are used to account for satellite-related

€Irors.
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e Earth rotation parameters, tropospheric effects, and other biases are accurately
modeled.

e Differential code biases (DCB) are used to account for instrumental biases related
to satellites.

e Various algorithms are used to handle the ambiguities whether dual-or single-
frequency data are processed.

e Baselines up to 2,000 km can be efficiently determined (Dach et al., 2007).

e Bad observations of particular satellites may be excludea by adding a “bad data”

entry in the satellite problem file (SAT.CRX).

The steps adapted by Bernese to process static data collected from single- frequency
receivers are outlined below:

1. A separate campaign was defined for each day when the relevant directories were
created. In each directory, the necessary input files were created. These files include the
raw data in RINEX format, the station a priori coordinates, precise orbits, and global
ionospheric maps (IONEX).

2. RINEX files were transformed to Bernese format using the RNXGRA program. As a
result, Bernese-formatted code and carrier zero difference observation files were created
for each station.

3. The code single point positioning was computed using the CODSPP program.
CODSPP is used to compute the receiver clock corrections, and to estimate improved a

priori geocentric coordinates for the new stations.
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4. The SNGDIF program was run to form the baseline between the observed stations,
and single-difference files were created. At this stage the satellite clock bias was
cancelled by forming between-receiver single-difference.

5. The single difference observation files were screened for cycle slips using the
MAUPRP program and L1 carrier phase measurements. At this stage, the double
difference observables were formed, and the satellite and receivers clock errors were
eliminated. Double differences are the basic observables in Bernese software. Triple
difference observables were constructed by differencing double differences observations
over two consecutive epochs, and carrier phase ambiguities are eliminated if no cycle slip
was encountered. Tropospheric refraction error is considerably reduced due to the fact
that it doesn’t change rapidly with time.

6. The final program used was GPSEST. This program was used to resolve the
ambiguities using the SIGMA algorithm and compute the final baseline components. The

station coordinates were then determined.

Dach et al. (2007) provide further details about the steps followed by Bernese Scientific

Software.

NRCan Online Precise Point Positioning Software ‘
The online Precise Point Positioning (PPP) service was developed by NRCan to meet
various users’ application requirements. The PPP service can be used to process data

_collected by any single- or dual-frequency receiver, and the data may be observed in

£
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static or kinematic modes. PPP is accessible via the Internet by logging into the NRCan

website (http://www.geod.nrcan.gc.ca/online_data_e.php).

As PPP implements precise GPS orbit and clock products of the IGS, the service can be
used with any GPS data observed at any location on the surface of the earth. Furthermore,
PPP internally implements an ionospheric delay grid for correcting the ionospheric error
for single-frequency data. The source of ionospheric corrections selected for the L1
processing by the on-line application is the combined global ionosi;)heric maps produced
at 2-hour intervals in IONEX format by IGS. Tropospheric delay is modeled by the
default meteorological data stored in an internal file, and takes into account the a priori
station ellipsoidal height. L1 processing uses a tropospheric model along with default
surface meteorological data and an elevation mapping function to correct the along path
tropospheric delay (NRCan, 2007). NRCan online PPP uses only pseudorange
measurements (C/A code data) to estimate the position components (latitude, longitude,

ellipsoidal height) for data collected by single-frequency receivers.

To derive a reliable and accurate coordinates, various thresholds and rejection criteria
parameters are implemented internally in the server. The thresholds apply to cycle slip
detection, multipath, and the computed residuals for each observable (code or carrier).
The coordinates derived can be referenced to NAD83 (CSRS), the standard Canadian
national reference frame, or the global International Terrestrial Reference Frame (ITRF),

depending on the user’s selection.
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6.1 Results for Static Baselines

All of this study’s GPS observations were processed using TTC and Bernese software.
The elevation cut-off angle was set to 15°. Global ionospheric maps produced by IGS
(IONEX) were used to correct for the ionospheric effects in single-frequency
measurements, and the linear combination using L1 and L2 measurements was used to
compute the reference coordinates collected by the dual-frequency receiver. For
tropospheric delay bias, the Saastamoinen model was applied. The final precise
ephemeris was downloaded from the IGS website and used to correct for orbital errors.
All observation files were processed using two different reference stations for the purpose
of examining the effect of various baseline lengths. One of the reference stations was
selected from the Canadian Active Control System (CACS) network operated by NRCan,

and the observation was downloaded from the Internet.

6.1.1 Reference Receiver Coordinates (Truth-Data)

The first step was to compute the coordinates for the data collected by the dual-frequency
receiver for all the observations to be used as truth data. The dual-frequency receiver was
simultaneously logging data via an antenna splitter during all field data collection. The
reference coordinates were computed using both TTC and Bernése software. A:the
results derived from the Bernese scientific software are more accurate, these results are

used in this research. They are referred to as the “known coordinates”.

The coordinates derived for point PIER by both the TTC and Bernese software were

checked against the published coordinates. Millimetre accuracy was achieved for both the
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horizontal and the vertical coordinates. Figure 6.1 shows the difference between the
published coordinates for point PIER and the coordinates derived from the dual-

frequency receiver using the TTC and Bernese software.
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Figure 6.1 Difference between Published PIER Coordinates and Coordinates Derived by

Dual-Frequency Receiver and computed by TTC and Bernese Software

Table 6.1 shows the geographic coordinates for all four locations (Steel, Milton, Ryerson,

and PIER) as derived by the dual-frequency receiver and processed using Bernese

software.
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Table 6.1 Coordinates for the Reference Receiver using Bernese Software (Known

Coordinates)

Ellipsoidal
Point Latitude Longitude height
Steel N 43°48' 15.615986" | W 79°23'37.994765" | 118.2495m

Milton N 43° 33'54.945925" | W 79°50'37.124103" | 158.4227m

Ryerson N 43° 39'36.557617" | W 79°22'36.696172" | 57.2050m

PIER N 43°43'31.600874" | W 79°29'10.612134" | 136.7749m

6.1.2 Short Baseline Test Results

The Toronto base station (located in Etobicoke) was used for the short baseline testing.
The data were processed using TTC and Bernese software in two stages. Firstly, all the
measurements were processed without isolating any of the satellites. The measurements
were then processed using the results obtained from the wavelet algorithm discussed in
Chapter 5. The processing involved disabling the satellites with the maximum multipath

disturbance, as assessed by standard deviation values computed in Chapter 5.

(a) Ryerson. Figure 6.2 shows the results derived by the ACI12 single-frequency
receiver for point Ryerson before isolating multipath contaminated satellites. Figure 6.3
shows the results after isolating multipath contaminated satellites. The baseline length for
point Ryerson is 20 km (Figure 4.6). The scale .for Figure 6.2 is in metres whereas the

scale for Figure 6.3 is in centimetres.

Point Ryerson was observed under severe multipath conditions. In addition, more than
50% of the observed satellites were either at very low elevations or setting during the

observation period (as shown in Table 5.2). Figure 6.2 clearly shows the severe effect of
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multipath at point Ryerson, and the resulting deterioration in the positioning accuracy
obtained from the GPS technology. The Figure shows the effects of multipath on all three
positioning components: latitude, longitude, and ellipsoidal height. The deterioration in
positioning caused by multipath is very clear, especially for the height component which
reached 9.29 m (Bernese software). This demonstrated that multipath plays a significant
rule in deteriorating the ambiguity resolution, even for short baselines. It has a crucial
effect on contaminating both the station coordinates and the ambiguities. ( Hofmann-

Wellenhof et al., 2008).
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Figure 6.2 Point Ryerson Coordinates Differences (from known coordinates) Before

Isolating Multipath Contaminated Satellites

Figure 6.3 shows the very substantial improvements in accuracy achieved for all three
positioning components when the severely multipath contaminated satellites were

removed from the final data processing. The differences dropped from metres to a few
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centimetres. All the differences were less than 5 cm except for the longitudinal
component determined by TTC which was 16.95 cm. This result may be attributed to a

deficiency in the TTC software regarding the correction of some cycle slips in the data.
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Figure 6.3 Point Ryerson Coordinates Differences (from known coordinates) After

Isolating Multipath Contaminated Satellites

Tables 6.2 and 6.3 respectively show the coordinates for point Ryerson derived by TTC
software before and after isolating severely multipath contaminated satellites. The Tables
show the computed coordinates and the differences from the known coordinates in

seconds and metres or centimetres.
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Table 6.2 Ryerson Coordinates and Difference from Known Coordinates Before

Isolating Severely Multipath Contaminated Satellites derived by TTC Software

Ryerson AC12 Single Diff (sec) Diff (m)
Latitude N 43° 39’ 36.57032” 0.0127 0.28518
Longitude | W 79° 22’ 36.52981” 0.16636 3.73482
Ellipsoidal
height 66.073 8.86

Table 6.3 Ryerson Coordinates and Difference from Known Coordinates after Isolating

Severely Multipath Contaminated Satellites derived by TTC Software

Ryerson AC12 Single Diff (sec) Diff (cm)
Latitude N 43°39'36.55783" 0.00021 0.478185
Longitude | W 79°22'36.70372" 0.007548 16.94526
Ellipsoidal
height 57.2395m 3.45

Tables 6.4 and 6.5 respectively show the coordinates for point Ryerson derived by

Bernese software before and after isolating severely multipath contaminated satellites.

The Tables show the computed coordinates and the differences from the known

coordinates in seconds and metres or centimetres.

Table 6.4 Ryerson Coordinates and Difference from Known Coordinates Before

Isolating Severely Multipath Contaminated Satellites derived by Bernese Software

Ryerson AC12 Single Diff (sec) Diff (m)
Latitude N 43° 39’ 36.526437” 0.03118 0.69999
Longitude | W 79° 22’ 36.492240” 0.20393 4.5782
Ellipsoidal
height 66.4972m 9.29
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Table 6.5 Ryerson Coordinates and Difference from Known Coordinates After Isolating

Severely Multipath Contaminated Satellites derived by Bernese Software

Ryerson AC12 Single Diff (sec) Diff (cm)
Latitude N 43° 39' 36.556976" 0.000641 1.439045
Longitude | W 79° 22'36.694283" 0.001889 4.240805
Ellipsoidal
height 57.2482m 4.32

Table 6.6 shows the improvement in all positions after removing the satellites that were
severely contaminated with multipath. Both the TTC and the Bernese software brought
about improvements of more than 95 %. Most improvements were around 98 or 99 %.
These improvements demonstrate the significance of the proposed wavelet analysis in
identifying the multipath effect in GPS data.

Table 6.6 Improvement Achieved for Ryerson Coordinates After Isolating Severely

Multipath Contaminated Satellites Derived by TTC and Bernese Software

S/W TTC Bernese
Latitude 98.32% 97.94 %
Longitude 95.46 % 99.07 %
Ellipsoidal
height 99.61% 99.53%

(b) PIER. Figure 6.4 shows the results derived: by the ACI2 single—frequ‘énc-y
receiver for point PIER before isolating severely multipath contaminated satellites.
Figure 6.5 shows the results after isolating multipath contaminated satellites. The
baseline length for point PIER is 10 km (Figure 4.6). The scale for Figure 6.4 is in metres

whereas the scale for Figure 6.5 is in centimetres.

122



Although the baseline is only 10 km, multipath dramatically deteriorated the accuracy of
all positioning components. The deterioration is especially clear for the corrupted data
handled by Bernese software where the error in the longitudinal component reached
15.74 m. This result reflects the weakness of Bernese software in handling corrupted data
collected by single-frequency receivers. Bernese software was initially designed for
processing high quality GPS measurements, mainly collected by dual-frequency receivers

for scientific applications.
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Figure 6.4 PIER Coordinates Differences (from known coordinates) Before Isolating

Multipath Contaminated Satellites

Figure 6.5 again shows the efficiency of the db8 wavelet proposed in Chapter 5 for
multipath identification: both the TTC and Bernese software demonstrate very substantial
improvements in the accuracy achieved for all three positioning components when the

severely multipath contaminated satellites were removed from the final data processing.

123



The results obtained using Bernese software show a dramatic improvement in all three
components. The largest error using Bernese software is 5.16 cm for the height
component. The largest error using TTC software is 62 cm for the longitudinal
component. This result might be attributed to the inability of TTC software to properly

detect and correct for cycle slips in this particular situation.
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Figure 6.5 PIER Coordinates Differences (from known coordinates) After Isolating

Multipath Contaminated Satellites

Tables 6.7 through 6.10 show the difference in the coordinates derived by TTC and
Bernese software for point PIER before and after isolating satellites with severe
multipath. The Tables show the computed coordinates and the differences from the

known coordinates in seconds and metres or centimetres.
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Table 6.7 PIER Coordinates and Difference from Known Coordinates Before Isolating

Severely Multipath Contaminated Satellites derived by TTC Software

PIER AC12 Single Diff (sec) Diff (m)
Latitude N 43° 43’ 31.59153” 0.009344 0.2097
Longitude | W 79° 29’ 10.55424” 0.057894 1.2997
Ellipsoidal
height 137.382m 0.6071

Table 6.8 PIER Coordinates and Difference from Known Coordinates After Isolating

Severely Multipath Contaminated Satellites derived by TTC Software

PIER AC12 Single Diff (sec) Diff (cm)
Latitude N 43°43'31.59903" 0.001844 4.13978
Longitude | W 79°29'10.58441" 0.027724 62.24038
Ellipsoidal
height 136.8280m 5.31

Table 6.9 PIER Coordinates and Difference from Known Coordinates Before Isolating

Severely Multipath Contaminated Satellites derived by Bernese Software

PIER AC12 Single Diff (sec) Diff (m)
Latitude N 43° 43’ 31.732796” 0.133418 2.99523
Longitude | W 79° 29’ 11.313057” 0.700923 15.7357
Ellipsoidal
height 137.9937m 1.218

Table 6.10 PIER Coordinates and Difference from Known Coordinates After Isolating

Severely Multipath Contaminated Satellites derived by Bernese Software

PIER AC12 Single Diff (sec) Diff (cm)
Latitude N 43° 43' 31.600804" 0.00007 0.15715
Longitude [ W 79° 29'10.610920" 0.001214 2.72543
Ellipsoidal
height 136.7233m 5.16
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Table 6.11 shows the improvement in all positions after removing the satellites that were

severely contaminated with multipath. The TTC’s improvements ranged from 52 % to 91

%. The Bernese software’s improvements exceeded 95 % and reached almost 100 %.
Table 6.11 Improvement Achieved for PIER Coordinates After Isolating Severely

Multipath Contaminated Satellites derived by TTC and Bernese Software

S/W A IC Bernese
Latitude 80.26% 99.95%
Longitude 52.11% 99.83%
Ellipsoidal
height 91.25% 95.76%

(c) Steel. Figure 6.6 shows the results derived by the AC12 single-frequency receiver
for point Steel before isolating severely multipath contaminated satellites. Figure 6.7
shows the results after isolating multipath contaminated satellites. The baseline length for
point Steel is 20 km (Figure 4.6). The scale for both Figure 6.6 and Figure 6.7 is in

centimetres.

As the data collected for point Steel were obtained under a moderate multipath
environment, the results obtained even before isolating any satellites are more accurate
when compared to the results obtained for points Ryerson and PIER. The resultsﬂ obtained
by the TTC software were worse than the resuits derived by the Bernese software,

especially for height component (27.25 cm with the TTC software).
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Figure 6.6 Steel Coordinates Differences (from Known Coordinates) Before Isolating

Multipath Contaminated Satellites

Figure 6.7 clearly shows an improvement in all three components (latitude, longitude,
ellipsoidal height) after the multipath disturbance in each GPS signal was successfully
identified by the proposed wavelet algorithm and multipath contaminated satellites were
isolated from the final processing. The largest error was less than 4 cm (see height
component derived by the TTC software). The accuracy of all the latitude and longitude

results derived by both the TTC and Bernese software is less than half a centimetre.

The results shown in Figure 6.7 indicate that both software packages can be used to
process data collected by a single-frequency receiver under a moderate multipath
environment, providing that multipath contaminated satellites are identified and removed

from the final processing.
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Figure 6.7 Steel Coordinates Differences (from Known Coordinates) After Isolating

Multipath Contaminated Satellites

Tables 6.12 through 6.15 show the difference between the coordinates derived by TTC
and Bernese software for point Steel before and after isolating satellites with severe
multipath. The Tables show the computed coordinates and the differences from the
known coordinates in seconds and centimetres.

Table 6.12 Steel Coordinates and Difference from Known Coordinates Before Isolating

Severely Multipath Contaminated Satellites derived by TTC Software

Steel AC12 Single Diff (sec) Diff (cm)
Latitude N 43° 48’ 15.61391” 0.002076 4.6606
Longitude | W 79° 23’ 37.98957” 0.005195 11.66277

Ellipsoidal
height 118.522m 27.25
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Table 6.13 Steel Coordinates and Difference from Known Coordinates After Isolating

Severely Multipath Contaminated Satellites derived by TTC Software

Steel AC12 Single Diff (sec) Diff (cm)
Latitude N 43° 48’ 15.61597” 0.000016 0.03592
Longitude | W 79° 23" 37.99457” 0.000195 0.437775
Ellipsoidal
height 118.2119m 3.76

Table 6.14 Steel Coordinates and Difference from Known Coordinates Before Isolating

Severely Multipath Contaminated Satellites derived by Bernese Software

Steel AC12 Single Diff (sec) Diff (cm)
Latitude N 43° 48’ 15.616085” 0.000099 0.2222
Longitude | W 79° 23’ 37.994687” 0.000078 0.17511
Ellipsoidal
height 118.2801m 3.06

Table 6.15 Steel Coordinates and Difference from Known Coordinates After Isolating

Severely Multipath Contaminated Satellites derived by Bernese Software

Steel AC12 Single Diff (sec) Diff (cm)
Latitude N 43°48' 15.616048" 0.000062 0.13919
Longitude | W 79° 23' 37.994626" 0.000139 0.312055
Ellipsoidal
height 118.2369m 1.26
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Table 6.16 shows the improvement in all positions after removing the satellites that were
severely contaminated with multipath. The Bernese software’s improvements ranged
from 37 % to 59 %. The only exception is in the longitudinal component which was
degraded by 0.14 cm. The TTC software’s improvements exceeded 86 % and reached
almost 99 %.

Table 6.16 Improvement Achieved for Steel Coordinates After Isolating Severely

Multipath Contaminated Satellites derived by TTC and Bernese Software

S/W TTC Bernese
Latitude 99.23% 37.36%
Longitude 96.25%
Ellipsoidal
height 86.20% 58.82%

(d)  Milton. Figure 6.8 shows the results derived by the ACI2 single-frequency
receiver for point Milton. The baseline length for point Milton is 26 km (Figure 4.6). The
scale for Figure 6.8 is in centimetres. Point Milton was located in a relatively open area,
and the multipath was introduced by a parked vehicle. As the multipath effect was very
minimal, no satellite was removed from the data processing, to preserve the geometry of

the satellites.

The TTC and Bernese software gave good results. The largest error is the height
component derived by TTC (5.26 cm). The accuracy of all the latitude and longitude
results derived by both the TTC and Bernese software is less than 2 cm. These results

support the applicability of the single-frequency sensor for precise applications.
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Figure 6.8 Milton Coordinates Differences (from known coordinates)

Tables 6.17 and 6.18 show the coordinate differences derived for point MILTON using
TTC and Bernese software. The Tables show the computed coordinates and the
differences from the known coordinates in seconds and centimetres.

Table 6.17 Milton Coordinates as derived by TTC Software

Milton AC12 Single Diff (sec) Diff (cm)
Latitude N 43° 33' 54.94634" 0.000415 0.931675
Longitude | W 79° 50'37.12427" 0.000167 0.374915
Ellipsoidal
height 158.3701 5.26

Table 6.18 MILTON Coordinates as derived by Bernese Software

Milton AC12 Single Diff (sec) Diff (cm)
Latitude N 43° 33' 54.946566" 0.000641 1.439045
Longitude | W 79° 50' 37.123905" 0.000198 0.44451
Ellipsoidal
height 158.4006 221
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6.1.3 Long Baseline Test Results

This section compares the solution derived for each data collection point from the two
different reference stations used in this research. The two reference stations (which are
described in Section 4.3.1) were Toronto (located in Etobicoke), and PWEL (located
across Lake Ontario in Port Weller). As the purpose of the comparison is to examine the
effect of baseline distance, the analysis was restricted to the satellites with the least
multipath effect, and only Bernese software was used. Bernese software was preferred to
TTC software due to its robustness in deriving more reliable coordinates for most of the
positions at the data collection points (especially at points Ryerson and PIER), as
discussed in Section 6.2.1. The PWEL reference station is part of the Canadian Active
Control (CAC) network, so the data were downloaded in RINEX format from the NRCan

website.

(@) Steel. Figure 6.9 compares the results obtained for point Steel using baselines of
20 km and 65 km, respectively. The coordinates difference obtained for all three
positioning components (latitude, longitude, and ellipsoidal height) are less than 1.6 cm.
This result shows that the data collected with the single-frequency receiver at this point
for two different baseline lengths were reliable. The largest error is found .in the

latitudinal component (1.59 cm) for the PWEL refere;’nce station (baseline of 65 km).
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Software

(b)  Milton. Figure 6.10 compares the results obtained for point Milton. The baselines
are 26 km and 63 km, respectively. The results shown in Figure 6.10 also demonstrate the
reliability of the single-frequency sensor in delivering high accuracies for short and long
baselines. The accuracy for all three positioning components is within 2.5 cm. When the
baseline is increased from 26 km to 63 km, the loss of accuracy is minimal for the
latitudinal and longitudinal components, but the results for the height component show an
improvement. This result for the height component might be due to different
environments at the two reference stations or to the accuracy of reference station

coordinates. This issue should be further investigated in future research.
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(c) Ryerson. Figure 6.11 compares the baseline results obtained for point Ryerson in
downtown Toronto. The baselines are 21 km and 49 km, respectively.

Figure 6.11 shows that the accuracy derived for the long baseline was less than the
accuracy for the short baseline, especially for the latitudinal and height components, i.e.,
isolating the severely contaminated satellites was more effective in improving the results
for the short baseline than for the long baseline. Bernese software employs the SIGMA
technique to resolve ambiguity for single-frequency observations, but two conditions
must be observed and met precisely in order to implement the SIGMA algorithm (Dach et
al., 2007):

l. The single frequency data should be collected with long sessions (time), and short

baselines (less than 20 km).
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2. High quality code measurements with long sessions are required if long baselines
are observed.

The second condition was clearly not met in the case of the Ryerson long baseline data.

The multipath corrupted the code measurements and distorted the ambiguity. An accurate

fixed solution requires high-quality measurements over a long period of time, good DOP,

and multipath-free observations. The accuracy at point Ryerson may also have been

degraded by atmospheric conditions and orbital biases at both ends of the baseline (base

and rover).

Despite these problems, the coordinates differences for the latitudinal and longitudinal
components are less than 9 cm for both the short and the long baselines. This is a good
result for a 49 km baseline using single-frequency receiver in a severe multipath

environment. The largest error is 33 cm in the height component.
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Figure 6.11 Ryerson Coordinates Differences using Bernese Software
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(d) PIER. Figure 6.12 compares the coordinate differences for point PIER for the
short and long baselines. The baselines are 10 km and 59 km, respectively. The
differences for the short baseline and for the latitudinal component of the long baseline
are small (up to 5.16 cm), but the differences for longitudinal and height components of
the long baseline are very much larger (around 20 cm). The largest error is the long
baseline’s longitudinal component (22.8 cm). This result could again be due to the effect

of the remaining multipath on the process of ambiguity resolution for the long baseline.
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Figure 6.12 PIER Coordinates Differences using Bernese Software

(e) Summary of Long Baseline Test Results. Table 6.19 summarizes the
coordinates derived by Bernese software for the long baselines investigated using the
PWEL reference station. The Table shows the computed coordinates and the differences

from the known coordinates in seconds and metres.
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The differences at points Steel and Milton are small and mostly about 1 cm. The
differences at points Ryerson and PIER are very much larger: at PIER, the height
component reached an error of 18.16 cm, and 22.85 c¢m in the longitudinal component;
while the largest error at Ryerson was for the height component (33 cm).

Table 6.19 Coordinates derived by Bernese Software using the

PWEL Reference Station

Steel AC12 Single Diff (sec) Diff (cm)
Latitude | N 43°48' 15.616694" 0.000708 1.58946
Longitude | W 79° 23' 37.994816" 0.000051 0.114495

Ellipsoidal
height 118.2372m 1.23
Milton AC12 Single Diff (sec) Diff (cm)
Latitude | N 43° 33' 54.946568" 0.000643 1.443535
Longitude | W 79° 50' 37.124494" 0.000391 0.877795
Ellipsoidal
height 158.4286 0.59
Ryerson AC12 Single Diff (sec) Diff (cm)
Latitude | N 43° 39' 36.554017" 0.0036 8.499
Longitude | W 79° 22' 36.693455" 0.002717 5.729
Ellipsoidal
height 56.8593m 33
PIER AC12 Single Diff (sec) Diff (cm)
Latitude N 43° 43' 31.599378"" 0.001496 3.35852
Longitude | W 79° 29' 10.601954" 0.01018 22.8541
Ellipsoidal
height 136.9565m 18.16
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6.2 Results for Precise Point Positioning

Online NRCan PPP can be used only to process code measurements when data are

collected by single-frequency receivers, while phase data are used to process observations

collected by dual- frequency receivers (NRCan, 2007). The following comments can be

drawn for PPP using single-frequency measurement:

The accuracy of the final positions obtained for single-frequency measurements
will be less than the accuracy obtained for dual-frequency data because having
two frequencies allows dual-frequency users to eliminate ionospheric error by
forming ionospheric free linear combination. In the case of single-frequency data,
global ionospheric maps produced by IGS are used by PPP to handle the
ionospheric effect.

The resolution of the L1-code measurements is significantly less than the one for
the carrier phase measurements.

Tropospheric delay may also degrade PPP results. This is because the total zenith
delay is estimated with millimetre precision when dual-frequency measurements
are available, but NRCan PPP accounts for tropospheric delay in LI
measurements by using a tropospheric model along with default surface
meteorological data and an elevation mapping funption (NRCan, 2007).

L1-code is more affected than carrier phase data by multipath, and multipath

effects have a major role on degrading the accuracy of the estimated coordinates.

Figures 6.13 and 6.14 show the accuracies obtained for all four points observed in

static mode using single-frequency receiver. Figure 6.13 shows the results for the
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points with minimal multipath effect (Steel and Milton). Figure 6.14 shows the results

for the points with severe multipath effect (Ryerson and PIER).

Figures 6.13 and 6.14 show that the PPP results do not deliver clear cut differences
between the points with minimal and severe multipath effect. The user does not have
the option of disabling the unwanted satellites. If this option was available, it would
improve the accuracy of the coordinates derived after removing the severely

multipath contaminated satellites identified by the wavelet analysis in Chapter 5.
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Figure 6.13 PPP-Results for Points with Minimal Multipath Effect
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6.3 Results for Kinematic Baseline

Section 4.3.3 introduced the equipment used in the kinematic test. Trimble Total Control
(TTC) software was used to process the data collected by the single- and dual-frequency
receivers using the On-The-Fly (OTF) ambiguity resolution technique. The ionospheric
bias was corrected by applying the IGS ionospheric maps for the period of observation.
The Saastamoinen tropospheric model (see Section 2.4.5) was used to account for the
tropospheric delay, and the IGS final precise ephemeris was implemented to correct for

the ephemeris error.

The initial results indicated that most of the positioning derived along the track was

<

driven by code data rather than by carrier phase data. This was because the cycle slips
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and the continuous loss of locks encountered during the observations distorted the OTF
ambiguity resolution. Of the 8,165 epochs recorded, only 2,755 were derived by carrier

phase positioning. Figure 6.15 shows the vehicle track during the data collection.

43.84

BlBes 796 7955 795 7945 194 7935
Longitudes in decimal degrees

Figure 6.15 Vehicle Track during the Data Collection

The OTF technique is the most advanced technique available for resolving carrier phase
ambiguities during motion. The technique requires continuous lock on at least five
satellites for a sufficient period of time (Hofmann-Wellenhof et al., 2008). The time
interval required is usually from 10 seconds to 1 minute for dual- frequency data, and
from 5 to 10 minutes for single-frequency data (Trimble, 2007a). The exact time
requirements for OTF ambiguity resolution depend very much on the number of tracked

satellites, the satellite geometry, and the signal multipath.
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The following comments are based on the results obtained by the dual- and single-

frequency receivers:

1.

Since OTF uses code pseudoranges to define the search space for ambiguity
resolution (Hofmann-Wellenhof et al., 2008), this code solution should be as
accurate as possible. The accuracy is directly related to the type of receiver used
for data collection. The use of a dual-frequency receiver that is internally
equipped with a multipath mitigation technique, such as the Narrow Correlator
(see Section 3.5.2) will produce better code resolution than will a standard code
receiver.

The ability of dual-frequency receivers to use measurements collected by L1 and
L2 frequencies to form linear combinations such as the ionosphere-free linear
combination and the wide-lane linear combination tremendously reduces the
search time required for ambiguity resolution. This feature is not available for

single- frequency users.

When loss of lock occurred, dual-frequency receiver provided faster initialization and

required less tracking time than did the single-frequency receiver. For single-frequency

receivers, ambiguity resolution at the beginning of the observation session and after a

cycle slip is a major concern, and causes many problems.
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The final coordinates of the kinematic baseline were based on 30 minutes of carrier phase
measurements. The baseline extends about 10 km in the east-west direction and about 7.5

km in the north-south direction, as shown in Figure 6.16.
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Figure 6.16 Final Track derived by Carrier Phase Observation for Single- and Dual-

Frequency Receivers

Table 6.20 summarizes the statistics for the kinematic coordinates derived for latitude,
longitude and ellipsoidal height for the test track. The average difference between the
reference coordinates and the results derived by the single-frequency receiver for the
horizontal components (latitude and longitude) is less than 6 cm, and the corresponding
standard deviations are smaller than 10 cm. The average difference in the ellipsoidal

height component is 11.05 cm, and the corresponding standard deviation is 25.5 cm. The
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results support the possibility of implementing single-frequency receivers for various

precise kinematic applications.

Table 6.20 Kinematic Coordinates Difference Results

Maximum Minimum Mean Stal.]dz.lrd
Parameter (i) - (emm) deviation
(cm)
Latitude diff 10.51 -9.38 0.73 4.68
Longitude diff 19.56 -10.59 5:.93 9.20
Ellipsoidal
height diff 47.10 -77.9 11.05 25.55

Figure 6.17 shows the difference in the three positioning components (latitude, longitude

and ellipsoidal height) from the reference receiver.

Figure 6.17 Differences in Positioning Components for the Observed Trajectory

by AC12 sensor
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7 CONCLUSIONS AND RECOMMENDATIONS

7.1 Conclusions

Precise positioning using single-frequency GPS receivers under various multipath
environments have been extensively investigated in this research. The L1 code minus
carrier residuals, with ionospheric delay removed, was estimated for each satellite signal,
leaving essentially multipath and system noise. A wavelet-based multipath identification
technique was successfully implemented to identify the code multipbath in the residuals.
The reliability of the proposed multipath identification technique was demonstrated
through the improvement in the user position estimation at various locations with
moderate to high multipath environments. It has been shown that the positioning
accuracy was improved by up to 99% when wavelet-identified multipath-contaminated
satellites were isolated from the final data processing. The improvement is more
significant when the multipath error is large. The achieved results convincingly
demonstrated the reliability of the wavelet analysis technique in identifying the
multipath-contaminated satellite signal. This technique furnished the ground to isolate the
multipath-contaminated satellites from the baseline processing, which results in speeding
up the ambiguity resolution and improving the accuracy of the estimated baseline

components.
Various static baselines with lengths ranging from 10 to 65 km were processed with both

the Bernese and the TTC software packages to validate our proposed multipath

identification strategy and to examine the performance of the low-cost systems. The end
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points of the baselines were located at various multipath environments. In all cases, the
final coordinates obtained with the Bernese scientific software package were used as the
ground truth. Prior to removing the multipath-contaminated satellites, the obtained
accuracy of the horizontal components ranged from 0.69 m to 15.7 m when data were
processed with Bernese software, while the accuracy of the vertical component ranged
from 1.2 m to 9.3 m. On the other hand, the accuracy of the horizontal components
determined by TTC software ranged from 0.21 m to 3.5 m, and the vertical component
accuracy ranged from 0.61 m to 8.9 m. This, however, was improved to 0.16 cm and 5.2
cm for both the horizontal and vertical components, respectively after isolating the
multipath-contaminated satellites identified with our wavelet-based method. The low-cost
system was also tested in kinematic mode, where on-the-fly technique was implemented
for ambiguity resolution. The data collected by the system suffered from continuous lose
of lock which distorted the ambiguity resolution and most of the derived positioning was

code-based solution instead of carrier phase.

7.2  Recommendations
Based on the results achieved in this research, further issues need to be investigated in
future research. Among these are the following:
e To investigate the possibility of modeling the other remaining errors in the
residuals, e.g. hardware delay, to be able to identify multipéth in more rigorous

manner.

146



To improve the productivity of low-cost systems in multipath environment, a
more rigorous wavelet-based method is needed to automatically identify
multipath-contaminated satellite signals.

More work is required to examine our proposed multipath identification strategy
in the kinematic mode.

With the availability of real-time precise orbit and satellite clock corrections from
several organizations such as IGS and NRCan, the performance 6f low-cost
systems should be evaluated in real-time PPP mode.

In this research geodetic-quality antenna was implemented. Therefore, additional
tests are required to determine the suitability of using low-cost antennas for both
static and kinematic positioning.

Since the achieved results are appealing for various single-frequency GPS users,
other low-cost receivers, such as Garmin and Ublox need to be examined in future
research.

Further work should be done to examine the temporal correlations of system noise
of low-cost GPS receivers.

Finally, the effect of ionospheric disturbance can be significantly reduced,
especially for longer baselines if higher resolutions ionospheric maps are
implemented in the GPS post-processing softwares, for example NOAA USTEC

ionospheric maps.
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APPENDIX: SUPPLEMENTARY PPP RESULTS

1. PPP results for point STEEL
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Figure 1. PPP results for point STEEL
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2. PPP results for point MILTON
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Figure 2. PPP results for point MILTON
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3. PPP results for point RYERSON
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Figure 3. PPP results for point RYERSON
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4. PPP results for point PIER
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Figure 4. PPP results for point PIER
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