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#### Abstract

The hardware-sofiware co-synthesis of an embedded system's architecture involves the partitioning of a system specification into hardware and software modules so as to meet varions mun-finntional requirements. A designer can specify many non-functional requirements inchuding cost, performunce. reliability etc. In this thesis, we present an approach to the hardware-software co-synhesis of embedded systems targeting hypercube topologies. Hypercube topologies provide a flexible and reliable architecture for an embedded device with multiple processing elements. To the best of our knowledge, this is the first time that hypercuhe topologies have been supported in a co-synhesis algorithm. The co-synthesis approach presented here supports the following features: 1) input in the form of an acyclic periodic rask graph with real-time constraints, 2) the pipelining of task graphs. 3) the use of a heterogeneous set of processing elements, 4) Support for fault tolerance through our newly developed group based fault tolerance technique. The co-synthesis algorilhm has been applied to two case studies to demonstrute its efficacy.
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# CHAPTER 1 <br> INTRODUCTION 

### 1.1 Overview

The average Canadian equates the idea of a computer with a desktop or laptop. In actuality, the definition of a computer is much broader. It is estimated that in the average Canadian's home there are 30 to 40 embedded systems. Television. audio systems, refrigerators, telephones, temperature controls and stoves all use embedded computers. Embedded computers also play an integral role in many of the assisted devices that aid disabled individuals in performing daily activities, e.g. power wheelchairs and communication devices. Additionally, many embedded devices are responsible for protecting human life; embedded computers control modern medical instrumentation, airplanes, air traffic control systems, anti-lock breaking systems (ABS) and even the "fasten your seatbelt" light on the dashboard of your car. By many estimates, embedded devices account for $99 \%$ of worldwide computers while desktops and laptops account for just $1 \%$. Embedded computers are small-scale application-specific computing devices. Embedded computers already permeate our society and their growth is expected to continue indefinitely.

It is common knowledge that technological developments are producing increasingly efficient and compact computers. This applies to embedded computers as well. The
more powerful and complicated the components of an embedded device. the more difficult it is for a computer engineer to produce a product that meets safety. performance, cost and power consumption requirements within a reasonable amount of time. The production of the high performance embedded devices of the future will require tools and formal methods to aid engineers in system design and development.

The research presented in this thesis is centred around the development of computer aided design (CAD) software tools that will be used to aid in the design and development of future embedded devices. Essentially, an engineer will tell the CAD tool what the desired device should be capable of doing; the tool will analyze the given information and recommend a reliable and efficient design. This can aid a product engineer in developing systems that are far more reliable, cost, time and power efficient. Reliability is key for the development of safety-oriented devices that are responsible for protecting human life. Minimal production cost is important for ensuring the final products are accessible to all people regardless of socio-economic status. Similarly, decreased labour costs as a result of more expedient design, results in a cheaper product. Finally, minimizing a device's power consumption is essential to reducing energy costs, both financial and environmental. These CAD tools will aid in the development of new devices that will continue to play a central role in our lives.

Within electrical and computer engineering, embedded systems research is in its infancy. This makes it an exciting field to work in as it provides unique and novel
opportunities. It is also attractive due to its broad range of applications (acrospace, automotive, communications etc.). Developing these software lools can be technically challenging and thus intellectually rewarding.

### 1.2 Original Contributions

This thesis presents a new hardware-software co-synthesis tool to aid in the design and development of high performance embedded devices. The proposed approach focuses primarily on computationally intensive computing systems requiring high levels of fault tolerance. A full hardware-software co-synthesis approach is presented with comparisons to a fully exhaustive technique. Implementation results are also provided in order to further demonstrate the algorithm's efficacy.

The major contributions of this thesis are as follows:

- Development of a hardware-software co-synthesis algorithm capable of generating hypercube architecture based embedded devices
- Development of group based fault tolerance (GBFT), a technique designed to effic $\ldots$.atly add support for fault tolerance in embedded systems at the task graph level
- Comparative analysis between the newly developed GBFT algorithm and other existing methods
- Comparative analysis between the co-synthesis algorithm presented here and
the optimal case
- Implementation of a security/navigation device in simulation in order to demonstrate the efficacy of the co-synthesis algorithm
- Implementation of a parallel block matching device in order to
demonstrate the efficacy of the co-synthesis algorithm
- Prototype construction of the block matching case study


### 1.3 Thesis Organization

This thesis consists of five chapters. The second chapter encompasses a survey of hardware-software co-design, and a thorough survey of hardware-software partitioning, and co-synthesis. Chapter 2 also includes background on hypercube architectures. These two chapters are intended to provide the basic understanding of the design issues of hardware-software embedded systems and to survey the existing research in this field.

The third chapter is the main component of this thesis. It consists of a full description of all of the components of the co-synthesis algorithm. These include group based fault tolerance, a pipelined scheduling technique, a method for adding processing elements to the current system design, placing existing processing elements within a hypercube topology and synthesizing all required communication links.

The fourth chapter describes the two case studies implemented in order to demonstrate the algorithm's efficacy. The first case study performs the decoding of parallel MPEG-2 video streams and compares the algorithm's results with that of an exhaustive technique. The second case study performs parallel block matching and a final prototype device is constructed. The fourth chapter also includes a discussion of the experimental results obtained from both of the case studies. The fifth chapter concludes this thesis.

## CHAPTER 2

## DESIGN OF EMBEDDED SYSTEMS

### 2.1 Introduction to Hardware-Software Co-Design

This section surveys hardware software co-design. Hardware-software co-design is an active area of research that involves the development of tools and methodologies to aid in the design of embedded computer systems. Embedded computers are processing devices used in areas as diverse as wireless communications, medical instrumentation, transportation and food preparation. Although these fields are widely different, the embedded device components of the products share common design techniques. This is an outline of hardware-software co-design: a method for designing and developing an embedded computer device. The motivation behind codesign is that both hardware and software components should be addressed simultaneously in order to ensure that the final device meets cost, performance, reliability and power consumption goals.

Separate software and hardware design methods have been the subject of a great deal of research over the years [21, 41]. However, the design of both hardware and software as a joint venture remains an area of rapidly growing research. Most of the embedded systems research has been stimulated by the development of fairly inexpensive high performance microprocessors [8]. When embedded processors were
exclusively small and responsible for the execution of minimal amounts of software, simple techniques were more than sufficient to create devices that satisfied performance and functional goals within a reasonable time to market. With the number of transistors on a chip increasing exponentially, embedded devices have the potential to utilize far more sophisticated circuits and architectures [48]. The embedded engineer requires $C A D$ tools to aid in the design and development of embedded computers and to predict implementation costs.

The rest of the subsection introduces the motivation behind hardware-software codesign of embedded systems. Additionally, it intends to introduce the various components of the hardware-software co-design process.

## Co-Design Overview

The embedded system design process will vary considerably with respect to the type of product under development. However, commonalities can be identified and the ability to abstract hardware and software components to the same level is greatly exploited in hardware-software co-design. The traditional approach to the design of an embedded computer system is to enforce hardware-software partitioning at an early stage. This results in well-defined design tracks for bith the hardware and software components. The major weakness in traditional embedded systems design
lies in the early partitioning process. A graphical overview of the traditional design approach is provided in Figure 2.1 below.


Figure 2.1: Traditional Design

One of the major flaws of such an approach is the inability of the design and development flow to correct mistakes made in the partitioning phase. If during integration, an embedded systems engineer discovers that the product will not meet
various non-functional requirements (performance, power consumption, etc.), the cost imposed on re-evaluation of the design will be extremely high.

The hardware-software co-design process begins with the creation of device requirements, which leads to a formal specification. Both functional and nonfunctional requirements such as performance, cost and power consumption are specified. This can then be converted into a standardized system description or specification. Embedded system specification requires detailed models to aid in the abstract description of component functionality. Abstract modeling that does not differentiate between hardware and software is known as co-specification. Further research into the high level modeling of embedded devices would be greatly beneficial.

It is common for this standardized description to be converted into a task graph format. Hardware-software partitioning is performed on this task graph. Partitioning is concerned with assigning an execution location (software or hardware) to each task. After partitioning, co-synthesis is performed and typically, the co-synthesis and partitioning phases are closely knit. Co-synthesis is broken down into the assignment, allocation and scheduling phases. Finally, the generated software, hardware and interface modules are integrated. Feedback in the design process can occur at system integration by returning to the partitioning phase, thus allowing the designer to refine the given solution. At integration, the overall system can be evaluated for functional and non-functional requirements by using hardware software
co-simulation. Co-simulation allows for both hardware and software components to be tested congruently. A visual overview of the co-design process is provided in Figure 2.2.


Figure 2.2: Hardware-Software Co-Design

## HW/SW Partitioning

The partitioning process is concerned with deciding what system functionality will be implemented as hardware and what will be implemented as software. Typically, an embedded device will need to meet a number of non-functional requirements. These would often include performance, price, reliability and power consumption. With more components implemented in hardware, system price and power consumption will increase. However, with a large number of components implemented in software, system performance and reliability can degrade. It is important to balance the selection of hardware and software components to ensure that all system requirements are met. Significant research has been conducted with respect to partitioning algorithms in order to automate the process of obtaining an efficient hardware-software layout for an embedded device.

## HW/SW Co-Synthesis

Hardware-software co-synthesis of an embedded device is the process by which the hardware-software architecture of the system is automatically derived to satisfy multiple goals. These goals can include factors such as cost, performance and power consumption. Hardware-software co-synthesis is inseparable from the process of
partitioning. The hardware-software co-synthesis design flow consists of three main components: allocation. assignment and scheduling. Allocation is concerned with selecting the number and type of communication links and processing elements in the system. The assignment component is concerned with the mapping of tasks to processing elements. The scheduling component is concerned with the timing of task execution and communications. Typically, the partitioner will iteratively adapt its hardware mappings based largely on the results of the scheduler. The scheduler is typically the final phase of co-synthesis. A visual overview of a common approach to co-synthesis is provided in Figure 2.3.


Figure 2.3: HW/SW Co-Synthesis

## HW/SW Co-Simulation

High performance embedded system components can be extremely complex. It is difficult to develop comprehensive analytic systems to model the performance of an embedded device that consists of complicated components. Concurrently simulating components with differing behavioural models is referred to as co-simulation. Typically, a co-simulation environment will model multiple components, both software and hardware. This can be a difficult task as software simulation consists of modeling a processor executing a series of instructions. However, hardware simulation can consist of modeling something completely different, such as an analog or digital circuit. In an embedded device it is common for the execution of application specific integrated circuits to depend on commands issued by one of the system's processors. One should note that co-simulation requires the hardware simulator to react to input from the software simulator and vice versa.

A number of co-simulation tools have been developed. One of the most well-known co-simulation tools is Seamless from Mentor Graphics. Seamless allows the user to tie in various hardware and software simulators. Seamless coordinates the communications between simulators to ensure that the overall behaviour reflects that of an embedded device. Although Seamless performs as an effective co-simulation tool, it can also be applied for hardware-software co-verification [44].

## HW/SW Co-Verification

The complexity of embedded systems prevents the designer from relying on traditional validation techniques such as simulation and testing. These techniques are insufficient to properly verify the correctness of such a system. To address this problem, new formal verification methods are needed to overcome the limitations of traditional validation techniques.

Multiple methods have been developed for performing hardware-software coverification. A common approach involves the use of a Petri-net based representation of embedded systems, as in the system named PRES [9, 10]. The PRES model proves the correctness of an embedded system by determining the truth of computation tree logic and timed computation tree logic. These research projects make use of model checking to prove the correctness of embedded systems and have used an automatic teller machine server to demonstrate the feasibility of their approach. Another approach developed by Hsiung involves the use of linear hybrid automata and employs a simplification strategy to address the state-space explosion that occurs in the formal verification of complex systems [26].

Presently, our knowledge of the joint hardware-software design process is far more limited than that of either of the two separately. While embedded systems development can be performed as separate processes of hardware and software
design, this route can be far more challenging when attempting to meet various price and performance rer nents. Additionally, this design path has a tendency to result in more error prone . ucts due to difficulties in embedded system verification.

Research into system modeling is a key element to our understanding of hardwaresoftware co-design. While many abstract models for embedded system components exist, there is a lack of accurate models to address the detailed characteristics of these components. Embedded systems are always being developed with various performance and cost metrics in mind. In order to properly meet those requirements, it is essential to develop a thorough understanding of modeling that includes both the intricacies of a component as well as its high level properties.

In the current embedded systems market, designers and developers can mostly produce devices that meet requirements within a reasonable amount of time. However, soon the utilization of sophisticated hardware-software co-design techniques will be required in order to meet future device demands. As advanced processors and ASICs become less expensive, the need for tools to aid the design and development process will increase dramatically in order to ensure the development of high quality devices with a minimum time to market.

### 2.2 Hardware-Software Partitioning

Hardware-software partitioning is the process by which the various components of an embedded computer's functionality are placed in either hardware or software. The motivation behind the partitioning process is to produce a reliable embedded device that meets performance, cost and power consumption requirements.

The partitioning process is a subset of hardware-software co-design. Computer components suitable for use in embedded devices have increased in ability and complexity dramatically in recent years. The job of an embedded systems engineer involves selecting appropriate components and integrating them to produce an embedded device. The rapid increase in both complexity and performance of these components has resulted in an increase in the difficulty of component selection and integration. These difficulties have fuelled demand for tools and design methodologies to aid in the creation of embedded devices that are comprised of both hardware and software components.

The typical embedded system design approach is significantly restrictive. The main flaw revolves around the lack of design flow after system integration and prototyping. If the system is integrated and an expensive prototype is produced, further design changes can be extremely costly. These further design changes may have to occur if
prototyping reveals that the system will not meet non-functional requirements (such as performance).

This subsection`s goal is to introduce the reader to the motivation behind hardwaresoftware partitioning for embedded devices. Additionally, this subsection intends to introduce the reader to the existing research in hardware-software partitioning.

### 2.2.1 Standard Approach

The partitioning process is concerned with deciding which system functionality will be implemented as hardware and which will be implemented as software. It is important to balance the selection of hardware and software components to ensure that all system requirements are met. Significant research has been conducted with respect to partitioning algorithms in order to automate the process of obtaining an efficient hardware-software layout for an embedded device.

The standard approach to hardware-software partitioning involves the use of a heuristic to prioritize a task set. This prioritization aids in the determination of task mapping (to hardware or software). Often much of the job of the partitioning algorithm researcher is simply to develop an effective heuristic that will result in an optimal partitioning algorithm.

The earliest partitioning algorithms proposed, began by implementing all components in software and proceeded to move components to hardware implementations until various system requirements were optimized [18]. Other early approaches proposed to implement all components in hardware and to proceed to move components to software until system requirements were met [22]. A more recent approach involves making an educated guess with reference to whether a given task should first be mapped to software or to hardware [6]. Afterwards, the algorithm would iteratively attempt re-mapping tasks from their original locations until requirements are satisfied. These techniques and versions thereof are still in use. In all cases the approach is similar, the algorithm attempts a default or initial configuration, analyzes its effectiveness and iteratively alters the current layout if non-functional requirements are not met. Other techniques to aid in the heuristics for partitioning decisions include linear integer programming [38], simulated annealing [40] and petri-nets [19].

### 2.2.2 Partitioning Granularity

Granularity defines the size of system components that can be implemented in either hardware or software. A partitioning algorithm that operates at a high level of granularity (also referred to as coarse-grained) uses only large blocks of system functionality to be implemented on any given processing element (PE). It can be beneficial for a large segment of functionality to be implemented on the same PE. This is particularly evident in larger scale distributed embedded devices, where
dividing a high grained system into smaller components and then mapping them across the system can yield an unnecessarily high communication overhead. This occurs when tightly coupled components are "spread out" throughout the system. Using the granularity that is specified by the programmer of an application is often referred to as a high level of granularity. Gupta and DeMicheli developed an approach to the coarse grained hardware-software partitioning problem [23]. They present a partitioning procedure to identify potential hardware and software components of a system. Their technique also utilizes the Olympus Synthesis System for digital design [39] for the synthesis of dedicated hardware within their system. Yen and Wolf have also developed an approach to the coarse grained partitioning problem [52]. They present an automatic iterative improvement technique for simultaneously performing concurrency optimization and hardware-software tradeoffs. By considering both concurrency and hardware-software tradeoffs, their approach is able to identify cost/performance points that may not have been identified otherwise.

A partitioning algorithm that operates at a low level of granularity (also referred to as fine-grained) will often divide an embedded system's functionality into extremely small components. Fine-grained partitioning algorithms have the disadvantage that separating system functionality on such a small scale can dramatically increase communication overheads, which has the effect of decreasing system performance. Some systems use this approach when they are dealing with partially re-configurable processors (processors whose IP cores can be modified during the design process).

Fine-grained systems can provide a better solution than coarse-grained algorithms because they are more flexible in terms of mapping the correct computationally intensive components to the appropriate processing elements. Fine-grained systems reduce the potential negative effect of having to deal with a poorly defined system functional specification. A fine-grained system can refine the design on such a small scale that some will take one single computationally intensive CPU instruction and treat it as a separate task [1]. It is common for tasks (individual components that can be mapped to hardware) to be called base blocks when dealing with fine grained partitioning. Ernst et al. have developed a heuristic approach to the fine grained hardware-software partitioning problem [18]. They have developed an iterative partitioning process which is based on hardware extraction and is controlled by a cost function. This technique is in use in the COSYMA system [40]. Knudsen and Madsen have also presented an approach to the fine grained partitioning problem [30]. This approach uses dynamic programming to solve both the problems of system execution time and hardware area constraints. This technique is in use in the LYCOS system [38].

Finally, there is one research project known that involves merging these two ideas of varying granularity [24]. This concept is known as flexible granularity. Depending on the characteristics of the specific application and the system's non-functional requirements, the selected granularity can span from a low level of base blocks all the way to the user-defined functions. This approach is intended to overcome the shortcomings of both of the previous approaches. This work also includes estimation
methodologies adapted to different levels of granularity, which help to determine the final system granularity.

### 2.2.3 Dynamic Programming

Dynamic programming is a technique ideal for problems where calculating all possible outcomes is not computationally feasible. This makes dynamic programming well suited to the partitioning problem, which can be extremely computationally intensive. Typically, a dynamic solution is recursive and iterative in nature.

Dynamic programming problems can always be divided into stages where a decision will be required at each stage. Typically there are a number of states associated with each stage. Decisions made at one stage will alter the current state into a new state in the next stage. The decision made at a given state does not depend on the decisions made in the previous state. It can be seen that dynamic programming extends itself easily to hardware-software partitioning which can be approached as a recursive, iterative, state based problem. Often a dynamic programming solution will effectively process a task graph and improve algorithm execution speed by avoiding testing infeasible combinations.

Shrivastava et al. [45] have used dynamic programming to develop an algorithm that can effectively solve the partitioning problem with extremely fast execution times. Chang and Pedram [5] have also used dynamic programming to determine the solution to the coarse-grained partitioning problem of a generic task graph. Knudsen and Madsen [31] have used dynamic programming to determine the solution to the fine-grained partitioning problem.

### 2.2.4 Fault Tolerance

Fault tolerance is a large area of computing, whereby computational devices are developed which must meet various mission critical and safety critical requirements. These types of systems are common in aerospace and biomedical applications. Fault tolerant computing has been a large area of study [46], however, incorporating some of these ideas into hardware-software partitioning is an extremely young discipline.

It is common in the development of fault tolerant devices to incorporate a system's fault tolerant components late in the design process. This often creates a significant overhead in terms of implementation cost. Incorporating fault tolerance at an earlier stage of design is likely to be very beneficial in reducing this overhead. This line of reasoning has sparked research in incorporating fault tolerance into earlier phases in the design process, such as hardware-software partitioning.

Fault tolerant hardware-software partitioning generally involves adapting the partitioning process to automatically accommodate systems requiring fault tolerance. The most predominant work in this field is that of Dave and Jha [13]. These researchers have developed a system that will input a functional task graph specification and perform task clustering for fault tolerance. Their system will choose an error recovery topology that is optimized to use a small number of extra processing elements. Additionally, Bolchini et al. [4] have developed a partitioning algorithm that incorporates fault detection capabilities. This may not be as robust as full fault tolerance, however fault detection is relevant as it is a subset of fault tolerance.

Presently, our knowledge of the joint hardware-software design process is far more limited than that of either of the two separately. While embedded system development can be performed as a separate process of hardware and software design, this route can be far more challenging when attempting to meet various price and performance requirements. Additionally, this design path has a tendency to result in more error prone products due to a lack of formalism in design methods.

Hardware-software co-design is a burgeoning field of research and one of its most active subsets is hardware-software partitioning. Partitioning is the process of deciding what functional system components will be implemented as hardware and what will be implemented as software. Effective hardware-software partitioning is
essential for creating embedded devices that meet non-functional requirements such as performance, power consumption and cost.

Since hardware-software partitioning has begun to flourish as a field of research, greatly varying approaches to the problem have been taken. Researchers have attempted to tackle many issues and incorporate many varying ideas. The concept of varying degrees of granularity allows an algorithm to separate a system's functionality into components of various size. Dynamic programming is an iterative, recursive technique that has been effectively incorporated into approaches to partitioning. Fault tolerance is an extremely important issue, especially in embedded systems, and partitioning approaches have been developed to incorporate these abilities.

In the current embedded systems market, designers and developers can mostly produce devices that meet requirements within a reasonable amount of time. However, soon the utilization of sophisticated hardware-software co-design techniques will be required in order to meet future device demands. As advanced processors and ASICs become less expensive, the need for tools to aid the design and development process will increase dramatically in order to ensure the development of high quality devices with a minimum time to market. Hardware-software partitioning will be an integral component of these tools.

### 2.3 Hardware-Software Co-Synthesis

An embedded system's architecture is typically determined by the intuition of a design engineer. This process adds time to the development cycle and sometimes results in architectures that do not meet non-functional requirements. It can also result in an over-designed architecture with excessive hardware that results in overly expensive devices. Consequently, incorporating hardware-software co-synthesis in design automation tools is essential for producing optimal devices with an accelerated time-to-market. The hardware-software co-synthesis problem is concerned with determining optimal hardware and software architectures. This involves the selection of processors (CPUs), application specific integrated circuits (ASICs) and communication links in order to produce a device that meets non-functional requirements. The co-synthesis problem typically involves the selection of the quantity and type of processing elements and communication links (allocation), task assignment from a task graph to processing elements and confirmation of whether the system meets requirements (usually through scheduling). A task graph is a collection of tasks and communication dependencies that describe device functionality. The allocation and scheduling phases are known to be NP-complete [20,33]. thus determining an optimal solution in the co-synthesis phase can be extremely computationally intensive.

This work is motivated by the need to automate the embedded system design process while simultaneously producing high quality devices. The research presented in this
thesis is further aimed at producing high performance fault tolerant embedded systems. Embedded applications that would particularly benefit from high levels of fault tolerance include aerospace, medical instruments and high performance telecommunication systems. In fact, it is believed that within the next two or three decades probes will be sent to orbit nearby stars [34]. Such embedded devices would be responsible for considerable system control and measurement instrumentation in addition to unparalleled fault tolerance requirements.

The primary focus of most of the co-synthesis research problem has concentrated on the simplistic single processor and ASIC architecture $[3,6,18,28]$. Some approaches assume more complicated architectures, such as two CPUs and hardware-accelerated circuitry [37]. Various approaches have been attempted that involve moving tasks from hardware to software or vice versa in order to meet the system requirements. In the co-synthesis of distributed systems, target architectures can incorporate multiple processors, ASICs or FPGAs (field programmable gate arrays). Two nain techniques have been utilized to handle the co-synthesis of distributed systems: the optimal and heuristic approaches.

The optimal approach can be divided into three sections: exhaustive, mixed integer linear programming, and constraint solving. The exhaustive approach is characterized by attempting all possible mappings to provide an optimal solution. It can be very computationally intensive and is only suitable for smaller systems. D'Ambrosio and Hu have presented an exhaustive technique for hardware-software
partitioning [11]. However, their approach is limited to single processor architectures and ignores the communication overhead. A hardware-software partitioning technique using mixed integer linear programming is presented by Prakash and Parker [42]. The execution time of this technique is prohibitive for large task graphs. Moreover, this approach is limited to bus based architectures or pre-determined point-to-point interconnection topologies. A constraint solving approach has been presented by Kuchcinski in the JaCoP system that concentrates on scheduling and resource assignment [32].

The heuristic-based co-synthesis approach can be divided into two methods: constructive and iterative. The iterative scheme is characterized by having an initial solution, which is iteratively improved. Kirovski and Potkonjak presented an iterative algorithm that includes power as a cost function but their approach ignored the inter-task communication time [30]. Other iterative techniques have been developed [25] but they are limited in that they allow for only one type of communication link. Li and Wolf have presented an iterative co-synthesis algorithm capable of synthesizing memory hierarchies for bus architecture topologies [36]. MOGAC is an iterative approach to the co-synthesis problem that uses genetic algorithms [16]. Experimental results show that for large systems MOGAC suffers due to large execution times. Wolf has also presented an iterative approach to the cosynthesis problem producing generic device architectures [47]. Generic device architectures can be tuned to a particular application, but it can also result in disorganized and difficult to understand designs as the interconnection topology may
not conform to an established architecture. The constructive heuristic method is characterized by building the solution step by step, where the final output is not available until the algorithm terminates. Constructive co-synthesis algorithms are presented in the COSYN [15] and COFTA [13] systems. Bakshi and Gajski have also presented a constructive partitioning approach that supports pipelining at varying degrees of granularity [2]. Although their approach allows the addition of multiple software processors, it does not account for the hardware cost of adding each CPU. All of the above co-synthesis algorithms support distributed embedded systems but none have utilized hypercube topologies as a target architecture.

### 2.4 Hypercube Architectures

Hypercube topologies are useful for high performance embedded systems and have a number of advantages over other architectures [12, 27, 35, 43]. Hypercube nodes represent processing elements (PE) and a link between nodes represents a communication interface (serial, parallel, Ethernet link, etc.). Hypercube topologies are very flexible, versatile and generic. Figure 2.4 shows a hypercube network of degree four, constructed from two 3D hypercubes. The high level of interconnectivity in a hypercube architecture results in a system that is suited to fault tolerance. Additionally, hypercube systems support high performance computation while limiting the communication overheads and/or bottlenecks associated with largescale systems consisting of many PEs. These features make hypercube architectures
an excellent choice for multiple PE embedded systems that need to couple faulttolerance with complex computation. Additional advantages of hypercube architectures include topologies with small diameters and high levels of symmetry. Finally, routing in hypercube networks is well researched and efficient routing algorithms are available [29].


Figure 2.4: A 4D Hypercube

The main disadvantage of hypercube topologies is their poor upward scalability. It can be a difficult and complex process to add nodes to a hypercube network. This criticism applies more directly to hypercube computer systems, which are likely to be reconfigured and expanded regularly. It is uncommon for a distributed embedded device that has already been manufactured to require any additional processing
elements. Such a circumstance could be used in reconfigurable space systems. Another disadvantage of hypercube systems is the large number of communication links, but additional links support fault tolerance. These communication links and their interfaces to the processing elements result in a significant cost overhead. However, it should be noted that this research targets high performance fault-tolerant embedded devices. As a result, the associated cost to produce systems that meet the flexibility, reliability and performance requirements of demanding applications is knowingly accepted.

Many co-synthesis methods for distributed embedded systems target varying architectures. Hypercube topologies can be considered a superset of a number of other hierarchical architectures. Topologies such as mesh, torus, binary and quad trees can be partially represented by suitable sized hypercube topologies. Binary trees have even been embedded in incomplete hypercube systems [51]. A hierarchical architecture (e.g. tree topology) is one of the most prevalent system targets in the high performance distributed co-synthesis research projects [13, 14].

Much of the work on automatic architecture generation in co-synthesis algorithms for distributed embedded systems has concentrated on hierarchical topologies [14]. Although hierarchical systems can be adapted to enhance their fault tolerant capabilities [13], a comparison of the two architectures is provided to illustrate the capabilities of hypercube topologies. Consider a 3D hypercube with eight processing elements presented in Figure 2.5. If the communication link between $\mathrm{PE}^{0}$ and $\mathrm{PE}^{1}$
fails. the device could still operate correctly by routing messages along alternate channels (e.g. $\mathrm{PE}^{0} \rightarrow \mathrm{PE}^{4} \rightarrow \mathrm{PE}^{5} \rightarrow \mathrm{PE}^{1}$ ). System performance would decrease as communication between nodes connected by a faulty link (e.g. $P E^{0}-\mathrm{PE}^{\prime}$ ) would take longer (three transfers instead of one). However, most importantly. the system will continue to function. Now consider a possible hierarchical architecture implementation of the same embedded device shown in Figure 2.6. If the equivalent communication link (connecting $\mathrm{PE}^{0}$ and $\mathrm{PE}^{1}$ ) fails, $\mathrm{PE}^{1}, \mathrm{PE}^{3}$, and $\mathrm{PE}^{5}$ of the embedded device would cease to function as they cannot communicate with any of the other PEs. This would result in a catastrophic system failure. The benefits over alternative architectures were a major motivation for developing the first hardwaresoftware co-synthesis algorithm targeting hypercube topologies.


Figure 2.5: Example Hypercube Architecture


Figure 2.6: Example Hierarchical Architecture

## CHAPTER 3

## CO-SYNTHESIS FOR HYPERCUBE SYSTEMS

### 3.1 Introduction

A constructive co-synthesis approach that targets a hypercube topology as the final system architecture is presented. The algorithm uses a library of processing elements (PEs) including processor cores (CPUs) and application specific integrated circuits (ASICs), which provides relevant data such as hardware area requirements and performance information. The library can consist of many CPU types and ASICs. The library also provides information related to various types of communication links available with their interconnectivity costs. The algorithm takes in a task graph representing the functionality of the device. The communication links are generic and the co-synthesis algorithm supports all types of communication links including serial, parallel, etc. The algorithm assumes that each PE in the hypercube system consists of either a CPU or an ASIC. In addition to this, each PE consists of some local memory for computational purposes and interface circuitry for communication links.

The constructive co-synthesis approach presented in this thesis is provided in Figure 3.1 and consists of six main steps:


1) Specification: Defining the required device functionality and performance and area requirements.
2) Profiling: Evaluating each functional unit in the specification for performance and area utilization data.
3) Group Based Fault Tolerance (GBFT): A heuristic technique for adding fault tolerance to an embedded device at the task graph level.
4) Scheduling: A technique for evaluating the current device architecture for performance.
5) Add Processing Element: A heuristic technique for adding an additional processing element (CPU or ASIC) to the current device architecture.
6) Synthesize Communication Links: A technique for arranging the system's processing elements into a hypercube topology and synthesizing all connecting communication links.

The first phase of the approach is concerned with defining the device requirements. Although any specification language can be used, the experimentation presented in this thesis has been specified in $C$ language. The second phase or the algorithm involves the profiling of the device specification. The specification is manually converted into task graph form. Each task in the task graph represents a functional section of the overall device. Each of these functional sections are timed for execution on each type of processor available in the library. Additionally hardware alternatives to the software implementation are developed and are profiled for both performance and area utilization. The profiling stage is complete once the software
and hardware timing data and the hardware area data have been collected for each task in the task graph.

The third phase is the group based fault tolerance (GBFT) method which is applied to the input task graph. This heuristic was developed to add a minimal fault detection mechanism to the system and to simplify fault recovery. The algorithm adds additional assertion and duplicate/compare tasks to the task graph. It minimizes the fault detection overhead by exploiting a task's error transparency and combining tasks into groups. The quantity and type of spare PEs in the final device is set by the user. If a fault is detected by one of the added tasks, an additional processing element is signaled to commence execution of the failed task group. This simple heuristic provides a low overhead method for performing node-fault detection and recovery.

The fourth phase is the scheduling tec*nique (see the "Scheduling" block in Figure 3.1). This heuristic method was developed to efficiently evaluate the current device architecture to determine if it meets performance requirements. In order to improve device throughput, the scheduling technique utilizes the established RECOD retiming heuristic to support pipelining of the task graph [7]. The scheduler accurately predicts overall device performance by scheduling tasks based on data dependencies. If the scheduler finds a task execution configuration that allows the current device architecture to meet performance requirements then the co-synthesis algorithm terminates successfully. If the scheduler is unable to schedule the task graph within device performance constraints the co-synthesis algorithm proceeds to the fifth phase.

The fifth phase is concerned with the addition of another processing element to the system (see the "Add Processing Element" block in Figure 3.1). This section of the co-synthesis algorithm analyzes the current device architecture, the current task mappings, each task's hardware/software performance data and each task's hardware area data to determine the ideal type of processing element to add to the current system. If this phase is successful in adding a processing element to the system, the co-synthesis algorithm proceeds to phase six. If this phase is unsuccessful in adding another processing element (unable to add more hardware while still meeting the device hardware area constraint) the co-synthesis algorithm terminates unsuccessfully and provides the user with the partial solution generated.

The sixth phase is concerned with arranging the system's processing elements within a hypercube configuration and synthesizing all of the communication links (see the "Synthesize Communication Links" block in Figure 3.1). This phase arranges all of the processing elements within a hypercube topology while attempting to keep PEs with high levels of intercommunication within close proximity of each other. Once all of the system's PEs have been arranged, communication links connecting the PEs are synthesized. Once this phase has completed, the co-synthesis algorithm proceeds to the scheduling phase.


Figure 3.1: Hypercube Co-Synthesis Algorithm Flow

### 3.2 Fault Tolerance at the Task Graph Level

### 3.2.1 Overview

This subsection discusses the two main preexisting techniques for adding fault detection/tolerance at the task graph level. Additionally, section 3.2.4 presents an original contribution to task graph based fault tolerance techniques. In all cases fault detection is accomplished through the addition of fault detection tasks to the task graph. There are three types of tasks that any of the approaches presented may add to a task graph: assertion tasks, duplicate tasks and compare tasks. An assertion task will analyze another task's output in order to determine whether the generated results are erroneous. A duplicate task reproduces the same work as another task in the graph. Typically a duplicate task will utilize an alternative implementation to that used by the task it is duplicating. A compare task will examine the results of two tasks to detect any inconsistencies. The addition of an assertion task typically requires considerably less computational overhead than the addition of a duplicate and compare set. However, assertion tasks are not always feasible. For an assertion task to be used, error states must be able to be detected by analyzing the results. An example assertion task could be the analysis of a checksum or checking that the generated results lie within an expected range. Duplicate and compare tasks tend to require a much higher computational overhead. First the entire task's functionality needs to be duplicated and then both generated results need to be compared.

### 3.2.2 Task Based Fault Tolerance

Task based fault tolerance (TBFT) was developed by Yajnik et al. [49]. Task based fault tolerance is a technique designed to add fault detection capabilities at the task graph level. In task based fault tolerance, some form of error detection must be performed for the results generated by each node in the task graph. Due to the significant difference in fault tolerant overhead, assertion tasks are favoured in the task based fault tolerance algorithm. If a given task is capable of supporting assertions then an assertion task is added. Duplicate and compare tasks are only added if assertions are unavailable for the given task. To demonstrate these concepts Figure 3.2 provides an example input task graph. Figure 3.2 also illustrates the resultant task graph after processing by the task based fault tolerance algorithm. Here all of the tasks in the graph support the use of assertion tasks for error detection with the exception of task T3. Task T3 has had duplicate and compare tasks added to provide support for fault detection.


Figure 3.2: Task Based Fault Tolerance Example

### 3.2.3 Cluster Based Fault Tolerance

Cluster based fault tolerance was developed by Dave and Jha [13]. This technique was developed as an extension of the ideas presented in the task based fault tolerance algorithm. Modifications were made to the approach in order to reduce the substantial fault tolerant overhead prevalent in task based fault tolerance. In cluster
based fault tolerance, Dave and Jha have introduced the concept of error transparency [13]. If a task provided with an erroneous input always produces an erroneous output then that task is said to be error transparent. This effect is exploited in their algorithm by grouping error transparent tasks into clusters which only require one assertion or duplicate/compare task. Figure 3.3 shows an example task graph input and the results generated by one iteration of the cluster based fault tolerance algorithm. Figure 3.4 shows the results after both 2 and 3 iterations of the algorithm. Figure 3.5 shows the final clusters for the given input task graph. After all of the tasks have been grouped into clusters, each cluster is given an assertion or duplicate/compare task to perform error detection. Figure 3.6 shows the final clustered task graph with the addition of error detecting assertion tasks. Each cluster is now treated as a single task in order to ensure that all tasks within a cluster are executed on the same processing element. In the example graph provided, all of the tasks are assumed to be error transparent.

The CBFT algorithm traverses a task graph based on task priority levels that favour tasks that are higher in the graph. The algorithm only allows one of a given task's children to be added to that task's cluster. Cluster based fault tolerance also introduces the concept of a maximum tolerated error detection time. If a large number of tasks were grouped into one cluster and an error occurs in the uppermost task, the error state would not be detected until all tasks in that cluster have completed execution. This may be undesirable as it will adversely affect performance. To avoid this problem, Dave and Jha have incorporated a user specified maximum tolerated error detection time into the cluster based fault tolerance algorithm [13]. The
algorithm will not group more tasks into one cluster if the sum of the software execution times of those tasks exceeds the user specified maximum error detection time. In the cluster based fault tolerance algorithm, if an error is detected on a given cluster, the entire functionality of that cluster is moved to a spare processing element and signaled to recommence execution.


Figure 3.3: Cluster Based Fault Tolerance - Input \& 1 Iteration


Figure 3.4: Cluster Based Fault Tolerance - 2 and 3 Iterations


Figure 3.5: Cluster Based Fault Tolerance - Final Clustering


Figure 3.6: Final Added Assertion Tasks After Clustering

### 3.2.4 Group Based Fault Tolerance

This section presents a new and original technique for adding fault detection and tolerance at the task graph level named group based fault tolerance (GBFT). This technique was developed as an extension of the ideas presented in both the task based fault tolerance [49] and cluster based fault tolerance algorithms [13]. Modifications were made to the approaches in order to reduce the fault tolerant overhead prevalent. This algorithm utilizes the concept of error transparency. Group based fault tolerance also uses the concept of a user specified maximum tolerated error detection time.

In group based fault tolerance, the task graph is traversed from the lowest nodes to the highest nodes. Each leaf node (bottom level node) is assigned to its own group. Each of the leaf's parents are analyzed to determine whether they can potentially be added to the given leaf's group. A parent is considered a possibility for grouping in its child`s group if it is not already grouped and if adding it to its child's group will not violate the user imposed error detection timing constraint. Once the set of parents eligible for grouping have been assembled for a given task, the parents are iteratively added to the group in order of decreasing fault tolerant overhead. This process is ended if the addition of another parent task to the group will violate the user defined error detection constraint. If a task has no children, its fault tolerant overhead is set to its assertion overhead. If a task $i$ does have children, its fault tolerant overhead is calculated to be:
$\max [$ assertion _overhead (children(i)) $+\operatorname{Com}(i$, children(i)) $]+$ assertion_overhead $(i)$ where, assertion_overhead $(i)=$ the assertion overhead of task $i$ children $(i)=$ set of the child tasks of $i$
$\operatorname{Com}(u, v)=$ communication time from task $u$ to $v$ across a communication link

Figure 3.7 shows an example task graph input and the results generated by one iteration of the group based fault tolerance algorithm. Figure 3.8 shows the results after both 2 and 3 iterations of the algorithm. Figure 3.9 shows the final groupings for the given input task graph. Finally, Figure 3.10 shows the final clustered task
graph with the addition of crror detecting assertion tasks. A more complex example of GBFT based task groupings is provided in Figures 4.6. 4.7, 4.8 and 4.9 in section 4.2. After all of the tasks have been grouped, each group is given an assertion or duplicate/compare task to perform error detection. Each group is now treated as a single task in order to ensure that all tasks within a group are executed on the same processing element. In the example graph provided, all of the tasks are assumed to be error transparent. In the group based fault tolerance algorithm, if an error is detected on a given cluster, the entire functionality of that cluster is moved to a spare processing element and signaled to recommence execution.

The group based fault tolerance algorithm adds assertion and duplicate/compare tasks to a task graph. It does not add assertion or duplicate/compare tasks to perform checks on the fault detection tasks that it adds. If fault detection of faults occurring in the GBFT added tasks is wanted, then it must be added manually after the GBFT algorithm has completed execution.


Figure 3.7: Group Based Fault Tolerance - Input \& 1 Iteration


Figure 3.8: Group Based Fault Tolerance - 2 \& 3 Iterations


Figure 3.9: Group Based Fault Tolerance - Final Grouping


Figure 3.10: Final Added Assertion Task After Grouping

### 3.2.5 Task Graph Based Fault Tolerance Comparison

A comparison of the results of the group based fault tolerance algorithm with both the cluster based and task based techniques is provided in order to evaluate the newly developed GBFT technique. Thirteen random test cases were generated and the output of all three algorithms is compared. The test cases have varying task graph configurations and varying user defined tolerated error detection times. The outputted error detection information from each algorithm is compared. The data collected has been assembled in Table 3.1. Here the values under the GBFT, CBFT and TBFT columns are the counts of error detection tasks added to the task graph. The fewer number of error detection tasks added to a task graph results in a smaller fault tolerance overhead. A smaller fault tolerance overhead is desirable as it will yield a fault tolerant device that utilizes less hardware and/or less computation time.

The first randomly generated task graph has been provided in Figure 3.11. Task graph 4 corresponds to the task graph from the MPEG decoding case study. The task graph can be found in Figure 4.1. Task graph 5 corresponds to the task graph from the block matching case study and can be found in Figure 4.6.

The information gathered in the table reveals that the group based fault tolerance technique yields a $18.75 \%$ improvement in fault tolerance overhead over the cluster
based fault tolerance technique and a $45.83 \%$ improvement over the task based fault tolerance technique.

Table 3.1: Fault Tolerance Comparison Data

| Task Graph \# | Tolerated Error Detection Time (msec) | GBFT | CBFT | TBFT |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 4 | 2 | 3 | 8 |
| 1 | 3 | 3 | 3 | 8 |
| 1 | 2 | 4 | 4 | 8 |
| 2 | 3 | 7 | 7 | 11 |
| 2 | 2 | 7 | 8 | 11 |
| 3 | 9 | 1 | 3 | 9 |
| 3 | 8 | 2 | 3 | 9 |
| 3 | 7 | 2 | 3 | 9 |
| 3 | 6 | 3 | 3 | 9 |
| 3 | 5 | 3 | 3 | 9 |
| 3 | 4 | 3 | 3 | 9 |
| 3 | 3 | 4 | 3 | 9 |
| 3 | 2 | 5 | 5 | 9 |
| 4 | 800 | 1 | 16 | 22 |
| 4 | 300 | 15 | 16 | 22 |
| 4 | 120 | 14 | 17 | 22 |
| 4 | 80 | 17 | 17 | 22 |
| 4 | 40 | 21 | 21 | 22 |
| 4 | 34 | 22 | 22 | 22 |
| 5 | 150000 | 1 | 16 | 22 |
| 5 | 40000 | 13 | 16 | 22 |
| 5 | 30000 | 14 | 16 | 22 |
| 5 | 20000 | 15 | 16 | 22 |
| 5 | 15000 | 16 | 16 | 22 |



Figure 3.11: Randomly Generated Task Graph (Graph \#1)

### 3.3 Pipelined Scheduler

The functionality described in this sub-section occurs in the "Scheduling" block in Figure 3.1. The effectiveness of a given architecture alternative is evaluated by obtaining a pipelined schedule that is executed in the algorithm's scheduling phase. A pipelined schedule with a minimum period $P$ is an assignment of completion times of all tasks, $F(v)$, such that for all tasks $v$ in the system $0<=F(v)<\therefore P$. For a task $v$
with a data dependence $e=(u, \vartheta$. where $u$ is a parent of $v$, the schedule time of $v$ must honour the following equation:

$$
\begin{array}{ll}
F(v) \geq F(u)+r_{\ldots, u}+C(u, v) & \text { if } \operatorname{PSMatch}(u, v) \\
F(\cdot) \geq r_{c o w} & \text { otherwise }
\end{array}
$$

where,
$v_{\text {exec }}=$ execution time of task $v$
$C(u, v)=$ the overall communication time between mapped tasks $u$ and $v$ (0 if no communication)
$\operatorname{PSMatch}(u, v)=$ true if tasks $u$ and $v$ are located on the same pipelined stage, false otherwise

This definition requires that a task will not commence execution before receiving the required data from all parent tasks. The scheduler takes communication delays and resource usage into account when assigning tasks to processing elements. The algorithm utilizes the established RECOD retiming transformation to divide the task graph into multiple pipelined stages $[6,7]$.

The RECOD retiming transformation divides a task graph into multiple pipelined stages by inserting a cut-line which separates two tasks (parent and child) and defines the separation between two pipelined stages. The location of this cut-line is dependent on the parent and child's current pipeline stage, the parent and child's mapping, the length of the constraining path of the parent and the amount of information passed between the parent and child.

Initially, the RECOD transformation is repeatedly used to divide the task graph into a maximum number of pipelined stages. After performing the RECOD retiming transformation, the scheduler attempts to assign completion times to all tasks to satisfy device performance requirements. If unsuccessful, the algorithm attempts to improve the task allocations iteratively in order to minimize device communication overhead. A flow diagram of the scheduler's operation is provided in Figure 3.12.


Figure 3.12: Hypercube Co-Synthesis Scheduler

For the purposes of scheduling ("Scheduling" block in Figure 3.1), each task from the input task graph is assigned to one of the three sets, $m, n$ and $p$. In order to specify the first set, pathLoadChild, pathLoadParent and pathLoad variable values are assigned to each task $v$. These values are defined as:

As a result, a task $v$ 's pathLoad is the value of the heaviest loaded path containing task $v$.

The first set of tasks $m$ is defined as:

```
\existsmAT ->( pathLoad(m) == max{pathLoad(AT)})
```

where,
$\exists, \rightarrow$, and $=$ represent there exists, such that and equivalent respectively

AT is the set of all tasks

Set $m$ is the set of tasks that are located on the constraining path and are scheduled
 as: $n=w-m$.

Set $n$ consists of tasks that are ancestors of all the tasks of set $m$ excluding the members of set $m$.

The final set $p$, is detined as: $p=A T-m-n$. Set $p$ consists of the remaining ungrouped tasks and will be scheduled last.

These sets are used to prioritize the tasks for scheduling. The constraining path is the longest path through the graph in terms of the execution times of its tasks. When scheduling a task of set $m$ that has unscheduled parents, the parents are scheduled first. Dividing tasks into these set configurations prioritizes tasks located on the constraining path. The tasks on the constraining path are must likely to adversely affect the target device performance and so the motivation is to schedule them first. If a system schedule is obtained that meets the performance requirements, the schedule function exits successfully, otherwise the scheduler attempts to improve iteratively. Excessive communications is a potential problem in hypercube topologies as they can slow down overall system performance by causing PEs to wait for data. When two tasks are located far from each other in the architecture, communication between them may require multiple hops. In order to alleviate this potential problem, the algorithm includes an iterative improver (as labeled in Figure 3.12) whose goal is to refine the task mapping. The value commLevel for each task is defined as:

$$
\text { commLevel }(v, P E)=\sum \operatorname{Com}(v, x)^{*} N h(v, x)+\sum \operatorname{Com}(u, v)^{*} N h(u, v)
$$

where,
$\operatorname{Com}(u, v)=$ communication time from task $u$ to $v$ across a communication link $N(u, v)=$ number of links (hops) that must be traversed to communicate between tasks $u$ and $v$

$$
\begin{aligned}
& x=\text { children }(v) \\
& u=\text { parents }(v)
\end{aligned}
$$

A task $q$ is selected for re-mapping based on the following equation:

$$
\begin{aligned}
& q=\arg \max \left[\frac{\operatorname{exec} T i m e(v, \operatorname{exec} L o c(v))+\operatorname{commLevel}(v, \operatorname{exec} L o c(v))}{\operatorname{execTime}(v, A P E)+\operatorname{commLevel}(v, A P E)}\right] \\
& \quad \text { where, } \\
& \text { exec } \operatorname{Loc}(v)=\text { the execution location (PE) of task } v \\
& \text { exec Time }\left(v, P E^{\prime}\right)=\text { the execution time of task } v \text { on } P E^{n} \\
& A P E=\text { the set of all processing elements }
\end{aligned}
$$

The above equation selects task q for mapping based on total performance gain. Task $q$ is subsequently remapped to a new processing element to improve the overall execution and communication times. This process is repeated as long as the scheduler reveals continued improvements in the overall solution. When this iterative process does not provide any further improvements, the scheduler exits unsuccessfully. This technique was incorporated in order to help minimize any unnecessary communications.

### 3.4 Device Expansion

The functionality described here is executed as part of the "Add Processing Element" block of the design flow given in Figure 3.1. This co-synthesis section is responsible
for expanding the current system architecture to include an additional processing element (PE). The PE type can be a CPU or an application specific integrated circuit (ASIC). The primary focus of this function is to determine the most effective type of PE to be added. The addition of a PE should provide a maximum performance enhancement with a minimum additional hardware area. If the addition of a PE causes a violation of the hardware area constraint, the function exits unsuccessfully. Otherwise, the function will add a new PE and exit successfully. In order to make a knowledgeable decision on which PE to add, the algorithm estimates the ratio of expected performance improvement due to the increase in hardware area for all the available options. For these caiculations the variable, speedup $S W$ is included as a preliminary estimate of performance improvement due to the addition of another CPU and defined as:

$$
\operatorname{speedupSW}=T S W_{\text {exec }}(A T)^{*}(1-T P /(T P+1))
$$

where,
$\mathrm{TSW}_{\text {exec }}(v)=$ the total execution time of all tasks mapped to SW from set $v$
$T P=$ the count of total CPUs in the current system architecture

The variable ratioSW is defined that estimates the performance to hardware area ratio for adding a CPU and is defined as:
$\dot{r}$ ritioSW $=$ ExL ${ }^{*}$ speedupSW $/$ PAC
where,
$P A C=$ the area cost for the addition of another CPU

$$
E x L=\text { the expected load of the new processor }
$$

ExL is provided to weight the decision of adding a new processor based on the expected load that processor would receive. ExL is defined as:

$$
\begin{aligned}
E x L=0 & \text { if } C S T<=T P \\
E x L=C S T /\left(k^{*} T P\right) & \text { if } C S T>T P \text { and } \operatorname{CST}<k^{*} T P \\
E x L=1 & \text { otherwise } \\
& \text { where, } \\
& C S T=\text { the count of tasks currently mapped to software }
\end{aligned}
$$

As an estimation, it is assumed that if the current system architecture contains $k$ times as many tasks mapped to software as there are CPUs, then the newly added processor will be provided with a full task load. The value $k$ is user set. These equations were selected to quickly approximate the expected amount of speedup obtained by adding an additional CPU to the system.

With respect to the speedup and ratio factors for adding new ASICs, a task set $v$ is declared as the set of all tasks currently mapped to software. The speedupHW[v] and ratio $H W[v]$ array variables are then calculated for the set of tasks in $v$. Each individual ratio $H W$ value represents an expected improvement factor for moving the given task from its current location in software to an ASIC implementation. The speedupHW[v] represents the difference between the execution time of task $v$ in software and in hardware. In order to define ratioHW the variables $I$ CouldBen and
tWillBen are created. The $t$ CouldBen $[v]$ variable is defined as the count of tasks having an identical hardware configuration pattern as task $v$. The tWillBen $[v]$ variable is defined as the count of tasks having an identical hardware configuration pattern as task $v$ and is currently mapped to software. The ratioHW[v] is defined as:

$$
\operatorname{ratioHW}[v]=\frac{\text { speedup } H W[v]}{A(v)}+\left(1-\frac{\text { speedup } H W[v]}{A(v)}\right) *\left(\frac{t \text { WillBen }[v]-1}{t \operatorname{CouldBen}[v]}\right)
$$

where,

$$
A(v)=\text { the area cost for the hardware implementation of task } v
$$

The above formulation encourages the selection of hardware solutions that can be reused by multiple tasks. All of the ratio values (both hardware and software) obtained are compared and the maximum value is used to decide the PE type to be employed in the expansion. When the PE being added is an ASIC $\left(P E_{A S I C}\right)$, the function assigns a maximum number of tasks with matching configuration patterns to the newly added ASIC, given that the following constraints are met:

$$
T H W_{c x e s}\left(P T\left(P E_{A S K} \cdot\right)\right) \leq \text { timCons }
$$

where,
timCons $=$ the user specified device timing constraint
$P T(P E)=$ the set of tasks allocated to processing element PE
$T H W_{\text {exec }}(v)=$ the total execution time of all tasks mapped to HW from set $v$

When the added PE is a CPU, the function must decide which tasks will be initially allocated to the new CPU. The task to be allocated to the new processor $P_{\text {new }}$ is selected from the processor identified by the variable $P_{\text {donor }}$ in the following equation:

$$
\begin{aligned}
P_{\text {dmmar }}= & \max \left(T S W_{\text {cxec }}(P T(A P))\right) \\
& \text { where, } \\
& A P \text { is the set of all processors }
\end{aligned}
$$

The above equation ensures that the donor processor would always be the most heavily loaded. The task with the lowest communication overhead with respect to the other locally allocated tasks is selected for remapping from the donor process. This is intended to minimize the communication overhead and simplify the iterative process for the scheduler. After this task has been reallocated to the new PE, the selection of a donor processor and a task is repeated until the new CPU load reaches the average processor load. To accomplish this, the variable loadAverage $=T S W_{c u c} / T P$ is defined. where $T P$ is the total number of processors. This process is repeated until an allocation is obtained such that the difference between the load on the new processor and the average load is a minimum.

While adding new hardware, the algorithm tracks the overall area of the device to ensure an accurate prediction of the final system cost. The hardware area overhead associated with each communication interface located at each PE node is recorded, in addition to the cost of each communication link.

### 3.5 Communication Link Integration

The functionality described here is executed in the "Synthesize Communication Links" block of the design flow provided in Figure 3.1. This section of the cosynthesis algorithm is responsible for connecting all the system PFs and assignment of communication links to form a hypercube topology. To limit the communication overhead. the processing elements with high levels of inter-communication are placed as close as possible in a hypercube topology. An array of communication coefficients is defined, comCoeff[TPE] (where TPE = the count of total processing elements), for each processing element. The commCoeff for processing element $\mathrm{PE}_{\mathrm{n}}$ with respect to $P E_{m}$ is defined as:

$$
\begin{aligned}
& P E A r r a j\left[P E_{n}\right] \operatorname{com} \operatorname{Coeff}\left[P E_{m}\right]=\sum \operatorname{Com}\left(P E T\left(P E_{n}\right), \operatorname{PET}\left(P E_{m}\right)\right) \\
& \text { where, } \\
& P E T(P E)=\text { the set of tasks currently allocated to } P E \\
& P E A r r a y=\text { the array of all processing elements }
\end{aligned}
$$

In order to clarify the process of assigning specific locations to each processing element within the framework of a hypercube architecture, the established binary naming convention for labeling nodes is utilized [29]. The binary naming convention in a 3D hypercube is shown in Figure 3.13. This naming convention is convenient for message routing and the number of communication hops between two nodes can be
quickly determined by the number of bit-wise mismatches between the binary identifiers for each node.


Figure 3.13: Binary Naming for Hypercube Nodes

Initially, the first CPU is placed at location 000. Subsequently, each location (hN) is filled by the PE named in the variable selectedPE by the following definitions:
$\exists p e$ in $A P E \rightarrow h e(h N, B L(p e))$
selectedPE $=\arg \max \left(\sum^{n \in p^{*}} P\right.$ PArray $[n] \cdot$ comCoeff $\left.[U P E]\right)$
where,
$A P E=$ the set of all processing elements currently assigned to a specific hypercube location
$B L(p e)=$ the binary number that processing element $p e$ is assigned to $h e(h N, h M)=$ the hypercube edge connecting binary location $h N$ to binary location $h M$
$U P E=$ the set of all processing elements currently unassigned to a specific hypercube location

The next PE to place in the hypercube is selected from the set of unassigned PEs. The PE is selected such that it has the largest communication coefficient with respect to the already assigned PEs that will be its neighbour. This process is repeated until all the PEs are allocated to hypercube nodes. This heuristic was selected to minimize the occurrence of long communication delays.

The co-synthesis algorithm does not require the hypercube architecture to be perfectly symmetrical. If all the processing elements are not a power of two, some of the PEs will have fewer communication links than the others. This is generally considered undesirable as one of the advantages of hypercube architectures lies in its innately fault-tolerant topology. Consequently, if the total number of processing elements is not a power of two, an additional communication link to compensate for the shortage in the most recently added PE is introduced. This communication link connects the PE in the highest binary location (finalPE), with a destinationPE. In order to determine the destination PE, the set of processing elements, neigh is defined as the
set of PEs that share a neighbour with the finalPE. The processing element destination $P E$, is selected to be the task identified by:
$\max (P E A r r a y[$ finalPE $]$ comCoeff $[n]) \quad$ while $n \in$ neigh

The above equation was selected to connect the final PE with the compatible PE with which it communicates most often. To illustrate this example consider Figure 3.14, where a 5 -node hypercube is provided and the final communication link will connect the PE at node (100) to the shaded PE with which it communicates most. As previously mentioned, one of the advantages of hypercube topologies is its inherent fault tolerant capabilities. The motivation for the above heuristic is to eliminate the potential catastrophic failure that could occur if the communication link connecting node (000) and (100) fails. This heuristic preserves fault tolerance in nonsymmetrical hypercube systems.


Figure 3.14: Non-Symmetrical 3-D Hypercube

In summary the approach consists of six phases. The first three are performed once, and the final three are repeatedly executed until a final device architecture has been generated. The first phase is responsible for clearly defining the device's functional and non-functional requirements. The second phase is concerned with converting the functional requirements into task graph form and gathering all of the relevant data needed in the later phases. The third phase adds fault detection tasks to the task graph, thus facilitating low overhead fault tolerance. The fourth phase involves evaluating the device's performance and determining if it meets non-functional performance requirements. The fifth phase is concerned with adding a processing
element to the system. Finally, the sixth phase is responsible for synthesizing all of the device's communication links.

## CHAPTER 4

## IMPLEMENTATION AND EXPERIMENTAL RESULTS

### 4.1 Parallel MPEG-2 Decoding

An effective demonstration of the capabilities of the co-synthesis algorithm would have to involve an application that is computationally intensive. Additionally, for demonstrative purposes it is beneficial to implement a device that is easily understood. A multiple PE embedded device was implemented, which is responsible for decoding 16 MPEG-2 video streams and simultaneously comparing their decoded images to predefined data. Such a device could be used in autonomous navigation or security systems. The device was fully specified in C language encompassing 9500 lines of code. A task graph representation was obtained by analysis of the specification and is provided in Figure 4.1. The functionality of the system is expressed as a graph of 22 tasks. The design space of the application has been tested in terms of device area and timing constraints in order to evaluate the performance of the presented approach. The test and experimental results are provided in Figure 4.2. The results of an optimal technique that exhaustively attempts each possible combination is also included. This is useful for demonstrating the quality of the algorithm and its results as compared to the optimal solution.


Figure 4.1: Parallel MPEG Decoding: Functional Task Graph

A set of hardware and software implementation data is provided to the algorithm. In order to establish the software execution times for each task, the $C$ language based specification was profiled on a Pentium II 450 MHz CPU. The algorithm library can consist of many CPU types however, for simplicity and practicality only the Intel Pentium II 450 MHz CPU was included for this case study. Each of the tasks were fully implemented in hardware and profiled for performance and hardware area requirements on an Altera FLEX10KE FPGA. The only exception is the MPEG-2
decoding tasks, where the pre-existing IP core from Amphion Semiconductor was utilized for the hardware implementation. Table 4.1 provides information regarding the quantity of each type of PE used for each of the design constraints studied.

The co-synthesis algorithm provides support for fault tolerant communications by generating the target device into a hypercube architecture. By using the group-based fault tolerance techniques (GBFT) previously outlined, a fault tolerant embedded device has been synthesized. The GBFT algorithm adds assertion and duplicatc/compare tasks to the task graph. Upon detection of a failure, the assertion/compare task signals one of the spare PEs to commence execution of the failed task. The type and number of spare PEs are defined by the user. It should be noted that in order to compare the algorithm with the optimal case the GBFT section of the algorithm had to be disabled. The GBFT algorithm would substantially increase the total number of tasks in the task graph. The optimal approach is extremely computationally intensive and unable to generate results for larger task graphs within a reasonable amount of time. Although node fault tolerant versions of this case study have been simulated, the data presented illustrates results obtained without the use of the GBFT portion of the algorithm. Further analysis that includes the error detection tasks added by the GBFT portion of the algorithm is provided in section 4.2.


Figure 4.2: Design Space Exploration of Parallel MPEG Decoding

The results provided in Figure 4.2 demonstrate the ability of the method to synthesize embedded devices with varying design constraints. A comparison of hardware area to performance trade-offs can be very useful to an embedded engineer in order to examine differences between design alternatives. The results from using an exhaustive (optimal) mapping technique is also provided. The exhaustive approach attempts all the possible combinations and is very computationally intensive. Comparison results from the co-synthesis algorithm with those obtained by the optimal technique revealed that the algorithm produces embedded devices with $96.25 \%$ of the performance obtained by the optimal technique on average.

Additionally，the embedded devices generated by the algorithm only utilized $0.62 \%$ （average）more hardware than the devices obtained by the optimal method．

Table 4．1：Processing Element Utilization of Design Space for MPEG Decoding

| Area Constraint （millions of transistors） | Timing Constraint （msec） | Initial HW－ Task 1 | MPEG－2 <br> Decoding Corss <br> Tasks 2－17 | HW－Reg． Comparison Tasks 18－21 | HW－Final Comparison Task 22 | $\begin{aligned} & \text { Total } \\ & \text { PEs } \end{aligned}$ | Exec． Time （msec） |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 13.5 | 30 | 1 | 6 | 1 | 1 | 10 | 35.2 | －24 6 \％ |
| 11.5 | 40 | 0 | 4 | 1 | 1 | 7 | 14.8 | $-24.65$ |
| 11 | 50 | 0 | 3 | 1 | 1 | 6 | 11.2 | － |
| 10.5 | 60 | 0 | 3 | 1 | 1 | 6 | 13.5 | －3560 |
| 9.5 | 90 | 0 | 2 | 1 | 1 | 5 | 7.9 | ～3tiss |
| 9 | 120 | 0 | 1 | 1 | 1 | 4 | 4.2 | － |
| 8.5 | 130 | 0 | 1 | 1 | 0 | 3 | 3.4 | －Is sm |
| 7.6 | 600 | 0 | 0 | 1 | 0 | 2 | 1.6 | －5hes |
| 7.5 | 770 | 0 | 0 | 0 | 0 | 1 | 0.8 | －2thy |

Table 4.1 provides detailed information regarding the configuration of each solution that the co－synthesis algorithm produced．Given the design constraints provided is the first two columns，the algorithm generated a device that could meet specifications． The next four columns（3－6）provide the count of various ASIC circuits present in fer final synthesized system．The total PEs column provides a count of the total number of PEs present in the given device．The count of CPUs in the table have not been included as there is only one CPU for each case．The execution time column shere
the length of time the algorithm took to execute on a Pentium IV in order to synthesize the device. The final column provides the approximate execution times from performing exhaustive co-synthesis. Figure 4.3 provides the final device architecture for the first test case provided in table 4.1. Figure 4.4 provides the final device architecture for the second test case. The architecture for the fifth test case is provided in Figure 4.5.


Figure 4.3: Parallel MPEG Decodir g: Architecture for $1^{\text {st }}$ Test Case


Figure 4.4: Parallel MPEG Decoding: Architecture for $2^{\text {nd }}$ Test Case


Figure 4.5: Parallel MPEG Decoding: Architecture for $5^{\text {th }}$ Test Case

### 4.2 Parallel Block Matching

An effective demonstration of the capabilities of the co-synthesis algorithm would have to involve an application that is computationally intensive. Additionally, for demonstrative purposes it is beneficial to implement a device that is easily understood. In the previous case study a device has been implemented that utilizes 16 MPEG decoders. MPEG decoding is the process by which a compressed video file is uncompressed for the purpose of viewing or accessing the raw image data. For the second case study, the block matching algorithm has been implemented. MPEG and other video compression formats are designed for fast transmission / casy storage of
video data. In order for such a format to be useful, the decoding process must be relatively fast. In order to efficiently compress the video data for easy decoding, a computationally intensive encoding algorithm must be run. Block matching is the most time consuming component of MPEG encoding. Block matching analyzes the macroblocks from the input image and compares them with the surrounding area on the reference image. By analyzing all possible locations, an exhaustive block matching algorithm will generate motion vector data indicating the movement of a given macroblock from one image to the next.

A multiple PE embedded device responsible for performing the block matching algorithm has been implemented. Such a device could be used for any application involving the acquisition of video data. The device is fully specified in C language. A task graph representation is obtained by analysis of the specification and is provided in Figure 4.6. The functionality of the system is expressed as a graph of 22 tasks. The group based fault tolerance (GBFT) techniques previously outlined have been used and the resultant task grouping is provided in Figure 4.7. The GBFT grouping results in the addition of the assertion tasks shown in Figure 4.8. The final resultant task graph after GBFT has been performed and each group has merged to become a single task is provided in Figure 4.9. Further discussion of how the GBFT algorithm groups tasks together is provided in section 3.2.4.


Figure 4.6: Block Matching: Functional Task Graph


Figure 4.7: Block Matching Task Graph: GBFT Grouping


Figure 4.8: Block Matching Task Graph with Added Assertion Tasks


Figure 4.9: Block Matching: Final Resultant Task Graph

The most complex task in the device outlined is the block match task. In order to obtain pertinent hardware performance and area information for all tasks, the functionality needs to be implemented in hardware. This task has been implemented with the design provided in Figure 4.10. Yang et al. have presented an entire motion estimation architecture which utilizes a sub-circuit responsible for error calculations that is similar to the implementation in Figure 4.10 [50]. Dutta and Wolf have presented a flexible motion estimation architecture [17] based on the research of Yang et al. In the design presented, the diff circuit calculates the absolute difference between the two input values. The absolute difference between the corresponding
pixel values of the two input images is the error at the given point. The adder circuit adds the current errer to the previously calculated errors to sum the overall error for a given vector. The comparison circuit compares the two input values and if the new value is lower than the old value, the circuit outputs the new value and latches the current I and J values into an internal register. These I and J values represent the current motion vector. The control unit tracks the current state of the circuit and signals all sub circuits, registers and outputs accordingly. A formal description of the functionality of the device is provided in the VHDL code in Appendix A.


Figure 4.10: Block Match Circuit Design

This block match circuit operates using a state machine which is administered in the control unit and is provided in Figure 4.11. State 0 is the initial state when the circuit is waiting for input. In state 1 the circuit has just received an even numbered count of inputs and as a result, the adder register is signaled to load the adder circuit generated value. In state 2 the circuit has just received an uneven number of inputs. If the circuit has received 512 input values, the circuit transitions to state 3 and signals the compare sub-circuit to begin execution, otherwise the circuit returns to state 1. In state 3 the compare register is signaled to load the compare circuit generated error value. In state 4 the adder register is initialized and the incoming data is loaded into the input register.


Figure 4.11: Block Match State Machine

The design space of the application in terms of device area and timing constraints has been tested in order to evaluate the performance of the approach. The test and experimental results are provided in Figure 4.12. A set of hardware and software implementation data was provided to the algorithm. In order to establish the software execution times for each task, the C language based specitication was profiled on an ARM7TDMI processor. The algorithm library can consist of many CPU types,
however, for simplicity and practicality only the ARM7TDMI has been included for this case study. Each of the tasks were fully implemented in hardware and profiled for performance and hardware area requirements on a Xilinx VirtexE XCV2000E FPGA. Table 4.2 provides information regarding the quantity of each type of PE used for each of the design constraints studied.

The co-synthesis algorithm provides support for fault tolerant inter-PE communications by generating the target device into a hypercube architecture. By using the group-based fault tolerance (GBFT) method, fault tolerant embedded devices have been synthesized. The GBFT algorithm adds assertion and duplicate/compare tasks to the task graph. Upon detection of a failure, the assertion/compare task signals one of the spare PEs to commence execution of the failed iask. The type and number of spare PEs are defined by the user.

In the previous case study the results were compared with those of an exhaustive technique. The exhaustive technique is very computationally intensive. On the 22 node task graph provided in the previous case study, the exhaustive technique required approximately 24 hours of execution time. The parallel block matching case study consists of 32 nodes (after GBFT) and as a result the exhaustive technique is far too computationally intensive to gather comparative results within a reasonable amount of time. As a result. in Figure 4.12 only the device constraints have been provided to our program and the resultant output provided by the algorithm have been included.


Figure 4.12: Design Space Exploration of Parallel Block Matching

The resulis provided in Figure 4.12 demonstrate the algorithm's ability to synthesize embedded devices with varying design constraints. A comparison of hardware area to performance trade-offs car be very useful to an embedded engineer in order to examine differences between design alternatives.

Table 4.2: Processing Element Utilization of Design Space for Block Matching

| Area Constraint <br> (thousands of <br> transistors) | Timing <br> Constraint <br> (sec) | CPU <br> cores | Block <br> Matching <br> Cores | Block match <br> Assert Cores | Final <br> Assert <br> Cores | Total <br> PEs | Exec. <br> Time <br> (msec) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 189 | 17.5 | 2 | 3 | 1 | 1 | 7 | 342.4 |
| 174 | 18.5 | 1 | 2 | 1 | 1 | 6 | 233.7 |
| 94 | 25 | 1 | 2 | 1 | 1 | 5 | 144.0 |
| 91 | 30 | 1 | 2 | 1 | 0 | 4 | 112.5 |
| 90 | 32 | 1 | 1 | 1 | 0 | 3 | 100.3 |
| 83 | 35 | 1 | 1 | 1 | 0 | 3 | 112.5 |
| 82 | 150 | 1 | 0 | 0 | 0 | 1 | 2.4 |
| 74 |  |  |  |  |  | 153.7 |  |

Table 4.2 provides detailed information regarding the configuration of each solution that the co-synthesis algorithm produced. Given the design constraints provided in the first two columns, the algorithm generated a device that could meet specifications. The next four columns (3-6) provide the count of various ASIC circuits present in the final synthesized system. The total PEs column provides a count of the total number of PEs present in the given device. The count of initialization cores and final cores have not been included as there are none implemented in hardware for each case. The final column provides the length of time the algorithm took to execute in order to synthesize the device.

In order to further demonstrate the efficacy of the approach a prototype device has been constructed based on the design generated by the hardware-software cosynthesis algorithm. A device based on the third set of design constraints provided in table 4.2 has been constructed. The algorithm was provided with an area constraint of 20000 gates in excess of the area of the initial CPU (74209 gates). The algorithm was also provided with a performance (period) constraint of 18.5 seconds. After cosynthesis, the algorithm generated a final device arrhiecture as seen in Figure 4.13. The design consists of a single CPU, two block matching PE circuits. one block match assert circuit and one final assert circuit. Additionally, in order to support fault tolerance one additional spare block matching circuit and two repeater circuits have been included in the design.

The algorithm predicted a final device area of 19683 gates in excess of the initial CPU area (74209). One block matching processing element and two repeater processing elements were added to support fault tolerance. A single block matching circuit has been synthesized and determined to utilize 3451 gates. The addition of three more processing elements also results in the addition of six new communication links. Each additional link results in the addition of two communication interfaces. Each additional communication interface has been synthesized and determined to utilize 354 gates. Finally, in order to suppori software to hardware communications on the ARM rapid prototyping platforn, additional interface circuitry is required. This circuitry was synthesized and determined to utilize 2866 gates. The algorithm also predicted a device period of 18.49 seconds.

The sum of all of the hardware area predictions are as follows:

| 19863 | Gate count of initial hardware in excess of initial CPU |  |
| :---: | :--- | :--- |
| 74209 | Gate count of initial CPU |  |
| 3451 | Gate count of 1 additional block match circuit |  |
| + | 2848 | Gate count of 12 additional interface circuits (12 * 354) |
| + | Gate count of ARM circuitry required for HW/SW comm. |  |
| $=$ | Total gate count |  |

The entire device represented by Figure 4.13 was implemented in over 2500 lines of VHDL and C code. A listing of the code is provided in Appendix A. Synthesis of the final device's non CPU hardware revealed an actual gate count of 28368 transistors. Adding the total gate count of the initial CPU (74209) yields a final device actual gate count of 102577 transistors.

The completed hardware-software device was profiled for performance. It was determined to have a period of 17.02 seconds.


Figure 4.13: Final Prototype Device Architecture

The group based fault tolerance method developed allows the user to manually select the quantity and type of spare processing elements. In order to support fault tolerance but to also limit the fault tolerance overhead one spare block matching processing element has been included. Additionally, in order to simplify the hypercube topology and for case of link fault tolerance, two repeater processing elements have been included. The repeater processing elements consist solely of communication
interface circuitry, and are only responsible for repeating incoming data on the appropriate outgoing link.

In order to test the device's functionality, an input image and a reference image have been provided as input. The device then calculated the motion vectors for each of the 16 macroblocks in the images. The reference image is provided in Figure 4.14. The input image is provided in Figure 4.15. The macroblock numbering convention used is provided in Figure 4.16. The generated vector data is provided in Table 4.3.


Figure 4.14: Reference Image


Figure 4.15: Input Image

| 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: |
| 8 | 9 | 10 | 11 |
| 4 | 5 | 6 | 7 |
| 0 | 1 | 2 | 3 |

Figure 4.16: Macroblock Identification

Table 4.3: Generated Motion Vectors

| Macrobiock | Row Shift | Column Shift |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 1 | 0 | 0 |
| 2 | 0 | 0 |
| 3 | 0 | 0 |
| 4 | 0 | 0 |
| 5 | -1 | -1 |
| 6 | 0 | 0 |
| 7 | 0 | 0 |
| 8 | 0 | 0 |
| 9 | 0 | 0 |
| 10 | 0 | 0 |
| 11 | 0 | 0 |
| 12 | 0 | 0 |
| 13 | -2 | 0 |
| 14 | 0 | 0 |
| 15 | 0 | 0 |

In order to confirm that the device correctly supports fault tolerance error states were simulated. Random error conditions in various block matching subcomponents were simulated by using a random number generator. After an error state has been detected, all further communication to the block matching PE where the error was detected is rerouted to one of the spare block matching PEs. Additionally, the set of tasks executed on the PE where the error was detected must be re-executed on the newly activated spare PE. This results in a degradation of overall system performance for the period in which the error was detected. The average measured period of the device when an error was detected is 20.94 seconds. The output results from the cases where an error was detected is identical to those generated by the device when no error was detected.

### 4.3 Discussion of Experimental Results

A design methodology for medium to large-scale fault-tolerant embedded systems has been presented. The objective has been to introduce a tool to aid the embedded systems developer to create hypercube devices meeting performance, cost and reliability constraints within a reasonable amount of time. To achieve this goal efficiently and effectively, a series of equations were developed to govern pipelined scheduling, task reallocation, addition of processing elements, configuration of processing elements within a hypercube topology and synthesis of inter-PE communication links. One of the predominant motivations is to minimize undesirable multi-hop communications that can occur in hypercube systems. Additionally, the innate link-fault tolerant nature of hypercube architectures is preserved. Support for fault tolerance has been developed through the use of the group based fault tolerance technique.

In order to demonstrate the efficacy of the new group based fault tolerance technique, the algorithm was compared to both cluster and task based fault tolerance. To the best of our knowledge cluster and task based fault tolerance are the only other published methods governing the addition of error detection functionality at the task graph level. The experimental results showed that on average the group based fault tolerance method yields a $9.8 \%$ improvement in fault tolerant overhead over the cluster based fault tolerance method and a $61 \%$ improvement over the task based fault
tolerance method. These results demonstrate the efficacy of the group based fault tolerance method.

In order to evaluate the efficacy of the co-synthesis approach the results of an optimal algorithm have been provided for the test cases of the first case study. The exhaustive technique is a simple approach that attempts all possible combinations and is extremely computationally intensive. This exhaustive technique was implemented for the sole purpose of evaluating the results of the algorithm with the optimal solution. On average the approach yielded devices that under-performed the optimal case by $3.75 \%$. Additionally, the algorithm resulted in designs that use $0.62 \%$ more hardware area than that of the optimal approach. These results show only small deviations between the algorithm's solutions and the ideal ones, indicating that the proposed method yields high quality solutions. To the best of our knowledge, this approach is the first co-synthesis algorithm developed targeting embedded hypercube systems. Comparing the results of this approach with, for instance, a co-synthesis algorithm developed to target bus systems would be inconclusive due to the differences in the target architectures. Consequently, the comparison has been limited to that of the optimal method.

Another common approach for comparing various co-synthesis or partitioning techniques is to evaluate their respective execution times. Some timing analysis of the algorithm has been performed with relation to the case studies presented in this paper (see Tables $4.1 \& 4.2$ ). It can be observed that as the hardware constraint rises,
so does the execution time. As more hardware is added to the system, more iterations of the algorithm must be executed. The average execution time for the algorithm (across both case studies) is 84.92 ms . Synthesizing the 22 -task embedded device (first case study) for the given set of input requirements would take approximately 24 hours to complete using the optimal approach. The execution time of such an approach is impractical for the comparable task graphs of the case study devices. Additionally, it is expected that the execution time would increase exponentially if the number of tasks in the device specification increases. This was verified when attempting to use the optimal method on the 32-node task graph from the second case study. The optimal execution time was observed to be prohibitive and as a result no optimal cases were completed. In the cases where the optimal technique could be used, it was found to produce marginally better designs but its execution time was too large and impractical. Both algorithms were executed on a Pentium IV 2.8 GHz system with 512 MB of memory. The execution timing results indicate that the approach is efficient and its execution time is not a serious impediment to its performance. The first case study presented in this paper is fully implemented and executed in simulation.

In order to further confirm the effectiveness of the devices that the algorithm produces. a prototype of the second case study device has been built using a rapid prototyping platform based on the ARM CPU and Xilinx VirtexE FPGA.

The results show a final device gate count of 102577 transistors. As discussed in the previous section, the algorithm predicted a total device gate count of 104637 transistors. These predicted results yield a $2.0 \%$ error. This error has been attributed to the estimates on the cost of the communication link interfaces. The interface gate count was estimated by synthesizirg a standard communication interface. The largest source of the discrepancy comes from the communication link interface circuitry that accompanies the CPU processing element. Due to the complex nature of the CPU, this interface circuitry deviates considerably from that of the other processing elements. Additionally, the VHDL compiler attempts to optimize the device area which may reduce the overall device gate count. The existence of these discrepancies was not realized until the final device was completed, as a result the modeling of these costs into the actual system was not possible.

The results show a final device performance period of 17.02 seconds. The algorithm predicted a final device period of 18.49 seconds. This is an $8.6 \%$ error. This error has been attributed to the observed inconsistency in the time measurement functions available for use with the ARM CPU. During profiling, the same functionality was repeatedly measured for timing. The execution time of the same software functional block was observed to typically vary by approximately $10 \%$ and in some cases as much as $40 \%$. Due to this discrepancy, estimated execution times based on the maximum measured values were selected. This is believed to be the main source of error contributing to the overall device period estimate being $8.6 \%$ higher than the final measured value.

It should be noted that with a period of 17.02 seconds, the prototype device is slow. This is due to us using an ARM7TDMI processor. The ARM7 is widely used in small scale embedded systems and at 74,209 transistors, it is an extremely small processor. By comparison, an old desktop CPU such as the Intel Pentium II, consists of 7.5 million transistors which is approximately 100 times larger. Additionally the communication bus on the rapid prototyping platform is also slow.

## CHAPTER 5

## CONCLUSIONS AND FUTURE WORK

The hardware-software co-synthesis of an embedded system architecture involves the partitioning of a system specification or functional description into hardware and software modules so as to meet a series of non-functional requirements such as cost and performance. Various distributed embedded device architectures have been presented previously, including bus, hierarchical and hypercube. Hypercube architectures are particularly suitable for use in fault tolerant and high performance devices. To the best of our knowledge, the first co-synthesis algorithm has been presented that will automatically generate fault tolerant hypercube architecture based embedded devices. The newly developed group based fault tolerance, a technique for adding fault tolerance to an embedded device at the task graph level has also been presented. The co-synthesis algorithm consists of six main steps: specification defining device functional and non-functional requirements, profiling - evaluating the functional specification for performance and area utilization, group based fault tolerance - adding fault tolerance to the device at the task graph level, scheduling evaluating the performance of the current device architecture, addition of processing elements - improving device performance by adding more hardware, and the synthesis of communication links - arranging all processing elements within a hypercube topology and synthesizing all communication links. The algorithm attempts to minimize the occurrence of multiple hops during inter-task
communications. This helps to reduce the overall system communication overhead and thus increases device performance.

A security/navigation device has been implemented that is responsible for decoding 16 MPEG video streams in parallel. The co-synthesis algorithm's final architecture results were compared with that of the optimal case. This comparison revealed only minor deviations between the co-synthesis algorithm's generated devices and that of the optimal technique. These minor deviations illustrate bow the co-synthesis algorithm is capable of generating high quality solutions.

A second device has been implemented to illustrate the algorithm's ability to generate fault tolerant devices. This device is responsible for performing the block matching algorithm which is a computationally intensive and an essential component of MPEG encoding. Additionally, in order to further demonstrate the efficacy of the approach, a prototype device based on the algorithm's results has been implemented. The final prototype device"s area and timing values were compared with the algorithm's predicted values and revealed only modest deviations from the anticipated results. Error conditions were also simulated on the prototype device to confirm correct fault tolerant device functionality. This demonstrates the co-synthesis algorithm's ability to generate fault tolerant devices and to accurately predict device area and performance costs.

During the synthesis and development of the block matching case study, available equipment was limited to a small ARM7TDMI CPU connected to a Xilinx FPGA via a slow communication medium. This resulted in a slow performing but inexpensive device. Future work will entail the development of an additional prototype based on a faster and larger CPU. Additionally, the system will have a faster FPGA for the application specific circuitry and higher speed hardware-software communications. This will further demonstrate our co-synthesis algorithm's capabilities by synthesizing and building a prototype device with more practical performance and area constraints.

The co-synthesis algorithm presented, targets fault tolerant embedded devices and takes as input functional and non-functional requirements. The non-functional requirements include performance and area. In order to further enhance the algorithm's ability to synthesize fault tolerant devices, future work will entail adapting the algorithm to include reliability as a non-functional requirement. CPUs, ASICs and communication links all have an inherent reliability factor and the overall device reliability will be a function of the selection of differing processing elements, links and how they are interconnected.
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## Appendix A - Prototype Device Code Listing

The following VHDL and C code define the final prototype device described in section 4.2 and illustrated in figure 4.13. The device is a symmetrical three dimensional hypercube that performs the block matching algorithm.

```
LIBRARY itce:
USE icec.std_logic_1164.ALL:
USE icee.std logic-arith.ALL:
USE iece.std_logic_unsigned.ALL:
ENTITY reg8 IS
    PORT(load :IN std_logic:
            clock : in std_Jogic:
        datain: IN std_ulogic_vector(7 downto 0):
        dataont : OUT std_ulogic_vector(7 downto 0)); --parallel outputs
LND reg8:
ARCIIITECTURE reg5 OF reg8 IS
    --SIGNAL int_reg : integer range 0 to 65535:
BEGIN
    process(clock)
            --variable vec: std_ulogic_vector(1 to size):
    BEGIN
            if(clock'event and clock = 'l') then--rising_edge(clock) and load= 'l') then
                if(load = 'l') then
            --int_reg < = datain;
                dataoul <= datain;
                        endif:
                end if:
    END PROCESS;
    --connect internal register to dataout port
    --dataou <= int reg:
IEND rcg5;
LIGRARY icec:
USE iece.std_logic_1164.AL.L:
USE iece.std_logic_arith.ALI.:
USE icee.std_logic_unsigned.Al.L:
        -our register definition
I:NHTTY reg65535mt? IS
    PORT(load :IN std_logic:
            clock : in std_logic:
            init : IN std_logic:
        datain: IN integer range 0
            -datain2 : IN std_logic_vector(15 downtu 0).--integer range 0 to 65335;
        dataout : OUT integer range 0 to 65535): --parallel outputs
FND reg6553SInt2:
ARCHMIT:CHURE regl OF reg65535m2 IS
    --Sl(iNAL. int_reg : integer range (0 to 65535:
BIECIN
    process(clock. init)
                            -variahle vec: std_ulogic_vetor (1 to si心):
    B1:CilN
        if(init = 'I') then
            ditaout }:=65535
                    clse
```


## if ( clock'event and ciock $=1 l^{\prime}$ ) then

> it(load $=1$ ' ) then
> --int_reg $<=$ datain:
end if:
end if;
end if:
END PROCESS:
--conneet internal register to dataout port
-dataout <= int_reg:
END regl:
LIBRARY icee;
USE icec.std_logic_I164.ALL:
USE icee.std_logic_arith.ALL;
USE ieec.std_logic_unsigned.ALL.:
ENTITY reg65535/mi IS
PORTCload : IN std logic:
clock : in std_ogic; init : $\mathfrak{N}$ std logic:
datain : $\mathbb{N}$ integer range $\overline{0}$ to 65535 ;
dataout: OUT integer range 0 to 65535); --parallel outputs END reg65535Int:

ARCHITECTURE reg4 OF reg65535int IS
--SIGNAL int_reg : integer range 0 to 65535;
BEGIN
process(clock. init)
--variable vec: std_ulogic_vector (l to size);

BEGIN
if(init $=1$ ') then
dataout $<=0$;
else
it clock'event and clock $=11$ ') then if(load = 'I') then --int_reg < = datain; dataout $<=$ datain:
end if: end if:
and if;
END PROCESS;
--connect internal register to dataout port
--dataout $<=$ int_reg;
I:ND reg4:
LIIBRARY ieee:
USE iece.std_logic_1164.ALL;
USE icce.std_logic_arith.ALL;
USE icce.sid_logic_unsigned.ALL:
--our compare circuit definition
[ENTITY comp IS
PORT(inVall: IN integer range 0 to 65535 ; --parallel inputs
inll : in integer range 0 to 32 :
ind $\quad$ in integer range 0 to 32 :
in Val2: IN integer range 0 to 65535 ; --parallel inputs. start : in std_logic:
out : out integer range 0 to 32;
out : out integer range 0 to 32:
out : OUT integer range 0 to 65535); --parallel outputs
I:ND comp;
ARCHTECCURE compl OF comp is
--signal outlemp : INTEGER:

BEGN

## process(stant)

## begin

$$
\begin{aligned}
& \text { iflstartevent and stan }==^{\prime \prime} \text { ') then } \\
& \qquad \begin{aligned}
& \text { if(inVall }<\text { inval2) then } \\
& \text { out }<=\text { inVall: } \\
& \text { oull }<=\text { inll: } \\
& \text { out }<=\text { inll; }
\end{aligned} \\
& \text { end if: End if; }
\end{aligned}
$$

> end process:
> -out $<=$ outTemp;

END compl:

```
LIBRARY icce:
USE icec.std_logic_1164.Al.l:
USE iece.std_logic_arith.ALL:
USE icee.std_logic_unsigned.AL.L:
    --our add circuit definition
ENTITY add IS
    PORT(in):IN integer range 0 to 65535: --parallel inputs
            in2: IN integer range 0 to 65535; --parallel inputs
        out1: OUT integer range 0 to 65535); --parallel outputs
```

END add:

ARCHITECTURE add I OF add IS
signal outTemp : INTEGER;
BEGIN
process(inl.in2)
begin out Temp $<=\operatorname{in} 1+i n 2$ :
end process:
out $1<=$ out Temp;
FND add:
LIBRARY icee:
USE: iece.std_logic_1164.AL.1::
USE: iece.sid_logic_arith.ALL:
USE: iece.std_logic_unsigned All.:
-our difference circuit delinition ENTITY diffis

PORT(inl: IN Std_ulogic_vector( 7 DOWNTO 0): --parallel inputs in2: NS Sto_ulogic_vector( 7 DOWNTO 0): --parallel inputs outl : OUT integer range 0 (0) 65535); --parallel outputs
l:NI) dill:
ARCHITECTURI dim of dill IS
signal outicmp : INT: $\mathrm{Ni}: \mathrm{R}$ :

13I:CiN

$$
\text { process(in\}. in2) }
$$

variable val . INTEGE:R:
variable vall : WTR:CRR:
varible val2 : INTEGER:
variahle b: INTRCit:R:

## BEGiN

val $:=0$;
$b:=1$;
for $y$ in 0 to 7 loop
if $(\inf (y)=11)$ then
val $:=$ val +b ;
end if;
$\mathrm{b}:=\mathrm{b} * 2$;
end loop;--for y
vall $:=$ val;
val:=0;
$\mathrm{b}:=1$;
for y in 0 to 7 loop
if $\operatorname{in} 2(y)={ }^{\prime} 1$ ') then
val: $=$ val +b ;
end if;
$\mathrm{b}:=\mathrm{b}^{*} 2 ;$
end loop:--for y
val2 := val
outTemp $<=$ (val2 - vall $)$ :
end if;
if(vall < val2) then

END PROCESS;
out $<=$ out $\mathrm{Temp} ;$
END diftl:
i.IBRARY iece;

USE icee.std_logic_1164.ALL;
USE ieee.std_logic_arith.ALL:
USE isee.std_logic_unsigned.ALL;
--our register delinition
ENTITY reg IS
PORT(load : IN std_logic; clock : in std_logic; datain : IN Std_ulogic_vector(7 DOWNTO 0); --parallel inputs dataout : OUT Std_ulogic_vector(7 DOWNTO 0)); --parallel outputs END reg:

ARCIIITECTURE vI OF reg IS
SIGNAI. int_reg : Std_ulogic_vector(7 DOWNTO 0);
BEGIN
process(clock)
BEGIN
if(clock'cvent and clock = 'l') then if(load $=11$ ') then int_reg $<=$ datain;
end if:
end it;
END PROCESS:
--conneet intermal register to dataout port
datanu <= int_reg:-- when timeToOutput = 'l' else " $Z \angle Z Z Z Z Z Z$ ":
END $\mathrm{EI}:$
L.JBRARY icec:

USS: iece.std_logic 1164.AI.L:
USt: iece.std_logic_arith.ALL:
USE: iece.std_logic_unsigned.ALL:
--stopAIIDone $\quad$ IN STD LOGIC:
addByte $: I N \quad S T D \quad L O G I C:-$ goes high when it is time to add a byte to the arrays
clk : NSSTD EuGIC:
inByte : IN STD_ULOGIC_VECTOR(7 DOWNTO 0);
allidone : OUT STD_LOGIC;-goes high when EVERYTHING is finished
outl $\quad$ OUT integer range 0 to 32 ; -the i shift value ( $S W$ will make it -16 to +16 )
out. : OUT integer range 0 to 32); -the $j$ shift value ( SW will make it -16 to +16 )
END blockmatch:

ARCHITECTURE description OF blockmatch is

## COMPONENT reg is

PORT(load : IN std_logic:
clock : in std_logic;
datain: IN Std_ulogic_vector 7 DOWNTO 0); --parallel inputs
dataout : OUT Std_ulogic_vector(7 DOWNTO 0)); --paralle outputs

## END component:

COMPONENT diffis
PORT(in1: IN Std_ulogic_vector(7 DOWNTO 0); --parallel inputs
in2: IN Std_ulogic vector( 7 DOWNTO 0): --parallel inputs
outl: OUT integer range 0 to 65535 ); --parallel ontputs
END component:
component add is
PORT(inl: IN integer range 0 to 65535: --parallel inputs in2: IN integer range 0 to 65535; --parallel inputs
outl : OUT integer range 0 to 65535 ); --parallel outputs
END component:
component comp IS
PORT(inVall :IN integer range 0 to 65535: --parallel inputs
inll : in integer range 0 to 32 :
inJl : in integer range 0 to 32:
inVal2: IN integer range 0 to 65535; --parallel inputs start : in std_logic:
out : out integer range 0 to 32 :
out $\quad$ out integer range 0 10 32 :
outl : OUT integer range 0 to 65535); --parallel outputs
IEND component:
component reg65535m2 IS
PORT(load : IN std_logic:
clock : in std_logic;
init : IN std_logic:
datain: IN integer range 0 to 65535 ;
--datain2: IN std_logic_vector( 15 downto 0);--integer range 0 to 65535;
dataout : OUT integer range 0 to 65535 ); --parallel outputs
END component:
component reg65535int is
PORTload : IN std_logic:
clock : in std_logic:
init : IN std logic:
datain: IN integer range 01065535 : dataout : ()UT integer range 0 to 65535): --parallel outpats
I:N! component:
--signal load: STD_LOCiC_VECTOR(2559 downo 0);-the load lines for all the registers


```
signal regActiveOut : STD_ULOGIC VECTOR(7 downto 0):
--signal reg()ldOut : STD_ULOGIC_VECTOR(7 downto 0);
signal difflOut : integer range 0 to 65535;
signal addRegOut : integer range 0 to 65535;
--signal load2ndReg : STD_LOGIC_VECTOR(1088 downto 0),
--signal reg2ndOutput: STD_LOGIC_VECTOR(1088 downto 0);
signal iVal: integer range 0 to 32; --generated by control circuitry to tell comparator what index is being compared
signal jVal : integer range 0 to 32; --as above
signal compOut : integer range 0 to 65535;
signal iOut: integer range 0 to 32;
signal jOut: integer range 0 to 32;
signal bestErrorYet : integer range 0 to 65535;
signal loadCompReg : STD LOGIC:
signal initCompReg : STD_LOGIC:
--signal regAdderln2 : integer range 0 to 65535;
--signal regActiveTimeToOutput : std_logic_vector(255 downto 0);
--signal regOldTimeToOutput : std_logic_vector(2303 downto 0);
signal addOut : integer range 0 to 65535:
signal loadAddReg : std_logic;
signal initAddReg:std_logic:
signal loadInReg : std_Jogic;
signal reg2ndOut : std_logic_vector(15 downto 0);
--subtype WORD8 is STD_LOGIC_VECTOR (7 downto 0);
--type ARRAY1089 is array (1088 downto 0) of WORD8;
-signal reg2ndOut : ARRAY1089;
signal compStart : std_Jogic;
```

BEGIN
inRegActiveLabel: reg PORT MAP(loadlnReg, clk, inByte, regActiveOut): dif7Circuit: diff port map(regActiveOut, inByte, diffl Out); addl: add port map(difflOut, addRegOut, addOut): addRegLabel: reg65535Int port map(loadAddReg, clk, initAddReg, addOut, addRegOut): compl: comp port map(addOut, iVal. jVal, bestErrorYet, compStart, iOut, jOut, compOut); compRegister: reg65535Int2 port map(loadCompReg, clk, initCompReg. compOut, bestErrorYet):
--templaRegOut $<=$ regActiveOut:
-tempDiffOut $<=$ diffiOut;
--tempAddRegOut $<=$ addRegOut:
--tempAddOut $<=$ addOut;
--tempCompRcgOut <= bestErrorYet;
--tempCompOut $<=$ compOut;
process(clk)
variable addCounter : integer;
variable compCounter: integer;
variable i : integer;
variable j : integer;
variable state
: integer $:=0 ;-0$ means we are loading values. I means we are doing
the adding
bcgin
if(rising_edge(clk)) then
--set all registers to no load....
allDone $<=$ ' 0 ';
loadinkeg $<=$ ' 0 ':
loadAddReg $<=$ ' 0 ',
initAddReg $<=$ ' 0 ':
loadCompReg $<=$ ' 0 ';
initCompReg <= '0';
compStart $<=$ ' 0 ';
if(addByte $=$ 'l') then
-then we are adding another byte to the circuit flow
tempSignal <=' 1 ',
tempClk <= ' l ';
addCounter $:=$ addCounter +1 :
if(state = 1) then
loadAddReg $<=$ 'I':
state $:=2$ :

## cisif(state $=2$ ) then

loadinReg<=' 1 ';
il(addCounter > 511) then --254) then
state $:=3$ :
addCounter $:=-1$ :
$\mathrm{j}:=\mathrm{j}+1$ :
if $(\mathrm{j}>32$ ) then $\mathrm{j}:=0$;
$i:=i+1$;
end if:
if $(i>32)$ then
--reset $i$ - we are done - don't update the output $i$ 's and j's $\mathrm{i}:=0$ :
else
iVal $<=$ i; jVal $<=$ j; compstart $<=' I$ ':
end if:
else
state $:=1$;
end if:
elsif(state $=3$ ) then
loadCompReg < = ' 1 ';
state : $=4$;
elsif(state $=4)$ then
initAddReg < = 'I';
loadinReg <= ' I ':
compCounter $:=$ compCounter +1 :
if(compCounter $>1088$ ) then -we just did the last one state : $=0$; allDone $<=$ 'I':
cise
state :=1;
end if:
etse $\quad-$ we are in state 0
loadinReg <= ' 1 ':
initAddReg <='l':
initCompReg<='1':
$i:=0$ :
$\mathrm{j}:=0$;
--compCounter :=0;
state : = 1;
--so we are probably in state 0 (loading of the registers so do nothing.... end if:-if state $=1.2 \ldots$
end il:--il addByte $=1$ '
tempStatc < statc:
end it:--il rising_edge clock
end process:
outl $<=$ iOut:
out $<=$ jOut:
F:ND description:
l.IBRARY icee:
USE: icec.std_logic_1164.Al.L:
USE icecstd_logic arith.Al.L.
USE icec.std_logic unsignted.A1.L.:
ENTITY Pl:_BlockMatch IS
PORT

| cik | : in std_logic: |
| :---: | :---: |
| inl)estinationl | : IN STI L C)CiC VIECTOR(2 downto 0): |
| inSouree! | : INSTD_locik vilcTor 2 downto 0): |
| inl)atal | : IN STi)_ULOCK VI:CTOR(7 downto 0); |



END PE_BlockMatch;
ARCHTECTURE PEdescription OF PE_BlockMatch IS

## component blockmatch IS

PORT(


END component;
signal circuitStart : std_logic;--tied to cth signal addingAByte : std_logic:--lied to addByte
signal inData $\quad$ : std_ulogic_vector $(7$ downto 0 ):--tied to inByte signal done $\quad$ std logic;--listen if circuit is done signal outDatal Int : integer range 0 to 32; signal outData__Int : integer range 0 to 32;
signal ounDatal : std_ulogic_vector( 7 downto 0 ):--the value of outl from circuit convened to vector to send signal outDatal : std_ulogic_vector(7 downto 0 );--the value of outl from circuit converted to vector to send signal outDatal_LOGIC - std_logic_vector (7 downto 0);
signal outDataj_LOGIC : std_logic_vector(7 downto 0 );
--will be sent on outiD lines a flag will have to be set in the top 2 bits

## begin

BM: blockmatch port map(addingAByte, clk, inData, done, outDatal_Int, outDatal_Int):
process(clk)
variable destCounterl : integer range 0 to 3 ; variable destCounter2: integer range 0 to 3 ; variable destCounter 3 : integer range 0 to 3 : variable iTemp $\quad$ : integer range 0 to 32 :

```
begin
    if(rising_edge(clk)) then
    outStart l <= '0'.
    outStart2<= '0'
    outStart3<= '0':
    adding^Byte < = '0':
    circuitStart <= '0':
    tempOut3<= '0':
    if(done = '1') then
                -tempOut <= 'l';
                --so the BM circuit just finished!
                -convert outDatal_Int and outData__Int to outDatal and outDatal
                -set top 2 bits of outDatal to zero (it won't overwrite any info)
                --destination "000" figure out which link to send the data down
                --assign outDestination# <= "000", outData# <= outDatal, outD# <= outDatal.
                -outStart# <= '1';
                    --same data must also be sent to ASSERT task at location "01]"
                    iTemp:= outDatal_Int;
                    jTemp := outData_Int;
                    -- they have been latched, tell the BM circuit to stop having allDone be high!
                    addingAByte <= '0';-without adding a byte
                    circuitStart <= 'l';
                    outDatal_LOGIC <= CONV STD_LOGIC_VECTOR(iTemp, 8);
                    outData_LOGIC = CONV_STD_LOGIC_VECTOR(jTemp, 8):
                    for i in 0 to 7 loop
                    outDatal(i)<= outDatai LOGIC(i);
                    outDataJ(i)<= outData_LOGIC(i):
                    end loup;
                outDatal(7) < ' 0';
                outData)(6)<= '0';--llags to indicate what t'is info is
                    --which link is closest to 000 and which to 011?
                    destCounterl:=0;
                    destCounter2:=0;
                    destCounter3:=0;
                    for i in 0 to 2 loop
                if(IDI (i) = '0') then
                destCounterl := destCounterl + 1:
                endit:
                if(ID2(i) = '0') then
                        destCounter2 := destCounter2 + 1:
                cnd if:
                if(ID3(i) = '0') then
                        destCounter3:= destCounter 3 + 1;
                    end if:
            end lonp:
            if(destCounterl > destCounter2; then
                                    if(destCounterl > destCounter3) then
                                    --send down link!
                                    outDestination!<= "000":
                        outSourcei <=myID;
                        outDatal <= outDatal;
                        outlDl <= outDataJ;
                        outStanl <='l';
                        --is assert closer to link 2 or 3?
                        destCounter2:=0;
                        destCounter3:=0:
                        fori in 0 to l loop
                                    if(ID2(i) = 'l') then
                                    destCounter2 := destCounter2 + 1:
                                    end if:
                                    if(103(i) = '1') then
                                    destCounter3:= destCounter 3 + 1:
                                    end if,
                    end lore;
                    H(ID)2(2) = '0') then
```



```
        destCounter3 :=0;
        fori in 0 to I loop
        if(IDI(i)= 'I') then
                destCounterl := destCounteri + 1;
    end if;
    if(1D3(i) = '1') then
                destCounter3:= destCounter 3 + 1;
    end if:
end loop:
i(IDI(2) = '0') then
    destCounterl := destCounter 1 + 1:
    end if;
    if(ID3(2) = '0') then
        destCounter3 := destCounter3 + 1;
    end if;
    it(destCounterl > destCounter3) then
        --send packet down link2
        outDestination| <= "000":
        outSource l <= myID;
        ounDatal <= outDatal;
        outIDI <= outDatal:
        outStartl <= '1':
    else
        --send packet down link3
        outDestination3 <= "000":
        outSource3}<=myID
        outData3<= outDatal;
        outD3 <= outDatal:
        outStart3 <='l':
    end if;
    -send down link3
    outDestination 3 <= "000":
    outSource3 <= mylD;
    outData3<= outDatal;
    outD3 <= outDataj;
    ouStart3 <= 'l':
    -is assert closer to link 2 or 1?
    destCounter2 :=0:
    destCounterl :=0;
    for i in 0 to I loop
        if(ID2(i) = '1') then
                destCounter2 := destCounter2 +1
        endif:
        il(1DI(i) = 'l') then
            destCounterl := destCounterl + 1:
        end if:
    end loop:
    if(102(2) = '0') then
        destCounter2 := destCounter 2 + 1:
    end it:
    if(IDI(2) = '0') then
        destCounterl:= destCounter 1 + I:
    end if:
    if(destCounter2 > destCounterl) then
        --send packet down link2
        outDestination2 <= "000";
        out.Source2 <= mylD;
        oulData2 <= oulDatal;
        oullD2 <= outDataj;
        outStart2 <='J';
        clse
        --send packet down linkl
        ouDestinationl <= "000";
        wutSource! <= myID;
        outDatal <= outDatal:
        mutD) <= vutDatal:
        umStarl <='l';
end if:
end it;
```

```
    end if;
end if:
illinStartl = 'l') then
    --something has come in off of the I lines
    if(inDestinationl = myID) then
        -this packet is for here! Pass it along to the BM circuit
        addingAByte < = 'l';
        inData <= inDatal;
        circuitStart <= 'I';
    clse
        -then we must forward the packet
        -forward the packet to the neighbour with the closest ID
        destCounter2 := 0;
        destCounter3 := 0;
        if(inDestination 1 (0)=ID2(0)) then
            destCounter2 := destCounter2 }\div1\mathrm{ :
        end if;
        if(inDestination 1(1)= 1D2(1)) then
                destCounter2 := destCounter2 + 1;
        end if;
        if(inDestination {(2)=ID2(2)) then
                destCounter2 := destCounter 2 + 1:
        end if;
        if(inDestination! (0)=1D3(0)) then
                destCounter3:= destCounter3 + 1:
        end if;
        if(inDestination l(1)= ID3(1)) then
                destCounter3:= destCounter3 + 1;
        end if;
        if(inDestination](2)=[D3(2)) then
                destCounter 3:= destCounter 3 + 1;
            end if;
        if(destCounter3 > destCounter2) then
                                    -forward packet to ID3
                                    outDestination 3 <= inDestinationl:
                outSource3<= inSourcel;
                outData3<= inDatal;
                outID3 <= inIDl;
                outStart3 <= 'l';
        else
        -forward packet to ID2
        outDestination2<= inDestinationl;
                outSource2<= inSourcel;
                outData2 <= inDatal;
                        outID2<= inID1;
                outStart2 <='1';
        end if;
        end if:
end it:
if(inStart2 = 'I') then
    if(inDestination2 = mylD) then
        --this packet is for here! Pass it along to the BM circuit
        addingAByte <= '1':
        inData<= inDatal:
        circuitStart <= 'I',
    else
        --then we must forward the packet
        --forward the packet to the neighbour with the closest 11)
        destCounterl:=0;
        destCounter3:= 0;
        if(inDestination2(0)={D1(0)) then
                        destCounterl := destCounterl + 1.
        end if;
        if(inDestination2(1)=1D1(1)) then
                destCounterl := destCounterl + 1:
        and if:
        if(inDestination2(2)= IDI(2)) then
                destCounterl := destCounterl + 1;
            end if;
```



```
                                    end if;
                                    end if:
                end if:
                end if:
                end process:
end PEdescription:
LIBRARY icee:
USE icee.std_logic_1164.ALL;
USE icce.std_logic_arith.ALL;
USE iece.std_logic_unsigned.ALL;
ENTITY PE_BM_Assert IS
            PORT(
\begin{tabular}{|c|c|}
\hline clk & : in std logic; \\
\hline inDestination 1 & : INSTD_LOGIC_VECTOR (2 downto 0): \\
\hline inSourcel & : IN STD_LOGIC VECTOR(2 downto 0): \\
\hline inDatal & : IN STD_ULOGIC_VECTOR(7 downto 0); \\
\hline inIDI & : IN STD_ULOGIC_VECTOR(7 downto 0): \\
\hline inStart & : in std_logic; --goes high when the three things above are ready \\
\hline inDestination2 & : IN STD_LOGIC_VECTOR ( 2 downto 0); \\
\hline inSource2 & : IN STD_LOGIC-VECTOR ( 2 downto 0); \\
\hline inData2 & : IN STD_ULOGIC_VECTOR(7 downto 0): \\
\hline inlD2 & : IN STD_ULOGIC_VECTOR(7 downto 0); \\
\hline inStart2 & : in std_logic; -goes high when the three things above are ready \\
\hline inDestination 3 & : IN STD_LOGIC_VECTOR(2 downto 0); \\
\hline inSource3 & : IN STD_LOGIC_VECTOR ( 2 downto 0); \\
\hline inData3 & : IN STD_ULOGIC_VECTOR(7 downto 0): \\
\hline inld3 & : IN STD_ULOGIC_VECTOR(7 downto 0); \\
\hline inStart3 & : in std_logic: --goes high when the three things above are ready \\
\hline myld & : in std_logic_vector(2 downto 0);-what this PE's ID is \\
\hline ID1 & : in std_logic_vector( 2 downto 0):--what PE I's ID is \\
\hline ID2 & : in std_logic_vector (2 downto 0);-what PE 2's ID is \\
\hline ID3 & : in std_logic vector ( 2 downto 0);--what PE 3's ID is \\
\hline outDestination! & : out STD LŌGIC VECTOR(2 downto 0): \\
\hline outSourcel & : out STD_LOGIC VECTOR(2 downto 0): \\
\hline outDatal & : out STD_ULOGIC_VECTOR ( 7 downto 0): \\
\hline outldi & : out STD_ULOGIC_VECTOR(7 downto 0): \\
\hline outStart & : out std_logic: \\
\hline outDestination2 & : out STD _LOGIC_VECTOR(2 downto 0): \\
\hline outSource2 & : out STD_iOGIC_VECTOR( 2 downto 0): \\
\hline outData2 & : out STD_ULOGIC_VECTOR(7 downto 0): \\
\hline out1D2 & : out STD_ULOGIC_VECTOR(7 downto 0): \\
\hline outStart2 & : out std_logic: \\
\hline outDestination3 & : out STD_LOGIC_VECTOR(2 downto 0): \\
\hline outSource3 & : out STD_LOGIC VECTOR(2 downto 0): \\
\hline outData3 & : out STD_ULOGIC_VECTOR(7 downto 0): \\
\hline ould 3 & : out STD_ULOGIC_VECTOR(7 downto 0): \\
\hline outStarl3 & : out std_logic); \\
\hline
\end{tabular}
END PE [BM_Assert
```

ARCHITECTURE PEAssertdescription OF PE_BM_Assert IS
begin
process(clk)
variable destCounterl : integer range 0 to 3 : variable destCounter2 : integer range 0 to 3: variable destCounter 3 : integer range 0 to 3 ;
variable sendtirror : integer range 0 to 1 ;-xows high if error is detected (so a packet must be sem to the --control so that that PE is now neglected)
variable badBM : std_logic_vector(2 downto 0):--represents which BM is taulty
begin
if(rising edge(clk)) then outStart| <= '0';

```
outStart2 < = 0':
outStant3<= '0';
sendError:=0}
if(inStartl =' ' ') then
    --something has come in offof the I lines
    it(inDestinationl =mylD) then
        -this packet is for here
        -is there an error in the packe!}
        if( (inID)(7)='1') and (inID2(7)=' Y' ) then
                        -then it is an error packet
                        sendError:= 1.
                        badBM := inSourcel;
end if,
    etse
        --then we must forward the packet
        -forward the packet to the neighbour with the closest ID
        destCounter2 := 0;
        destCounter3 := 0:
        if(inDestination l(0)= ID2(0)) then
                            destCounter2 := destCounter2 + I
        end if:
        if(inDestination | (1) = ID2(1)) then
        destCounter2:= destCotmter2 + 1;
        end if:
        if(inDestination!(2)=1D2(2)) then
                destCotnter2:}:=\mathrm{ destCounter 2 + 
        cnd if:
            if(inDestination 1(0)= {D3(0)) then
                destCounter3 := destCounter3 + 1;
                end it:
                if(inDestination l(1)=1D3(1)) then
                destCounter3 := destCounter3 + I
            end if:
            if(inDestination (2) = ID3(2)) then
                destCounter3 := destCounter 3 + 1:
            end if:
            it(destCounter3 > destCounter2) then
                --forward packet to lD3
                outDestination3<= inDestimationl:
                outData3 <= inDatal:
                outID3<= inlDI;
                outSource 3<= inSourcel
                outStart3<='I':
            else
                -forward packet to ID2
                outDestination2 < = inDestination1:
                        outDatL2 <= inDatal:
                        ouID2 < = inIDI:
                        oulSource2 <= inSourcel
                        ouStart2 <='1':
            end if;
        end it:
end if;
mfinStart2 = 'i') then
    if(inDestinationz = my|D) then
                -this packet is for here! Pass it along to the BM circuit
                --was there an error in the packet?
                if( (inIO2(7) = '1') and (inID2(7)='1') then
                        -then it is an error packet
                        sendError:= 1
                        badBM := inSuurce2:
                end it:
    clse
            -then we must forward the packet
                -forward the packet fo the neighbour with the closest ID
                destCounterl := 0:
                destCounter3:=0:
                I(inD)estination2(0)= ID)\(0)) then
                        destCounterl = destCounterl + 1:
```

end if:
if(inDestination $2(1)=\operatorname{ID} 1(1)$ then destCounterl $:=$ destCounterl +1 :
end if:
if(inDestination2(2) $=1 \mathrm{D} 1(2))$ then destCounterl $:=$ destCounter $1+1$;
end if;
if(inDestination2 $(0)=103(0)$ then destCounter3 $:=$ destCounter $3+1$
end if:
if(inDestination2(1)=1D3(1)) then destCounter $3:=$ destCounter $3+1$.
end if:
if(inDestination2(2) $=\operatorname{ID} 3(2)$ ) then destCounter $3:=$ destCounter $3+1$ :
end if:
if( destCounter $3>$ destCounterl) then --forward packet to ID3 outDestination $3<=$ inDestination2; oulSource $3<=$ inSource2; outData $3<=$ inData2; outID3 $<=$ inID2: outStart3 < ' I ':
eise
--forward packet to IDI outDestinationl <= inDestination2; outSourcel $<=$ inSource2; outDatal $<=$ inData2; outD1 <= inID2; outStartl < ' 1 ':
end if;
end if;
end if:
if( inStart $3=$ ' $I$ ') then
if(inDestination $3=$ myID) then
-this packet is for here! Pass it along to the BN circuit
--was there an error in the packet?
if( (inID3(7) = '1') and (inlD3(7) = '1') then -then it is an error packet sendError: $=1$ : badBM := inSource3;
end if;
else
-then we must forward the packet
--forward the packet to the neighbour with the closest ID
destCounterl $:=0$;
destCounter $3:=0$;
if(inDestination3(0) $=\mathrm{IDI}(0))$ then destCounterl $:=$ destCounter $1+1$ :
end if,
if(inDestination $3(1)=[D](1))$ then destCounterl $:=$ destCounter $1+1$;
end if;
$\mathrm{il}(\mathrm{inDestination} 3(2)=\mathrm{IDI}(2))$ then
destCounterl := destCounter $1+1$ :
end if;
if(inDestination3(0) $=[\mathrm{D} 2(0)$ ) then destCounter2 $:=$ destCounter2 +1 :
end if:
if(inDestination $3(1)=1 \mathrm{D} 2(1))$ then destCounter2 : $=$ destCounter2 +1 ;
end if;
if(inDestination $3(2)=1 D 2(2))$ then destCounter2 $=$ destCounter $2+1$ : end if.
it(destCounter2 > destCounterl) then --forward packet to ID3 outDestination2 $<=$ inDestination3: outSource2 $<=$ inSource3: outData2 $<=$ inData 3 :

```
                    oulD2 <= imlD3:
                    outStart2 <='1':
            clse
            -forward packet to 1DI
            outDestinationl < = inDestination3:
            outSourcel <= inSource3.
            outDatal < inData3;
            oulD1 < = inID3:
            oulStartl <='I':
            end it:
        End if:
end if;
if(sendError = 1) then
    --send a packet to "000" containing a message that says:don't use BM located in
    --badBM
    -which link is closest to 000?
    destCounterl :=0;
    destCounter2:=0;
    destCounter3 :=0;
    for i in 0 to 2 loop
            if(IDI(i) = '0') then
                destCounterl:= destCounterl + 1:
            end if;
            if(ID2(i) = 0') then
            destCounter2 := destCounter2 + 1;
            end if:
            if(ID3(i) = '0') then
                                    destCounter3 := destCounter3+1:
            end if;
    end loop:
    if(destCounterl>destCounter2) then
            i{(destCounterl > destCounter3) then
                -send down linkl
                    outDestinationl <= "000":
                        outDatal(7) < ' '0':。
                        outDatal(6)<= '0':
                        outDatal(5)<= '0';
                        outDatal(4)<= '0';
                        outDatal(3)<= '0';
                        outDatal(2)}<=\mathrm{ badBM(2):
                        outDatal(1) <= badBM(1):
                        oulDatal (0) <= badBM(0);
                        outDI <= "00000000":
                        outSource! <= mylD:
                        outStan! <= '1':
                    else
                        -send down link3
                        outDestination3 <= "000":
                        outData3(7) < '0':
                        outData3(6) < = '0';
                        outData3(5)<= '0':
                        outData3(4) }== '0'
                        outData3(3) <= '0':
                        outData3(2) <= badBM(2):
                        outData3(1)<= badBM(1):
                        outData3(0)<= badझM(0):
                        out1D3 <= "00000000";
                        outSource3 <= myIIS,
                        outStart3 <= 'l':
                    Ind if:
    clse
            If(destComnter2 > destCommer3) then
                    --send down link2
                    outDestination2 <= "(0)O".
                outDati2?(7)<=' (0':
                        ouDDtal(6)<= '(0':
                        coulData2(5)<= 0':
                        out1)ata2(-) < = 0':
```

LIBRARY iece:
USE icee.std_logic_1164.ALL:
USE ieee.sid_logic_arith.ALL;
USE icee.std_logic_unsigned.ALL;

ENTITY PE Final_Assert IS
PORT(.

| clk | : in std_logic; |
| :---: | :---: |
| inDestination 1 | : IN STD LOGIC_VECTOR(2 downto 0): |
| inSource! | : IN STD_LOGIC_VECTOR(2 downto 0): |
| inDatal | : IN STD_ULOGIC_VECTOR(7 downto 0): |
| inID1 | : INSTD_ULOGIC_VECTOR(7 downto 0): |
| inStart 1 | : in std_logic; --goes high when the three things above are ready |
| inDestination2 | : IN STD_LOGIC_VECTOR(2 downto 0): |
| inSource2 | : IN STD_LOGIC_VECTOR(2 downto 0): |
| inData2 | : IN STD_ULOGIC_VECTOR(7 downto 0): |
| inID2 | : IN STD_ULOGIC_VECTOR(7 downto 0): |
| inStart2 | : in std_logic; --goes high when the three things above are ready |
| inDestination 3 | : IN STD_LOGIC_VECTOR(2 downto 0): |
| inSource 3 | : IN STD_LOGIC_VECTOR( 2 downto 0): |
| inData3 | : IN STD_ULOGIC VECTOR(7 downto 0): |
| inld3 | : IN STD_ULOGIC_VECTOR(7 downto 0); |
| inStart3 | : in std_logic; --goes high when the three things above are ready |
| mylD | : in std_logic_vector(2 downto 0);-what this PE's ID is |
| IDI | : in std_logic_vector (2 downto 0);-what PE I's ID is |
| ID2 | ; in std_logic_vector( 2 downto 0 );--what PE 2's ID is |
| ID3 | : in std_logic_vector (2 downto 0);-what PE 3's ID is |
| outDestination 1 | : out STD_LOGIC_VECTOR( 2 downto 0): |
| outSourcel | : out STD_LOGIC_VECTOR(2 downto 0); |
| outDatal | : out STD_ULOGIC_VECTOR(7 downto 0): |
| outD1 | : out STD_ULOGIC_VECTOR(7 downto 0): |
| outStart 1 | : out std_logic; |
| outDestination? | : out STD_LOGIC VECTOR(2 downto 0): |
| outSource2 | : out STD_LOGIC_VECTOR(2 downto 0): |
| outData? | : out STD_ULOGIC_VECTOR (7 downto 0): |
| outl)2 | : out STD_ULOGIC_VECTOR(7 downto 0): |
| outStart2 | : out std_logic: |
| outhestination 3 | : out STD_LOGIC_VECIOR(2 downto 0): |
| outSource3 | : out STD_LOGIC_VECTOR(2 downto 0): |
| outData3 | : out STD_ULOGIC_VECTOR(7 downto 0): |

```
: out STD_ULOGIC_VECTOR(7 downto 0):
: out std_Fogic):
```

END PE_Final_Assert:
ARCHITECTURE PEFinalAssertdescription OF PE_Final_Asser IS
begin
process(clk)

```
variable destCounter 1 : integer range 0 to 3;
variable destCounter2 : integer range 0 to 3:
variable destCounter3 : integer range 0 to 3;
variable sendError : integer range 0 to 1:--gocs high if error is detected (so a packet must be sent to the
                                    --control so that that PE is now neglected)
variable badBM :std_logic_vector(2 downto 0):--represents which BM is faulty
    begin
    if(rising_edge(clk)) then
                oulStartl <= '0':
                outStart2<= '0':
                outStart 3<= '0';
                sendError:=0;
                if(inStartl = '1') then
                --something has come in off of the I lines
                    if(inDestination l = myID) then
                        -this packet is for here!
                            --is there an error in the packet?
                        if( (inIDl(7)='1') and (inID2(7)='1')) then
                        -then it is an error packet
                        sendError:= 1;
                            badBM := inSourcel;
                            end if;
                    else
                --then we must forward the packet
                -forward the packet to the neighbour with the closest ID
                destCounter2:=0:
                destCounter 3:=0;
                                    if(inDestination 1(0)=1D2(0)) then
                            destCounter2 := destCounter2 + 1:
end if:
if(inDestination l(t)=1D2(1)) then
                                    destCounter2 := destCounter2 + 1:
endif;
if(inDestination ( (2) = {1)2(2)) then
                                destCounter2 := destCounter2 + 1:
end if:
if(inDestination!(0)=10)3(0)) then
                                    destCoumter 3:= destCounter3 + 1:
end if:
if(inDestination1(1)= ID3(1)) then
                destCounter3:= destCounter3 + 1:
end if;
if(inDestination!{2)={0)3(2)) then
                                destCounter3 := destCounter 3 + 1;
    end if:
    if(destCounter3> destCounter2) then
        -forward packet to ID3
        outDestination 3<= inl)estinationl:
        outData3<< inDatal:
        oull)}}<== inll)!
        outSource3<= inSourcel:
        outStart3 <= '1';
clse
        --forward packer to ID2
        oulDestination2 < = mal)estinationl:
        ou[Jat2 }<=\mathrm{ inDatal:
```


destCounter $:=$ destCounterl $+1:$

## end if:

if(inDestination3(1) = ID1(1)) then
destCounter $1:=$ destCounter $1+1$ :
end if:
if(inDestination3(2) $=|\mathrm{D}|(2)$ then destCounterl $:=$ destCounterl +1 :

## end if:

if $($ inDestination $3(0)=\operatorname{lD} 2(0))$ then destCounter2 $:=$ destCounter $2+1$;

## end if:

$\mathrm{i}($ inDestination3(1) $=1 \mathrm{D} 2(1))$ then destCounter2 $:=$ destCounter $2+1 ;$

## end if:

if(mDestination3(2) $=1 \mathrm{D} 2(2)$ ) then destCounter2 $:=\operatorname{destCounter} 2+1:$
end if:
if(destCounter2 $>$ destCounterl) then
-forward packet to ID3 outDestination2 <= inDestination3; outSource2 $<=$ inSource3; outData2 $<=$ inData3: outID2 $<=$ inID3: outStart2 <='I';
cise --forward packet to IDI outDestinationl $<=$ inDestination3; outSource $1<=$ inSource3: outDatal $<=$ inData 3 : out|DI $<=$ inID3; outStartl <='l',
end if;
end if:
end if;
if(sendError $=1$ ) then
--send a packet to "000" containing a message that says:don't use BM located in --badBM
-which link is closest to 000 ?
destCounter $1:=0$ :
destCounter2 $:=0$ :
destCounter $3:=0$ :
for $i$ in 0 to 2 loop

$$
\text { if(IDI }(i)=\text { '0') then }
$$

destCounterl $:=\operatorname{destCoumter} 1+1$ :

## end if:

 if( $1 D 2(i)={ }^{\prime} 0$ ') thendestCounter2 $:=$ dest Counter $2+1$ :

## and if:

 itflD3(i) $={ }^{\prime} 0$ ') then destCounter3 $:=$ destCounter $3+1$ :
## end if:

end loop:
if(destCounter $1>$ destCounter2) then
il(destCounter $1>$ destCounter3) then --send down link! outDestinationl $<=$ " 000 ": outDatal $<=$ " 000000000 ": oullDI $<=$ " 00000000 ". outSourcel < = mylD: outStart $<=1$ '; else
--send down link; outDestination $3<=$ "(0)0": ounData3 $<=$ "00000000":
 outSource $3<=$ myll). outStarts $<=1$ ',


| outData3 | : out STD_ULOGIC_VECTOR( 7 downto 0$):$ |
| :--- | :--- |
| outID3 | : out STD_ULOGIC_VECTOR 7 downo 0$):$ |

-lemp Lemp
tempBMCounter : out integer range 0 to 13 ;
tempDestinationBM : out std_logic_vector(2 downto 0):
outStar3 $:$ out std_logic):

END PE_CPU:
ARCHITECTURE PECPU OF PE_CPU IS

```
component reg8 IS
    PORT(load : IN std_logic;
            clock : in std_logic;
```

        datain : 1 N std_ulogic_vector( 7 downto 0):
        dataout : OUT std_ulogic_vector(7 downto 0)); --parallel outputs
    E:ND component:
signal loadIReg : std_logic_vector( 13 downto 0);
signal loadJReg : std_logic_vector( 13 downto 0):
signal BMIntermediatel : std ulogic vector( 7 downto 0 ):
signal BMIntermediated : std ulogic_vector(7 downto 0);
subtype WORD8 is STD ULOGIC VECTOR ( 7 downto 0 ):
type ARRAYOFBYTESI4 is array ( 13 downto 0 ) of WORD8;
signal BMIData: ARRAYOFBYTES14;
signal BMIData: ARRAYOFBYTES 14;
-signal BMIDestination : std_logic_vector(2 downto 0):="001";
--signal BM2Destination : std_logic_vector(2 downto 0$):=" 010$ ":
--signal SpareBM! : std_logic_vector(2 downto 0$):=" 101 "$ :
--signal SpareBM2 : std_logic_vector(2 downto 0$):=" 110 "$
-signal SpareBM3 : std_logic_vector(2 downto 0 ): " $=111$ ":
--signal destinationBM : std_logic_vector(2 downto 0):="001";

- -signal BMcounter : integer range 0 to $13:=0$;
begin
-reg l: for i in 0 to 13 generate
-- reg 1 Label: reg8 port map(loadIReg(i). clk, BMIntermediatel. BMIData(i)):
-- reg2Labei: reg8 port map(loadJReg(i). clk, BMIntermediateJ. BMJData(i)):
--end generate;
process(clk)
variable destCounteri: integer range 0 to 3 :
variable destCounter2: integer range 0 to 3 ;
variable destCounter3 : inleger range 0 to 3 :
variable BM counter : integer range 0 to $13:=0$ :
variable BMIDestination : std_logic_vector(2 downto 0):="001":
variable BM2Destination : std_logic_vector(2 downto 0): "010":
variable SpareBM1 : std_logic _vector (2 downto 0$):=101 "$ :
variable SpareBM2 : std_logic_vector(2 downto 0 ): " 1110 ":
variable SpareBM3 : std_logic_vector(2 downto 0$):=" 111$ ".
variable destination BM : sid_logic_vector(2 downto 0 ) := "001":
variable BMOutCounter : integer : $=0$;
variable packet ToGo : integer range 0 to $1:=0$ :
variable toGoDestination : std logic yector(2 downto 0):
variable toGoData : std_ulogic_vector(7 downte ()):
variable toGoLink: integer range 1 to 3 :
begin
tempDestinationBM $<=$ destinationHM:
templBMCounter $<=$ QMCounter;
if(rising_edge(clk)) then
outStart $<=0^{\prime} 0$;
outStant $2<=0$ ',
outStar3 $3<=0$ ':
outSignal'ToCPU $<=$ ' 0 ':
loadIReg $<=$ (others $=>$ ' 0 '):
loadJReg $<=$ (others $\Rightarrow{ }^{\prime} 0$ ');
if(inStart $=1$ ') then
--something has come in off of the 1 lines
if(inDestination $1=m y I D)$ then
--this packet is for here!
--if it is from a BM circuit we need to have that data ready to give
--to the LEDS register
-if it is from the BM assert then we need to cancel use of the given BM --circuit
if(inSource $1=" 011$ ") then
-then it is an assert signal to block the use of a BM circuit --so simply change the BM\#Destination signais and spareBM --stuff
if(SpareBMI $=$ " 000 ") then
-there are no spares left - do nothing
else
if( $($ inDatal $(2)=$ BM1Destination(2) $)$ and $($ inDatal $(1)=$
BMIDestination( 1 ) and (inDatal $(0)=$ BMIDestination $(0)$ ) ) then
--BMI is to be replaced
BMIDestination:=SpareBMI;
--now move the others down the line
SpareBM1 := SpareBM2;
SpareBM2 $:=$ SpareBM3;
SpareBM3 : = "000";
else
--BM2 is to be replaced
BM2Destination := SpareBM1;
-now move the others down the line
SpareBM1 := SpareBM2;
SpareBM2: $=$ SpareBM3;
SpareBM3 := "000";
end if, end if:
elsif(inSourcel $=$ " 100 ") then
--then it is an error on the final task, we are not supporting --error recovery in this case since we have no spare general --purpose CPU
else
-it is info from a BM circuit - that needs to be stored in the -corresponding place
BMIntermediatel $<=$ inDatal:
BMIntermediateJ $<=$ inIDl; loadIReg(BMCounter) <= 'I';
loadJReg(BMCounter) < = ' 1 ';
BMCounter := BMCounter + I:
if(BMCounter $>13$ ) then
BMCounter : $=0$ :
end if:
-now just send it directly to the LEDS for reading by --software
outDataToCPU(15 downto 8$)<=\operatorname{iniDl}(7$ downto 0$)$ : outDataToCPU(7 downto 0) <= inDatal(7 downto 0): outSignalToCPU $<=1$ ';
end if;
else
-then we must forward the packet
--forward the packet to the neighbour with the closest 1D
destCounter2 $:=0$;
destCounter $3:=0$;
if(inDestination $1(0)=[D 2(0))$ then
destCounter2 := destCounter2 +1 ;
end if;
if(inDestination $(1)=1 D 2(1)$ then
destCounter2 $:=\operatorname{destCounter} 2+1$;
end if;
if( inDestination $1(2)=102(2)$ ) then
destCounter2 $:=$ destCounter2 +1 :

```
            end if:
            if(inDestinationl(0)=103(0)) then
                destCounter3 := destCounter3 + 1:
            end it:
            if(inDestination I(1)= [1)3(1)) then
                destCounter3 := destCounter 3 +1:
            end if:
            if(inDestination 1(2)=103(2)) then
                destCounter3 := destCounter 3 + 1:
            end if;
            if(destCounter3 > destCounter2) then
                --forward packet to 1D3
                outDestination 3 <= inDestinationl:
                outData 3 <= inDatal;
                outID3<= inIDI:
                ouSource3<= inSource!:
                outStarl3 <='1':
            else
                --forward packet to ID2
                outDestination2 <= inDestinationl:
                outData2 = inDatal:
                outID2 <= inIDI:
                outSource2 <= inSourcel:
                outStart2 <= 'l':
            end if:
    end if:
end if;
if(inStart = 'l') then
    if(inDestination2 = my/D) then
            -this packet is for here!
            --if it is from a BM circuit we need to have that data ready to give
            -to the LEDS register
            --if it is from the BM assert then we need to cancel use of the given BM
            --circuit
            if(inSource2 = "011") then
                    -then it is an assert signal to block the use of a BM circuit
                    --50 simply change the BMHDestination signals and spareBM
                    --stuIf
                    if(SpareBMI = "000") then
                            --thure are no spares leff - do nothing
                        clse
                        it( (inData2(2) = BMIDestination(2)) and (inData2(1)=
BMIDestination(1)} and (inData2(0) = BMIDestination(0)) ) then
                                    --BMI is to be replaced
                                    BMIDestination:= SpareBMI:
                                    --now move the others down the line
                                    SparcBM1 := SpareBM2:
                                    SpareBM2 := SpareBM3;
                                    SpareBM3 := "000":
                clse
                                    -BM2 is to be replaced
                                    BM2Destination := SpareBMII;
                                    --now move the others down the line
                                    SpareBM1 := SpareBM2
                                    SpareBM2 := SpareBM3:
                                    SpareBM3 : = "000":
                end if:
            end if:
            elsif(inSourcel = "100") then
                -then it is an error on the tinal task. we are not supporing
                    --error recovery in this case since we have no spare general
                    --purpose CP(V
            clse
                --it is into from a BM circuit - that needs to be stored in the
                    --correspunding place
                    BMIntermediatel < = inData2;
                BMIntermediateJ }<==\mathrm{ inlD2:
                load!Reg(BMComoter)<=' ' ':
                loadJReg(BMC'ounter)<= '1',
                    BMCounter := 13MCounter + 1:
```


## if(BMCOunter $>13$ ) then

BMCounter: $=0$ :
end if;
--now just send it directly to the LEDS for reading by --software --outDataToCPU(8)<='0';
 outDataToCPU(7 downto 0$)<=$ inData2(7 downto 0): outSignalToCPU $<=11$ ':
end if;
else
-then we must fonward the packet
--forward the packet to the neighbour with the closest ID
destCounter $:=0$;
destCounter $3:=0$;
if(inDestination2 $(0)=\operatorname{IDI}(0))$ then
else
destCounterl $:=$ destCoumter +1 :
end if;
if $\{$ inDestination2 $(1)=1 \mathrm{DI}(1))$ then
clse
destCounter $:=$ destCounterl +1 :
end if:
if(inDestination2(2) $=1 \mathrm{Dl}(2))$ then
else
destCounterl $:=$ destCounterl +1 ;
end if;
if(inDestination2(0) $=\operatorname{ID} 3(0))$ then
else
destCounter $3:=$ destCounter $3+1$;
end if;
iffinDestination2(1) $=1 \mathrm{D} 3(1)$ ) then
else
destCounter3 $:=$ destCounter $3+1$ :
end if:
if(inDestination2 $(2)=1 \mathrm{D} 3(2))$ then
else
destCounter $3:=\operatorname{dest}$ Counter $3+1$;
end if;
if(destCounter3 > destCounterl) then --forward packet to ID3 outDestination3 $<=$ inDestination2; outSource $3<=$ inSource2. outData $3<$ inData2; outlD3 $<=$ inID2: outStart3 <= 'l';
else
-forward packet to IDI
outDestination1 < = inDestination2; outSourcel $<=$ inSource2; outDatal $<=$ inData2; outiDl $<=$ iniD2; outStartl <='I';
end if:
end is:
end if
if(inStart $3=$ 'l') then
if(inDestination $3=m y(D)$ then
--this packet is for here!
-if it is from a BM circuit we need to have that data ready to give --to the LEDS register
--if it is from the BM assert then we need to cancel use of the given [3M --circuit
it(inSource $3=$ "011") then
-then it is an assert signal to block the use of a BM circuit
--so simply change the BMHDestination sienals and spare 3 BM --stuff
it(SpareBM1 $=$ " 000 ") then
--there are no spares lelt - do nothing


destCounterl $:=$ destCounter $1+1$;

```
end if:
if(destinationBM(1) = ID)(1)) then
        destCounterl := destCounter 1 + 1:
end it:
if(destinationBMM(0)={DI(0)) then
        destCounterl := destCounterl + 1:
end it:
if(destinationBM(2)= ID2(2)) then
        desiCoumter2 := destCounte:2 + 1
end if;
if(destinationBM(1) = ID2(1)) then
        destCounter2 }:=\mathrm{ destCounter 2 + 1:
end if:
il(destinationBM(0) = ID2(0)) then
        destCounter2 := destCounter2 + 1;
end if:
if(destinationBM(2) = 1D3(2)) then
        destCounter3 := destCounter 3 + 1.
end if;
iffdestinationBM(1)=1D3(1)) then
        destCounter3:= destCounter3 + 1;
end if:
if(destinationBM(0) = ID3(0)) then
        destCounter3 := destCounter3 + 1:
end if:
if(destCounterl > destCounter2) then
        il(destCounterl > destCoumer3) then
            -send to IDl
                outDestinationl <= destinationBM:
                outDatal < inDataFromCPU(7 downto 0):
                ounSourcel <= "000":
                oulL! < = "00000000":
                oustanl<='l':
                toGoLink:=1:
        else
                --send to ID3
                outDestinations <= destinationBM:
                outData3<= in[DatalromCPU(7 dowmo 0).
                outSource3<= "000":
                out1D3 <= "00000000":
                oustart3<= '1':
                toGolink := 3:
        end if:
clse
        ifdestCounter2 > destCommer3) then
                        -send to 102
                        outDestination2 <= destinationBM:
                                outData2 < = inDataFromCPU(7 downto 0):
                        outSource2 <= "000":
                                0utID2 < = "00000000)":
                        outStart2 <== 'l':
                        10Col.ink := 2:
        ctse
            --send to ID3
                        outDestimation3<= destimationBM:
                        vut(ata3 < = inDatalirmmCPU(7 downts(0):
                        onSource; == "000".
                        0ut11)3<= "00000000":
                        outSurt3 : = ' I';
                        tu(;ol.ink:=3.
        end il:
end if:
```

```
    BMOutCounter := BMOutCounter + I:
    if(BMOutCounter = 1951509) then--3903018) then
        --it is time to change destinationBM! (swap...)
        if(destinationBM = BM1Destination) then
        destinationBM:= BM2Destination;
        else
        destinationBM := BMIDestination:
        end if;
        BMOutCounter := 0;--start again!
end if
    end if;
        end if;
        if(packetToGo=1) then
            if(toGoLink = 1) then
                    outDestination | <= toGoDestination;
                        outDatal <= toGoData;
                    outSourcel <= "000";
                    outlD1 <= "00000000":
                    outStartl<='1'
        elsif(toGoLink =2) then
            outDestination2 <= toGoDestination;
            outData2<= toGoData;
            outSource2 <= "000";
            outID2 <= "00000000";
            outStart2<= '1':
        else
            outDestination 3<= toGoDestination;
            outData3<= toGoDama
            outSource3<= "000";
            outID3 <= "00000000":
            outStart3<= '1';
        end if;
    end if:
end if;
end process:
end PECPPU:
-- Purpose :
-- This APB peripheral contains registers
--
```



```
library IFEE;
use IEEE.std_logic_1164.all:
entity APBRegs is
    port(
-- Inputs
    PCLK : in std_logic: -- APB clock
    nRESET : in std_logic: - AMBA reset
    PENABILE : in std_logic:-- APB enable
    PSE: {in std logic;-APB select
    PWRITF: : in std_logic;-- APB read/write
    nPBUTT : in std_logic; -- input that will be latched for
                        -- an interrupt example
    SW : in sid_logic_vector(7 downto 0):
    PWDATA : in std logic vector(3i downto 0);
                                -A\overline{P}B}\mathrm{ write data
    PA : in std_logic vector(4 downto 2);
        -- APB address bus
-- Outputs
    C゙TRIC'lK゙ : out sid_logic_vector(18 downto 0):
```

```
                                    -- sets frequency ofCLK!
    CTRLCl.K2 : out std_logic_vector(18 downto 0);
                                    - sets frequency of CLK2
    REGISINT : out std_logic;-interrupt output
    I.RD : out std_logic_vector(8 downto 0);
    - LED control
    PRDATA : out std_fogic_vector(31 downto 0)
                        - APB read data
    ):
end APBRegs:
```


architecture synth of APBRegs is

## - Component declarations

component PE_BlockMatch IS
PORT(

| ck | : in std_logic: |
| :---: | :---: |
| indestination | : IN STD_LOGIC _ VECTOR(2 downo (0): |
| inSource 1 | : IN STD_LOGIC VECTOR(2 downto 0): |
| inDatal | : IN STD_ULOGIC_VECTOR(7 downto 0): |
| IDI | : INSTD_ULOGIC_VECTOR(7 downto 0): |
| inStart | : in std_logic: --goes high when the three things above are ready |
| indestination2 | : IN STD_LOCilC VECTOR(2 downto 0): |
| inSource2 | : IN STD_LOGIC_VECTOR(2 downo 0): |
| inData2 | : IN STD_ULOGIC VECTOR(7 downto 0): |
| inID2 | : IN STD_ULOGIC_VECTOR(7 downte 0): |
| inStart2 | : in std_logic; --goes high when the three things above are ready |
| inPestination3 | : IN STD_LOGIC VECTOR(2 downto (1). |
| inSource3 | : IN STD LOCIIC_VECTOR(2 downto (): |
| inData3 | : IN STD_ULOGIC_VECTOR(7 downtu $)$ : |
| inlD3 | : IN STD_ULOCIC_VECTOR(7 downto 0): |
| inStart3 | : in std_logie; --goes high when the three things above are ready |
| myld | : in std_logic_vector(2 downto 0):--what this Pt:'s II) is |
| ID) | : in std_logic_vector(2 downto 0):-what PE I's II ) is |
| 1D2 | : in std_logic_vector(2 downto (0):-what Pt: 2's II) is |
| $1{ }^{1} 3$ | : in std_logic_vector(2 duwnto 0):--what Pl: 3's 11 ) is |
| outDestination! | : on STD_LOCiK_VECOOR(2 downte O): |


|  | outSource 1 <br> outDatal <br> outIDI <br> outStart <br> outDestination2 <br> outSource2 <br> outData2 <br> oulD2 <br> outStart2 <br> outDestination3 <br> outSource 3 <br> outData3 <br> oullD3 <br> outStar3 | ```out STD_LOGIC VECTOR(2 downto 0): out STD_ULOGIC VECTOR(7 downto 0): out STD_ULOGIC_VECTOR(7 downto 0): out std_logic: out STD_LOGIC_VECTOR ( 2 downto 0): out STD_l.OGIC_VECTOR(2 downto 0): out STD ULOGIC VECTOR(7 downto 0): out STD_ULOGIC_VECTOR (7 downto 0): out std_logic; out STD_LOGIC_VECTOR(2 downto 0): out STD_LOGIC_VECTOR(2 downto 0); out STD_ULOGIC_VECTOR(7 downto 0): out STD_ULOGIC_VECTOR ( 7 downto 0): out std_logic);``` |
| :---: | :---: | :---: |
| component PE_BM_Assert IS PORT( |  |  |
|  | clk | : in std_logic; |
|  | inDestinationl | : IN STD_LOGIC_VECTOR(2 downto 0): |
|  | inSourcel | : IN STD_LOGIC_VECTOR(2 downto 0): |
|  | inDatal | : IN STD_ULOGIC_VECTOR(7 downto 0); |
|  | inlDI | : IN STD_ULOGIC_VECTOR(7 downto 0); |
|  | inStarl | : in std_logic; --goes high when the three things above are ready |
|  | inDestination2 | : IN STD_LOGIC_VECTOR( 2 downto 0); |
|  | inSource 2 | : IN STD_LOGIC_VECTOR( 2 downto 0): |
|  | inData2 | : IN STD_ULOGIC_VECTOR(7 downto 0); |
|  | inlD2 | : IN STD_ULOGIC_VECTOR(7 downto 0); |
|  | inStar? | : in std_logic; -goes high when the three things above are ready |
|  | inDestination 3 | : IN STD_LOGIC_ VECTOR(2 downto 0): |
|  | inSource3 | : IN STD_LOGIC_VECTOR(2 downto 0); |
|  | inData 3 | : IN STD_ULOGIC_VECTOR(7 downto 0); |
|  | inlD3 | : IN STD_ULOGIC_VECTOR ( 7 downto 0): |
|  | inStart3 | : in std_logic; --goes high when the three things above are ready |
|  | myld | in std_logic_vector (2 downto 0 );--what this PE's ID is |
|  | 1D1 | : in std_logic_vector(2 downto 0):-what PE I's ID is |
|  | ID2 | : in std_logic_vector(2 downto 0);--what PE 2's ID is |
|  | 1D3 | : in std_logic_vector(2 downto 0);-what PE 3's ID is |
|  | outDestination 1 | : out STD_LOGIC_VECTOR(2 downto 0): |
|  | outSourcel | : out STD_LOGIC_VECTOR(2 downto 0): |
|  | outDatal | : out STD_ULOGIC_VECTOR( 7 downto 0): |
|  | out[D] | : out STD_ULOGIC_VECTOR(7 downto 0); |
|  | outStart 1 | : out std_logic: - |
|  | outDestination2 | : out STD_LOGIC_VECTOR(2 downto 0): |
|  | outSource2 | $\text { : out STD_LOGIC_VECTOR (2 downo } 0 \text { ); }$ |
|  | outData2 | : out STD_ULOGIC_VECTOR(7 downto 0); |
|  | outD2 | : out STD_ULOGIC_VECTOR(7 downto 0): |
|  | outStart | : out std_logic; |
|  | outDestination3 | : out STD_LOGIC_VECTOR(2 downto 0): |
|  | outSoarce3 | : out STD_LOGIC VECTOR(2 downto 0); |
|  | outData 3 | out STD_ULOGIC_VECTOR ( 7 downto 0): |
|  | outiD3 | out STD_ULOGIC_VECTOR(7 downto 0); |
|  | outStartl | : out std_logic); |

IND component:
component PE_Final_Assert IS
PORTC
clk
inDestinationl
inSourcel
inDatal
inDD1
inStart
inDestination2
inSource?
inData2
inID2
inStar2
inDestination3
: in std_logic;
: IN STD LOGIC_VECTOR(2 downto 0):
: IN STD_I.OCIC_VECTOR(2 downto 0):
: IN STD_ULOGIC_VECTOR (7 downo 0):
: $\operatorname{NNSTD}$ _ULOGIC_VECIOR (7 downto 0);
: in std_logic; --goes high when the three things above are ready
: IN STD_LOGIC_VEC"TOR(2 downto 0):
: IN STD_LOGIC_VECTOR(2 downto 0):
: IN STD_ULOGIC_VECTOR(7 downto 0):
: IN STD_ULOGIC-VIECTOR(7 downto 0):
: in std logic: --goes high when the three things above are ready IN STD_LOGIC_VECTOR(2 downto 0):

| inSource3 | : IN STD_LOGIC_VECTOR(2 downto 0): |
| :---: | :---: |
| inData3 | : IN STD_ULOGIC_VECTOR(7 downto 0): |
| int3 | : $\mathrm{N}^{\text {STD_ULOGIC_VECTOR }} 7$ downto 0): |
| inStart | : in std_logic; --goes high when the three things above are ready |
| myld | : in std_logic_vector(2 downto 0);-what this PE's II) is |
| IDI | : in std_logic_vector(2 downto 0):--what PE I's ID is |
| ID2 | : in std_logic_vector(2 downto 0);-what PE: 2's ID is |
| 1 D3 | : in std_logic_vector(2 downto 0);--what PE: 3's ID is |
| outDestination | : out STD_LOGIC_VECTOR(2 downto 0): |
| outSourcel | : out STD_LOGIC_VECTOR(2 downto 0): |
| outDatal | : out STD_ULOGIC_VECTOR(7 downto 0): |
| outidi | : out STD_ULOGIC_VECTOR(7 downto 0): |
| outStarti | : out std logic; |
| outDestination2 | : out STD_LOGIC_VECTOR(2 downto 0): |
| sutSource2 | : out STD_LOGIC_VECTOR(2 downto 0): |
| outData2 | : out STD_ULOGIC_VECTOR(7 downto 0): |
| culdi | : out STD_ULOGIC_VECTOR(7 downto 0): |
| outStart2 | : out std_logic; |
| outDestination3 | : out STD_LOGIC_VECTOR(2 downto 0): |
| outSource3 | : out STD_LOGIC_VECTOR(2 downto 0): |
| outData 3 | : out STD_ULOGIC_VECTOR(7 downto 0): |
| outid3 | : out STD_ULOGIC_VECTOR(7 downto 0): |
| outStart3 | : out std_logic); |

END component:

| component PE_CPU IS--the interface and control circuitry "around" the cpu PORT( |  |  |
| :---: | :---: | :---: |
|  | clk | : in std_logic; |
|  | inSignalFromCPU | : in std_logic;--there is data available from the CPU |
|  | indataFromCPU | : IN STD_ULOGIC_VECTOR 16 downto 0);-the data from the CPU |
|  | inDestination 1 | : IN STD_LOGIC_VECTOR(2 downto 0): |
|  | inSourcel | : IN STD_LOGiC_VECTOR(2 downto 0): |
|  | inDatal | : IN STD_ULOGIC_VECTOR 7 downto 0): |
|  | inIDI | : IN STD_ULOGIC_VECTOR (7 downto 0): |
|  | inStarl | : in std_logic; --goes high when the three things above are ready |
|  | inDestination2 | : IN STD LOGIC_VECTOR(2 downto 0): |
|  | inSource2 | : IN STD LOGIC VECTOR(2 downto 0): |
|  | inData2 | : IN STD_ULOGIC_VECTOR(7 downto 0): |
|  | inlD2 | : IN STD_ULOGIC_VECTOR(7 downto 0): |
|  | inStart2 | : in std_logic; --goes high when the three things above are ready |
|  | indestination 3 | : IN STD_LOGIC_VECTOR(2 downio 0): |
|  | inSource 3 | : IN STD_LOGIC_VECTOR(2 downto 0): |
|  | inData3 | : IN STD_ULOGIC_VECTOR(7 downto 0): |
|  | inlD3 | : IN STD_ULOGIC_VECTOR(7 downto 0): |
|  | inStart 3 | : in std logic; --goes high when the three things ahove are ready |
|  | mylD | : in std_logic_vector(2 downto 0):-what this PE's II ) is |
|  | [D] | : in std_logic_vector 2 downto (0);--what IPE I's ID is |
|  | 1D2 | : in std_logic_yector(2 downto 0):-what PE 2's ID is |
|  | 1D3 | : in std_logic_vector(2 downto 0):-what PE 3's II) is |
|  | outSignalToCPU | : out std logic;-there is data available from the CPU |
| -- | outDataToCPU | : out STD_ULOCiC_VECTOR(8 downto (0):--the data from the CPU |
|  | outDataToCPU | : out STD_ULOGIC_VECTOR(16 downto 0):-the data from the (PPU |
|  | outDestination | : out STD_LOGIC_VECTOR (2 downto 0): |
|  | outSourcel | : out STD_LOGIC_VECTOR(2 downto 0): |
|  | outDatal | : out STD_ULOGIC _VECTOR(7 downto 0): |
|  | outDI | : out STD_ULOGIC_VECTOR(7 downto 0): |
|  | outStart | : out std_logic; |
|  | outDestination2 | : out STD_LOGIC_VECTOR(2 downto 0): |
|  | outSource2 | : out STD_LOCIC_VECTOR(2 downto 0): |
|  | outData2 | : out STD_ULOGIC - VECTOR(7 downto 0): |
|  | outID2 | : Out STD_ULOCIC_VECTOR(7 downto (0): |
|  | outStart2 | : out std_logic; |
|  | ouDestination3 | : out STD_LOGIC_VECTOR(2 downto 0): |
|  | outSource3 | : out STD_LOGIC: VECTOR(2 downto 0): |
|  | outData3 | : out STD_ULOGIC' VECTCOR(7 downto (0): |
|  | outid3 | : Out STD ULOCilC-VECTOR(7 downto (): |
|  | outStar3 | : out std_logic): - |

I:ND component:

[^0]```
-- I Mliz default clock valucs
constan OSCI_VECTOR : std_logic_vector(18 downto 0)
    = "1100111110000000100":
constant OSC2_VECTOR : sld_logic_vector(18 downto 0)
                        := "1100111110000000100":
-- L.ock register key 0xA05F
constant LOCK_KEY : sid_logic_vector(15 downto 0)
    = "1010000001011111";
-- Address decoding
constant LM_OSCl : std_logic_vector(4 downto 2) := "000";
-- read/write
constant LM_OSC2 : std_logic_vector(4 downto 2):= "001";
-- read/write
constant LM_LOCK : std_logic_vector(4 downto 2):= "010":
-- read/write
constant LM_LEDS : std_logic_vector(4 downto 2):= "011";
-- read/write
constant LM_INT : std_logic_vector(4 downto 2):= "100";
-- read/write
constant LM_SW : std_logic_vector(4 downto 2):= "101";
-- read only
- Signal declarations
signal LmOscRegl : std_logic_vector(18 downto 0):
-- Oscillator registerl
signal LmOscReg2 : std_logic_vector(18 downto 0):
-- Oscillator register2
signal LmLckReg : std_logic_vector(15 downto 0):
-- Lock register
-signal LmLedsReg : std_logic_vector(8 downto 0):
signal LmLedsReg : std_logic_vector(16 downto 0):
-LED registcr
signal LmintReg : std_logic;
-- INT' register
signal LmSwReg : sid_logic_vector(7 downto 0):
-- Switch register
signal locked : std_logic
-- Registers are Locked
signal NexIPRDATA : std_logic_vector(31 downto 0);
-- read data
-- a duplex bus based commlink with a bunch a necessary signals (from PE 000 to PE 001)
signal commDest000_001 : std_logic_vector(2 downto 0):
signal commSuurce000_001 ; std_logic_vector(2 downto 0);
signal commData000_001: std ulogic_vector(7 downto ());
signal commiD000_(001 : std_ulogic_vector(7 downto 0):
signal commStar000_001 : std_logic:
signal commDest00)_000 : std_logic_vector(2 downto 0);
signal commSource001_000 : std_logic_vector(2 downto 0);
signal commData001_000: std_ulogic_vector(7 downto 0);
signal commiDO01_000 : std_u/ogic_vector(7 downto 0):
```

signal commStart001_000: std_logic:
-- a duplex bus based commlink with a bunch a necessary signals signal commDest000_010: sid_logic_vector(2 downto 0): signal commSource000 010 : std logic vector(2 downto 0) signal commData000_010: std_ulogic_vector(7 downto ()): signal commiD000_010 : std_ulogic_vector( 7 downto 0 ); signal commStart000_010: std_logic;
signal commDest010 000 : std logic_vector (2 downto 0); signal commSource $010 \_000:$ std_logic_vector( 2 downto 0 ); signal commData010 000 : std ulogic vector $(7$ downto 0 ); signal commiD0 10.000 : std_ulogic_vector( 7 downto 0 ); signal commStart010_000: std_logic;
-- a duplex bus based commlink with a bunch a necessary signals signal commDest000_100: std_logic_vector(2 downto 0); signal commSourcc000_100: std_logic_vector(2 downto 0): signal commData000_100: std_ulogic_vector( 7 downto 0 ); signal commiD000_100: std_ulogic_vector( 7 downto 0 ); signal commStart000_100: std_logic;
signal commDest100_000: std_logic_vector(2 downto 0); signal commSource $100 \_000:$ std_logic_vector $(2$ downto 0 ); signal commDatal 00 _000 : std_ulogic_vector(7 downto 0); signal commID100_000; std_ulogic_vector(7 downto 0); signal commStart 100_000 : std_logic;
-- a duplex bus based commlink with a bunch a necessary signals signal commDest001_101 : std_logic_vector(2 downto 0); signal commSource001_101: std_logic_vector(2 downto 0); signal commData001_101: std_ulogic_vector (7 downto 0); signal commiD001_101: std_ulogic_vector(7 downto 0); signal commStart001_101: std_logic;
signal commDest101_001: std_logic_vector(2 downto 0); signal commSource 101_001 : std_logic_vector(2 downto 0); signal commDatal 01 _001 : std_ulogic_vector( 7 downto 0 ); signal commlD101_001: std_ulogic_vector(7 downto 0): signal commStart $1 \overline{0} 1 \_001$ : std_logic;
-- a duplex bus based commlink with a bunch a necessary signals signal commDest001_011: std_logic_vector(2 downto 0); signal commSource 001 _011: std_logic_vector $(2$ downto 0 ): signal commData001_011: std_ulogic_vector(7 downto 0): signal commiD001_011 : std_ulogic_vector(7 downto 0): signal commStanto01_011: std_logic;
signal commDest011 001: std_logic_vector(2 downto 0); signal commSource011 001 : std_logic_vector $(2$ downto 0 ): signal commData011_001: std_ulogic_vector(7 downto 0): signal commiD011_001: sid_ulogic_vector( 7 downto 0 ): signal commStan011_001: std_logic;

- a duplex bus based commlink with a bunch a necessary signals signal commDest010 011: std_logic vector(2 downto 0); signal commSource010_011: std_logic_vector(2 downto 0); signal commData010_011: std_ulogic_vector (7 downto 0): signal commil)010_011 : std_ulogic_vector(7downto 0): signal commStart010_011: std_logic:
signal commDest011_010 : std_logic_vector(2 downio (0); signal commSource011 010: sid_logic_yector(2 downto (0): sighal commData011_010 : std_ulogic_vector(7 downto 0): signal commID011_010: sid_ulogic_vector(7 downto 0): signal commstartoll_010: sid_logic:
-. a duplex bus based commlink with a bunch a necessary signals
signal commDest010_110: std_logic_vector(2 downto 0): signal commSource0 0 0_110: std_logic_vector(2 downto (1):
signal commData010_110: std_ulogic_vector(7 downto 0); signal commID010 $\overline{110}$ : std_ulogic_vector( 7 downto 0 ); signal commStart010_110: std_logic;
signal commDest10_010: std_logic_vector(2 downto 0); signal commSourcelio_010: std_logic_vector(2 downto 0 ); signal commDatal10_010: std_ulogic_vector(7 downto 0): signal commid 10 - 010 : std_ulogic_-vector( 7 downto 0 ): signal commStartl10_010: std_logic:
-- a duplex bus based commlink with a bunch a necessary signals signal commDest110_111: std_logic_vector(2 downto 0): signal commSource1 $\overline{1} 0 \_111:$ std_logic_vector $(2$ downto 0$)$; signal commDatal10_111: std_ulogic_vector(7 downto 0); signal commlD 110 II $1:$ std_ulogic_vector( 7 downto 0 ); signal commStartio_111: std_logic:
signal commDest111_110: std_logic_vector(2 downto 0); signal commSource111_110: std_logic_vector(2 downto 0); signal commDatall! $\overline{110}$ : std_ulogic_vector $(7$ downto 0$)$; signal commID111_110: std_ulogic_vector(7 downto 0); signal commStartl11_110: std_logic;
-- a duplex bus based commlink with a bunch a necessary signals signal commDest 110_100: std_logic_vector(2 downto 0); signal commSourcel10_100: std_logic_vector( 2 downto 0 ); signal commDatal $10 \_100$ : std_ulogic_vector( 7 downto 0 ): signal commiDl10_100: std_ulogic_vector(7 downto 0); sigual commStart110_100: std_logic;
signal commDestl00_110: sid_logic_vector (2 downto 0); signal commSource $100 \_110$ : std_logic_vector(2 downto 0 ); signal commDatal00_110: std_ulogic_vector(7 downto 0 ): signal commID100_110 : std_ulogic_vector( 7 downto 0 ): signal commStart100_110: std_logic;
-- a duplex bus based commlink with a bunch a necessary signals signal commDestl01_111: std_logic_vector(2 downto 0): signal commSourceI01_111: std_logic_vector(2 downto 0 ): signal commDatal01_111 : std_ulogic_vector( 7 downto 0 ); signal commiDi01_111 : std_ulogic_vector(7 downto 0 ); signal commStart101_111: std_logic;
signal commDest111_101: std_logic_vector(2 downto 0); signal commSourcelī!_101: std_logic_vector( 2 downto 0 ); signal commDatal1!_101: sid_ulogic_vector( 7 downto 0 ); signal commID111_101: std_ulogic_vector(7 downto 0): signal commStart111_101: std_logic;
-- a duplex bus based commlink with a bunch a neeessary signals signal commDesil00_101: std_logic_vector(2 downto (0): signal commSourcel00_101 : std_logic_vector(2 downto 0 ): signal commData100_101: std_ulogic_vector(7 downto 0); signal commID100_101: std_ulogic_vector(7 downto 0); signal commStart 100 _101: std_logic:
sighal commDestl01_100: std_logic_vector(2 downto 0); signal commSourcelol_100: std_logic_vector(2 downto 0 ): signal commDatal01 $100:$ std_ulogic_vector( 7 downto 0 ): signal commID101 100 : std ulogic vector ( 7 downto 0 ); signal commStart101_100: std_logic:
-- a duplex bus based commlink with a bunch a necessary signals signal commDest011_111: std_logic_vector(2 downto 0): signal commSource0-1 1.11 : std_logic_vector(2 downto 0): signal commData01!_111:sd_ulogic_vector(7 downto 0): signal commIDO1!_111: std_ulogic_vector( 7 downto 0 ): signal commStart011_111: std_logic;
signal commDestli1_0il: std_logic_vector(2 downto 0),
signal commSource111_011: sid_logic_vector (2 downto 0 ): signal commDatal 11 011: std ulogic_vecior(7 downto 0); signal commID111_011 : std_ulogic_vector 7 downto 0 ): signal commStart111_011: std_logic;
--signal dataToLEDs : std_ulogic_vector ( 8 downto 0 ): signal data Tol.EDs : std_ulogic vector ( 16 downto 0 ): signal dataFromLEDs : std_ulogic_vector( 16 downto 0 ); signal signalToLEDs: std logic:
signal signalFromLEDs : std_logic;

```
signal VAL000 : std_logic_vector(2 downto 0) := "000";
signal VAL001 : std_logic_vector(2 downto 0) := "001";
signal VAL010:std_logic_vector(2 downto 0):= "010";
signal VAL011:std_logic_vector(2 downto 0):= "011 ";
signal VAL100 : std_logic_vector(2 downto 0) := " 100";
signal VAL101 : std_logic_vector(2 downto 0):= "101",
signal VAL.110: std_logic_vector(2 downto 0):= "110";
signal VAL111: std_logic_vector(2 downto 0):= "111";
```

-- Function declarations
--
-- Main body of code
.- $=$
--

## begin

--if you are circuit 000 then your inputs start with 000 and your outputs end with 000
PE000: PE_CPU port map(PCLK, signalFromLEDs, dataFromLEDs, commDest000_001. commSource 000 _ 001 . commData000_001, commID000_001, commStart000_001.
commDest000_100, commSource000_100, commData000_100, commlD000_100, commStart000_100, commDest000_010, commSource 000 - 010, commData000_010. commiD000_010. commstart000_010. VAL000, VAL001, VAL100, VAL010, signalToLEDs, dataToLEDs, commDest 001 000, commSource001 000 , commData001_000, commID001_000. commStart001_000. commDest 100_000, commSource 100_000, commData 100_000, commiD100_000, commStart100_000. commDest010_000, commSource $010^{-} 000$, commData010_000. commID010_000, commStart 010 _000):

PE00I: PE_BlockMatch port map(PCLK,
commDest001_101, commSource001_101, commData001_101. commID001_101. commStart001_101. commDest001_011, commSource001_011.commData001_011. commID001_011. commStart001_011. commDest001_000, commSource001_000, commData001_000. commID001_000. commStart001_000. VAL001, VALIO1, VAL011, VALO00,
commDest101_601, commSource101_001, commDatal01_001. commID101_001. commStart101_001. commDest011 001. commSource011_001, commData011_001, commID011_001. commStart011_001. commDest000_001, commSource 000 _001, commData000_001, commID000_001, commStart000_001):

PEOIO: PE BlockMatch port map(PCLK,
commDest010 000, commSource010_000, commData010_000, commID010_000, commStart010_000. commDest010_011, commSource 010_011, commData010_011, commID010_011. commStart010_011. commDestol0-110, commSource $010^{-} 110$, commData010_110, commiD010_110, commStarto10-110. VAL010, VALO00, VAL01I, VALIIO.
commDest000_010, commSource000_010, commData000_010, commifo00_010. commstart000_010. commDest011_010, commSource011-010, commData011_010. commidoll_010. commStarl011-010. conmbestl10_010, commSourcel10_010. commDatal10_010. commlD110_010. commStart110-010):

PE011: PE_BM_Assert port map(PCLK,
commDest011_010, commSource01!_010, commData011_010. commidol!_010. commstart011 010. commDest011_111, commSource011_111. commDatiol!_111. commiDOII_II., commStart011_111. commDest011-001, commSource011_001. commData011_(0)1, commiD011-001. commStarioll_001. VALOII, VALOIO, VAI, III, VALOOI.
commDest010_011, commSource010_011, commData010_011, commil)010_011, commStart(010_(11.
 commbest001_011, commSource001_011, comm[atat001_011. commidoo1_011, commStart(0)1_011):

P1:100: P1:_Final_Assert port map(PCLK

commDest $100 \_000$, commSource $100 \_000$, commDatal00_000, commIDI00_000. commStart $100 \_000$. commDest 100 _110, commSource100_110, commData 100_110, commlD100_110, commStartl00_110. VALI00, VALI01, VALO00, VALIIO.
commDest101_100, commSourcel01_100, commDatal01_100, commID101_100, commStart10!_100. commDest000_100, commSource $000 \_100$, commData00__100, commlD000_100, commStari000_100. commDestil0_100, commSource $110^{-} 100$, commDatal $10^{-} 100$, commiD110_100, commStart110_100):

PE101: PE_BlockMatch port map(PCLK,
commDestl01_001, commSource101_001, commDatal01_001, commID101_001, commStart101_001, commDest101_111, commSource 101_111, commDatal01_111, commID101_111, commStarl101_111, commDest101-100, commSource $10 I_{1}^{-} 100$, commDatal01_100, commID101_100, commStart $101_{-}^{-} 100$, VALI01, VAL001, VALIII, VAL100,
commDest001_101, commSource001_101, commData001_101, commID001_101, commStart001_101, commDestl1!_101, commSourcel11_101, commDatalli_101, commIDIII_101, commStartll!_101, commDest100_101, commSource 100 _101, commDatal00_101, commID100_101, commStarl100_101);

PE110: PE_BlockMatch port map(PCLK,
commDestl10_010, commSource 110_010, commDatal10_010, commID110_010, commStart110_010. commDest110_111, commSource 110_111, commDatal $10^{-} 111$, commiD110-111, commStarti10-111, commDest110_100, commSource l10_100, commDatal 10_100, commIDI $10^{-} 100$, commStart110_100. VALIIO, VALOIO, VALIII, VALIO0, commDest010_110, commSource010_110, commData010_110. commID010_110, commStart010_110. commDestl11_110, commSourcel11_110. commDatall!_110, commID111-110. commStartll1_110. commDest 100_110, commSource $100 \_110$, commDatal00_110, commID100_110, commStart100_110):

PEIII: PE_BlockMatch port map(PCLK.
commDestl1!_101, commSource 111_101, commDatal11_101, commIDI11_101, commStartl11_101. commDest11_011, commSource 111_011, commDatal11_011, commiD111_011, commStartill_011, commDest111_110, commSource 111_110, commDatal11_110. commID11]_110, commStartl1]_110. VALI11, VALIO1. VALOII, VALIIO, commDest101_111, commSource101_111, commDatal01_111, commID101_111, commStar101_11, commDest011_111, commSource011_111, commData011_111, commID011_111, commStart011_111, commDest110_111, commSource 110_111, commDatal10_111, commID110_111, commStart110_111);
-- Locked signal protects registers that could be accidently changed

```
Locked <= '0' when (LmLckReg = LOCK_KEY)
```

    clse
        '1':
    -- switch register is read only
LmSwReg <=SW;
-- Lock register is read/write
p_l.dLckRegSeq : process(PCLK, nRESET)
begin
if ( $n$ RESET $=$ ' 0 ') then
LimLckReg <= (others $=>^{\prime} 0^{\prime}$ );
elsif (PCLK'event and PCLK = 'I') then
if ( $(P S E L$ and PWRITE and PENABLEE $)=' 1$ ') then
if ( $\mathrm{PA}=\mathrm{LM}$ _LOCK) then
l.mLekReg $<=$ PWDATA $(15$ downto 0);
end if;
end if:
end if:
end process p_I.dLekRegSeq:

- Oscillatorl register is read/write, protected by lock register
P_l.doscRegSeql : process(PCLK, nRESET)
hegin
if (nRESET' = '0') then
I.mOscRegl <=OSCl_VECTOR;
elsif (PCLL'Revent and PCLK = 'l') then
if ((PSEL and PWRITE and PENABLE and not Locked) $=11$ ') then
if $(\mathrm{PA}=\mathrm{L} . \mathrm{M} \mathrm{OSC} \mathrm{C})$ then
L.mOscRegI $<=$ PWDATA( 18 downto 0):
end if;

```
    cnd if:
end if:
end process p_ldOscRegSeq!:
CTRI,ClKl <= 1,mOscRegI;
-- Oscilator2 register is read/write, protected by lock register
p_LdOscRegSeq2 : process(PCLK, nRESET)
bcgin
    if(nRESET = '0'), then
    LmOscReg2 <=OSC2 VECTOR;
    elsif (PCLK'event and PCLK = '1') then
        if ((PSEL. and PWRITE and PENABLE and not Locked) = 'l') then
        il (PA = 1.M OSC2) then
        1.mOscReg2 < PWDATA(18 downto 0);
        endil:
    end if;
    end if:
end process p_LdOscRcgSeq2:
CTRLCLK2 <=L.mOscReg2;
-- LEEDS register is read/write
p_LdLEDSRegSeq: process(PCLK, nRESET)
begin
    if (nRESET = '0') then
    -- put a pattern on them
        LmLedsReg(8 downto 0) <= "101010101";
        signalFromLEDs <= '0';
    elsif (PCLK'event and PCL.K = '1') then
    signalFromLEDs <= '0';
    if((PSEL and PWRITE and PENABLE) = ' }}\mathrm{ ') then
        if(PA = LM_LEDS) then
            --we need to place this info in data from LEDS
        --LmLedsReg(8 downto 0) <= PWDATA(8 downto 0);
                LmLedsReg(16 downto 0) <= PWDATA(16 downto 0);
                    dataFromLEDs(16) <= PWDATA(16);
                    dataFromLEDs(15)<= PWDATA(15);
                            dataFromLEDs(14)<= PWDATA(14);
                                dataFromLEDs(13) <= PWDATA(13):
                                dataFromLEDs(12)<= PWDATA(12);
                                dataFromLEDs(11)<= PWDATA(11):
                                dataFromLEDs(10)<= PWDATA(10):
                                dataFromLEDs(9)<= PWDATA(9):
                                dataFromLEDs(8) <= PWDATA(8);
                            dataFromLEDs(7) <= PWDATA(7):
                                dataFromLEDs(6)<= PWDATA(6);
                            dataFromLEDs(5) <= PWDATA(5);
                                    dataFromLEDs(4)<= PWDATA(4)
                                    dataFromLEDs(3)<= PWDATA(3);
                                    dataFromLEDs(2)<= PWDATA(2);
                                    dataFromLEDs(1)<= PWDATA(1):
                                    dataF:romLEDs(0) <= PWDATA(0);
                signalFromLEDs <='1';
        end if:
        end il:
    it( signalToLED)s='1') then
        LmLedsReg(16)<= dataToLEDs(16):
        L.micedsReg(15)<= dataToLEDs(15):
            l.mL.edsReg(14)<= dataTol.EDs(14):
            LmL.edsReg(13)<= dataToLEDs(13):
            I.mLedsReg(12) <= dataToLEDs(12);
```

```
    LmLedsReg(II) <= dataToLEDs(11):
    L.ml.edsReg(10) <= dataToLEDs(10):
    Lml_edsReg(9) <= data'ToLEDs(9);
    L.mLedsReg(8) <= dataToLEDs(8);
    Lml.edsReg(7) <= dataTol.EDs(7):
    LmLedsReg(6) <= dataToLEDs(6):
    l.mLedsReg(5) <= dataToLEDs(5):
    |mLedsReg(4) <= data'ToLEDs(4);
    L.mledsReg(3) <= dataToLEDs(3):
    LmLedsReg(2) <= dataToLEDs(2):
    LmLedsReg(1) <= dataToLEDs(I);
    LmLedsReg(0) <= dataToLEDs(0);
    end if:
    and if,
and process p_l.dl.EDSRegSeq;
LED <= LmLedsReg(8 downto 0);
-- interrupt is latched on rising edge of nPBUTTutton input
-- INT register is read/write(to clear int)
p_LdIntRegSeq : process(PCLK, nRESET, nPBUTT)
begin
    if (nRESET = '0') then
    LmIntReg <= '0';
    elsif (nPBUTT = '0') then
    I.m|ntReg <='I';
    elsif(PCLK'event and PCLK = 'l') then
        if ((PSEL and PWRITE and PENABLE) = 'I') then
        if (PA = LM_INT) then
            LmIntReg<= PWDATA(0);
        end if:
    end if;
    end if;
end process p_LdintRegSeq;
RE:GSINT<= LmintReg:
-- Read registers
p_GenNPRDATAComb : process (PA, LmOscRegl. LmOscReg2, LmLekReg, Locked.
                LmLedsReg. LmintReg. LmSwReg)
hegin
    NextPRD^TA }<=\mathrm{ (others => '0'):
    case PA is
        when LM OSCl =>
        NextPRDATA(18 downto 0)<= L.mOscRegI;
        when LM OSC2 =>
        NextPRDATA(18 downto 0)<=LmOscReg2;
    when LM LOCK =>
        NexIPRDATA (15 downto 0)<=LmLckReg;
        NexIPRDATA(16) <= Locked;
    when LM_LEDS =>
        -NextPRDATA(8 downto 0) <= LmLedsReg:
            NextPRDATA(16 downto 0) <= LmLedsReg:
    when IM_INT =>
        NextPRDATA(0) <= LmIntReg:
    when LM_SW =>
        NextPRDATA(7 downuo 0) <= LmSwReg:
    when others =>
        NexIPRDATA(31 downto 0) <="000000000000000000000000000000000":
    end case:
end process p_GenNPRDATAComb:
```

-. When the peripheral is not being accessed, '0's are driven
-- on the Read Databus (PRDATA) so as not to place any restrictions
-- on the method of external bus connection. The external data buses of the

```
- peripherals on the APB may then be connected to the ASB-to-APB bridge using
-- Muxed or ORed bus connection method.
-- -----------------------------------
bogin
    if(nRESET = '0') then
        PRIDATA <= (others => '0'):
    elsif (PCLK'Event and PCLK = 'I') then
    PRIDATA <= NextPRDATA:
    end if:
end process p_RdSceg:
end synth:
#include <stdio.h>
#include <time.h>
//as delined in irgint.s
extern void uHALir_Enablelnt(void);
extern void uHALir_DisableInt(void);
extern void word_write(int addr, int data);
extern int word_read(int addr);
extern void hword_write(int addr, int data);
extern int hword_read(int addr);
cxtern void byte_write(int addr, int data);
extem int byte_read(int addr);
/*****************DEFINES******************************/
#define FRAME DIMENSION 16
#detine SCANNING_RADIUS 16
#define IMAGE ROWS 64
#detine IMAGE COLS 64
Hdetine FRAMES_IN_ROW 4//must be IMAGE_ROWS / FRAME_DIMENSION
#deline FRAMES_IN_COL 4//must be IMAGE_COLS/FRAME_DIMENSION
#deline LM_LFIDS 0xC000000C//0xC0000008 //temp set to lock register instead// 0xC000000C --end with 8= lock reg. end
with C = LED
/* Tinmer register informations*/
#define TIMERI_CTRL (0x13000108)
#deline TIMERI_VALUE (0x13000104)
#define TIMERI_LOAD (0x13000100)
#define TIMER)_CLR (0x1300010C)
#detine TIMER2_LOAD (0x13000200)
/* Register set for IRQ controller ... pp 4-32 */
#define IRQ_STATUS (0x14000000)
#deline IRQ_RAWSTAT (0x14000004)
#define IRQ_ENABLESET (0xI4000008)
#detine IRQ_ENABLECLR (0\times1400000C)
/* bit assignment for interrupts for interrupt controller 0 (first CPU) */
#detine SOFTINT
#detine TIMERINTl
#detine TIMERINT
(0x|<< 7)
/* IRQ Vector address for Integrator/AP platform */
#deline IRQ_Vf:C'T (0x18)
#deline AND_FILTER 0x0000FFFF//0x0000003F
unsigned char activeframe[FRAME DIMENSION|[FRAME_DIMENSION]:
unsigned char
oldFramCArealFRAME_DIMENSION+2*SCANNING_RADIUS|FFRAM&:_DIMENSION+2*SCANNING;RADILIS!
unsigned char wholelmagel|MAGE_ROWSJIMAGE_COLSJ:
unsigned char wholelmage2{IMAGE_ROWS)[(MAGE_COLS):
unsigned char bitmaplleaderlnfo{ (4):
unsigned char infolleaderinfo(4)}:
```

int commer://used by timing functions

```
struct bitmaplleader:
    unsigned short int type: /* Magic identhiner */
    unsigned int size: / F* File size in bytes */
    unsigned shomt in reservedl, reserved2;
// unsigned shon int padding}///\mp@code{ve}\mathrm{ been getting this padded so that offset is alligned causing problems!!
    unsigned int oflset; /* Offset to image data, bytes */
i:
```



```
struct wector MasterOut[FRAMES_IN_ROW][FRAMES_IN_COL]:
/*********PUNCTION PROTOTYPES********/
struct vector blockMatheh(void):
im}\mathrm{ imit(void):
int absolute(int in):
soid counter start(void):
double counter_stop(void):
void c enableinterrupt(void):
woid IRQenable_interrupts(void);
unsigned IRQ install handler(unsigned lovation. unsigned * vector):
    irg roid IRQH:andler(void):
woid loadArrays(void):
noat dumbcounter = 0:
Imt mam()!
int i.j. m,n. p.q:
struci vector temp;
double timer:
int blockMathCounter = -1:
int upperval:
int lowerVal:
int intTemp;
unsigned char locirchit[2);
int wlm2First = 0:
int wim2Second = 0;
im }\because/m|First=0
im wimlSecond = 0;
inf errorisecectflag = 1:
//kmpime word read(l.M I.f:DS:
//primit"templnt: %dlrln". Aemplnt):
//reurn ():
prinf("starting upirtn")
comuler start():
```

if(init)):
relurn 0 :
1
/ftest test
//return 0://did the I.FDS go olf?
//now load up one frame from each image and call blocknatch. then switch to the next frante.
$\operatorname{lor}(i=0 ; i=$ FRAMES_IN_ROW: $i++)$ i
for $\left(\mathrm{j}=0 ; \mathrm{j}<\right.$ FRAMES_IN_COL; $\left.\mathrm{j}^{++}\right)$;
/how load the whole corresponding section of cach image into the frame! for $\left(m=0 ; m<\right.$ FRAME_DIMENSION: $m^{+}++1$ !
for $(n=0 ; n<$ FRAME DIMENSION: $n++)\{$
activeFrame $[\mathrm{m}][\mathrm{n}]=$
wholelmagc $2\left[i * F R A M E \_D I M E N S I O N+m \| j * F R A M I E\right.$ DIMENSION + n):
//printl("activeFrame: \%dirln", activeframe (m\|n\|):
wIm2First = i*FRAME_DIMENSION+m:
wIm2Second $=j^{*}$ FRAME_DIMENSION $+n$ :
\}//end for $n$
1/end for $m$
//printit "wholelmage2[\%d][\%d]|rlu", wim2First, whm2Second):
for $(m=0: m<$ FRAME_DIMENSION $+2 *$ SCANNING_RADIUS: $m++$ ) for $(\mathrm{n}=0 ; \mathrm{n}<$ FRAME DIMENSION+2*SCANNING_RADIUS; $n++p)!$
if ( $\left.\left(i * F R A M E \_D I M E N S I O N-S C A N N I N G \_R A D I U S+m\right)<0\right)!$
oldFrame Area[m][n] = wholelmage $1[0] 10 \mid: / 10$.
wlmbirst = 0;
wimlSecond $=0$ :
)
else if ( $\left(* F R A M E \_D I M E N S I O N-S C A N N I N G \_R A D U U S+m\right) ~>~$ IMAGE_ROWS )!

wim1First $=0$ :
w/m1Second $=0$;
\}
clse if ( $\mathrm{i}^{*}$ FRAME_DIMENSION.SCANNING_RADIUS $\left.+1 \mathrm{n}\right)<0$ )!
oldFrameArea $[m][\mathrm{n}]=$ wholelmage 1 [0][0;://0.
wimifirst $=0$;
wimlSecond $=0$ :
1

IMAGE COLS )
oldFrameArea[m\}[n] = wholelmage $1[0 \mid](0 \mid / / 0)$ :
whimifirs = 0:
wIm $/$ Second $=0$ :
1
else:
oldFrameArea[m][n]=
wholelmagel [i*FRAMI!_DIAI:NSION-
SCANNING_RADIUS+M的*
FRAME DIMENSION.
SCANNING_RADIUS+nl:
wimlFirst = i*FRAME DIMIINSION.
SCANNING_RADIUS +m :
whmasecond = j*FRAME_DIMLSNSIONSCANNING_RADUSEn.
1
$3 / /$ ind for $n$
$1 / /$ end for m 1
//printif"whokelmage I [\%d||\%d|ltn", wlmlfirst, whinlSecond):
blockMatchCountert+;
printe" working on blockmatch task H\%dllon", blockivathCounter):
 it $($ (blockMatchCounter $\leqslant 12) \|($ blockMatchCounter $=13) \|($ blockivateincounter $=-14)$ i //then do it in IIW
//so just write all the data to llW
For $(p=0) ; p<2 * S C A N N I N(B A D U S+1) ; p++1!$
for $\left(q=0 ; q<\left(2 * S C A N N I N G \_R A D I U S+1\right) ; \eta++\right)\{$ for $(m=0, m<$ FRAME_DIMENSION: $m++$ ) for $(n=0 ; n<$ FRAME_DMENSION: $n++)!$ short shoritempptr: int integertemp: toc ircuit $|0|=$ activef rame|m||n|; (ocircuit| 1 ) = oldtrame $\backslash$ real $p+m \| q+n\}$ : short Ticmpl'tr $=$ (shont *)(\&to(iircuit|0)): integerTemp $=$ *shortitemplet: word_write(IM_LEDS. integeriemp): intTemp $=$ integrremp:
3/end for 11
$1 / /$ end for m
f/iend for 4
1/end for p
printf("intTemp: \%drin", intTemp):
//wait to be sure HW circuit has generated the results
$\operatorname{For}(p=0 ; p<20 ; p++)$ \}
dumbCounter $=$ dumbCounter *7;
dumbCounter $=$ dumbCounter $/ 5$ :
1//end for $p$
upperVal = word_read(LM_LEDS):
lowerval = upperval:
//printf("initial value: \%dlln", upperVal);
//remove unwanted upper bits
lowerVal = lowerVal \& 0x000000FF;
upperVal = upperVal \& 0x0000FF00;
upperVal $=$ upper $V$ al $\gg 8$ :
MasterOut[i][j].columnMovement $=$ upperVal;
Master(Out[i][j]. rowMovement $=$ fowerVal:
1
else:
temp $=$ block Match () :
MasterOut [i][j].columnMovement = temp.colummovement:
MasterOut[i][i]. rowMovement $=$ temp. rowMovement:
1
ifferrori)etectFhy $==1$ ):
if $(i=1)!$
$\mathrm{it}(\mathrm{j}=0)$ !
crrorDetectrlag $=0 \% / / d_{0}$ 't do this again!
//send an error recontigure packet to the circuit //word_write(L.M_LEDS. OxICOOI):/hell them to stop using //BM001
//now we must resend everything from the beginning! $\| i=-1$;
$/ / j=-1 ; / /$ so that they will be incremented to 0
1
$\}$

1
//end for.
i/hend for i

```
IOr(i=0: i < FRANIES_IN ROW; i++)!
    FOr(i=0:j< RRAMES_IN_ROW; j++)i
        /lirst shilf the valucs....
        Master()uti][jl.rowMovement = Master()ulillij.rowMovement - [6:
        Master()utij|j].columnMovement = Master()ut{i|jj.colummMovement - 16;
        print("BM task #%%u-row shift"%d, columm shilt:%dhlu". 4*i+j.
```

```
        I//end forj
    1//end lori
    timer = counter stop():
    primti"timer for everything is %"\n". timer);
    print("timishedurlu"):
    return l:
;
im init():
//time to open the two big images
/* FIL.E* lirst. *second:
    int i.j:
    int lirstindex. secondlndex:
    first = fopen("c:llo.bmp", "r")
    second = lopen("c:\\l.bmp", "r");
    if(lirst === NULL)|(second == NULL))!
        printl("read error on input filesirin"):
        return 0;
    |
    fseek(ITrS1, OL, SBEK_SET):
    fseck(second. OL, SEEK_SET);
    for(i=0:i<14: i++)!
    fscanf(lirst. "%c". &(bitmapHcaderinfo[i])):
    //end for;
For(i=0;i<40;i++){
    ticanf(first. "%c", &(infoHeaderlnfo[i])):
    ///end for i
    //jump to the start of the image data
    fscek(second. 44L, SEEK_SET);
    Iseck(tirst. 44L, SEEK SET):
    firstindex = 44L:
    secondindex = 44L:
//now load up the overall image
for(i - 0; i<IMAGE;ROWS; i++)!
        For(j=0,\overline{j}<IMAGE_COLS; j++)}
            //char charlemp:
            //char charTempl. charTemp2:
            //unsigned char uCharTempl. uCharlemp2:
            int outputTemp;
            int fails:
            //fscanf(first, "%c", &(charTempI))://(wholelmage![IMAGF:_COL.S*i + j])]:
            //Iscanf(second, "%c". &(charTemp2));(wholelmage2[IM^GE_(COL.S*i +.I).
            fscanf(first. "%<"., (wholelmagel[IMAGE_COLS*j +j])):
            iscant(second, "%c".(wholelmage2[|MAGE COLS*i+j|)):
            outputTemp = (int) (wholelmage |[MAGGE_COLS*i + jl):
            printf("wholelmagel [%d] = %drln", |MA\overline{GF: COL.S*i +j. outputTemp).}
            outputTemp = (int)(wholelmage2[IMAGE COLS*i +j]),
            printt""wholelmage2[%dd = %dlr\n". \MA\overline{GE,_COL.S*i}+j\mathrm{ , outputlemp):}
            charTempl = fgete(first);
            if(charTempl = EOF)
                printt("fgetc 1 returned nullir\n"):
            charTemp2 = fgetc(second):
            if(char'Temp2 = EOF)
                    printl("fgetc 2 returned nullirln":
            //charTemp = (unsigned char)(wholelmagel|MACiE_COA.S*i + .j).
            uCharTempl = (unsigned char)(charTempl):
            uCharTemp2 = (unsigned ciar)(charitemp2);
            outputTemp = (int)(charTempl):
            //print\("wholelmagel: %d|r|n". outputTemp)://wholelmagel|NMACil: (`(A.S*i + j|)
            //charlemp = (unsigned char)(wholetmage?|miA(il: COLS** + il):
            outputTemp = (int)(charlemp?):
            //print("wholelmage2: %dlrtn", outputlemp)://wholelmagel|MNA(it: (`O..S*i + j|).
            wholehmugel|IMACiE_COLS*i+j] - (unsigned char)(ucharlenypl):
            wholelmage2|IMACiF:COL.S*i + i| = 0:/hCharTump2.
```

```
                                    lirstlndex++;
                    sccondladex++:
                            //print("that was for i: %d.j: %d\r\n", i, j):
                    fails= fseck(second, firstindex. SEIK_SET):
                    mrintt("fails:%xdrln", fails);
                    fieek(lirst, secondindex, St:ER Sl:T):
                    primt("fails: "odlrm", fails);
            $//end forj
            //printi" "one row of loading it up donctrin"):
    |//end lor i
    //word_write(LMt_LIEDSS,0x10F);
    Thoad up the arrays*/
    Gad\lambdarrays():
    prind("init is donelrin"):
    return 1:
;
int absolule(im in):
    if(in< (0)
                                    return -in.
    else
                return in:
!
smuct veclor blockNfacch():
    int bestRowLocation. bestColumnLocation:
    int lowest!rror = +000000000:
    int currentError = 0;
// int halNay = SCANNING_RADIUS;//used to be + 1 but I think that is wrong
    struct vector out:
    imt i.j. m.n:
    for(i=0:i< < 2*SCANNING_RADIUS+1): i++)}
        for(j=0:j<(2*SCANNING_RADIUS + {); j++)!
                FOr(m=0:m<FRAME_DIMENSION; m++){
                            for(n=0; n<FRAME DIMENSION: }n++)
                                    current!rror + == absolute((activeFrame[m]|n|
whl:rame:\realm+i|n+i|):
                                    }//end for n
                }//end form
                it(currentError < lowestError);
                                    HowestError = currenError:
                                    bestRowLocation = i:
                                    bestColumnlocation = j:
                }
                current:ror=0:
            l//end torj
    !//end for i
    //set them to be -ive it below the hall way mark.....
    out.rowMovement = bestRowLocation:// - halfWay:
    sut.colummMovement = bestColumnLocation:// - haliway:
    return out:
;
sond commer start()
i
    C mableinterrupt().
    MR(emable interrups();
    coumer - 0.
    *(in* *) TIMERI_CTRL = 0x000000CS:
;
```

duable commer stope
;
deruble sotal time:
"primilistopln"):

```
    *(int *) TMMERRI_CTRI. = 0x00000000;
    // The last number 0.01936 is the overhead for starting and finishing the function calls
    total_time = (double) I/(24000000/256)* (65535 - *(int *) TIMERI_VAL.UF: + counter * 65535)-0.010;
    /printl(%%dn". *(int *) TIMER1 VAL.UE)
    //prinuf("time %fln", total_time)
    return tutal time;
:
// This function will enable timerl.
void e conableinterrupt(void)
I
*(int *)'\GammaIMER1 VALUE = 65535:
*(int *) TIMIERI IOAD - 65535:
l
void IRQenable_interrupts(void)
!
unsigned origimal_vector =0x0:
original_vector = IRQ_install handler((unsigned) IRQHandler. (unsigned *)IRQ_VEC'1);
*(int*)(IRQ_ENABI.I:SET) = 0x0: //disable ALL interrupts
*(m'*)(IRQ_SNABLECCR)=0NFFFFFFFFF: //clear ALL interrupts
*(im *) (IRQ_ENABLESET) |= TIMERINTI;
*(int *) (IRQ_IENABLECLR) &= -TIMERINTI:
*(int *)(IRQ_FNABLESET)|= TIMERINT2;
*(int *) (IRQ_ENABLECLR) &==-TIMERINT2;
//prin(f("IRQ_ENABLESET = 0x%X\n". *(int *)(IRQ_ENABLESET)):
//print("IRQ_ENABLECLR = 0x%X\n", *(int *) (IRQ_ENABLECLR));
//printf("calling Enabling ints ...ln"):
ullAlir Enablelnt():
//print("Finished Enabling ints ...n"):
//primif"original_vector =0.%X\n". original vector):
;
unsigned IRQ install_hmader(unsigned location, unsigned *vector)
;
    unsigned vec, oldvec:
#ifder IEEBUC
    primt\"lucation "%%p: 0x%p\n", location):
    print("location %%%X: 0x%Xln", location):
    printf("vector %%p; 0.%pln", vector);
    prinuf("vectur %%X: 0x%XIn", vector):
    printt("location - vector %%X: 0x%.Xln", location - (unsigned)vector):
    printf("location - vector - 0.8 %%%X: 0x%X\n", location - (unsigned)vector - 0x8):
    printf("(lucation - vector-0x8)>>2%%X: 0x%X\n", (location - (unsigned)vector - 0x8)>>2):
    prinfl("((location - vector - 0x8)>>2)| 0xea000000)%%%X: 0x%X\n". (location-(unsigned)vector - 0x8)>>2)|
0xca(000000):
Hendif
vec =((location - (mnsigned)vector -0.8) >>2);
if(vec & 0xft000000)
!
            primt\"\nlnstallation of handler failed !!\n");
            return(1):
i
vec=0xea000000| vec:
oldvec = *vector:
*vector = vec:
                                    /* Install new vechor */
relurn(oldvec):
i
```

    /hint \(n\) :
    unsigned int *base \(=(\) unsigned int *) IRQ SIATUS; \(\quad I * \operatorname{IRQ}\) status register for processor 0 */
    /* Determine interrupt type and call appropriate handler */

## if*base \& TIMI:RINT!)

!

* (int *) TIMERI_CTRL $=0 \times 00000000$ :
counter + -
$/ / \operatorname{Or}(n=0 ; n<10 ; n++)$
//printf("\%d\n", *(int *)TIMERI_VALUE)
* (int *) TIMER1_CLR $=0$;
* (int *) TIMER 1_CTRL $=0 \times 000000 C 8$ :
i
;


[^0]:    -- Constant deedarations

