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Abstract

Optimization of Clustering and Coverage of Two-Tier Wireless Mesh

Networks

Sameer Qttlan, 2013

Master of Engineering

Electrical and Computer Engineering

Ryerson University

The tiered wireless mesh network is usually divided into upper and lower tiers. The

upper tier is equipped with wireless optical transceivers; the lower tier connects the

routers that connect the users. Users’ connections can occur between each other

or between nodes and outside the local area network in the lower tier. Whereas

in the upper tier, the optical wireless communication is responsible for the higher

level of data exchange. In this research, we apply a recent optimization technique

for the design of wireless mesh access network in regards to the hop count and

traffic demand requirements. This optimization is based on the plane sweeping and

clustering algorithm (PSCA) to find the nodes and organize them in clusters based

on location and distance. Then, we simulated the algorithm with Matlab software by

generating a random network constellation and applied the algorithm to optimize

the clustering of the network distribution. The simulations show the comparison

between the number of clusters and their diameters.
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Chapter 1

Introduction

Wireless communication is the most rapidly growing technology in the physical

sciences. There were 11 million wireless mobile subscribers in 1990 and 6 billion

by the end of 2011 [4]. Figure 1.1 shows the development in the use of wireless

networks. It distinguishes the types of services in the number of users over time.

Moreover,Internet use has become the most in-demand service in the world. This

aggressive demand for the wireless services is increasing with the emergence of new

applications [5]. It is used in health applications, sensors and in smart buildings

and environments [6].

Obtaining an organized hierarchical network is a known important problem in

wired networks. However, in wireless networks, clustering the nodes into groups

is a very similar problem. Clustering the network well control the spatial reuse

of the shared channel, minimize the bandwidth of the exchanged data and build

and maintain the architecture of the network. The fully distributed linked cluster

architecture was developed for routing and demonstrating the network connectivity

[7].

The power consumption and bandwidth utilization are the two major challenges

for the wireless networks. To reduce the power consumption we need an efficient
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Figure 1.1: Global ICT developments, 2001-2011.

techniques for the data transmission or by reorganizing the network structure. A

similar concept has to be applied for the bandwidth utilization as well [8].

In this project we will focus on the clustering optimization. Each cluster wight

the nodes in the cluster and chooses the best one to be the head node. The nodes

are distributed randomly and they should be cluster into several groups to ensure

the power will be saved and the bandwidth will be utilized. Moreover, the multi-hop

communication is a promising approach to achieve more reliability.

There are several types of wireless communication networks, as defined by the

standardizing committees of the Institute of Electrical and Electronics Engineers

(IEEE) [9]:

2



• Wireless Local Area Networks (WLAN)

WLAN is used when connecting devices in a small and circumscribed area like

a building. It includes a distribution point [10].

• Wireless Personal Area Networks (WPAN)

WPAN connects a limited number of users without a connection to the outside

world. It is a secure and manageable network [11].

• Wireless Metropolitan Area Networks (WMAN)

This is also referred to as WiMax. It covers a big network over a large area

and connects different WLANs [12].

• Wireless Wide Area Networks (WWAN)

WWAN can cover very large areas such as cities.

The Multi-hop connection applies when we use one node to act like a bridge in

order to connect two nodes that are separated by a larger distance. For example if

nodes A and B are separated by 10 meters and node C is separated by 20 meters

from A but 5 meters from B, and if the connection limit is 10 meters, then the A

and C cannot communicate. Therefore, the multi-hop connection from A to B to C

will allow this communication to go through [13]. See figure 1.2.

The multi-hop technique has been used for a long time to improve the reliability

and availability of communication. It has been used to improve the performance

of cellular networks [14]. This technique has increased network coverage in an area

and reduced power consumption.

In our model we will introduce the use of two-hop communication in the cluster-

ing process. The algorithm will consider the nodes within the specified conditions

and the nodes within two-hop range. We will apply the tiered wireless network in

3



Figure 1.2: Two-hop communication.

our example and to the reference problem [15]. Figure 1.3 shows the proposed net-

work scheme by Son [15]. The wireless optical links represent the head of the cluster

for the lower tier and they tried to minimize the number of clusters to reduce the

number of the wireless optical links.

Figure 1.3: Tiered wireless network.
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1.1 Motivation

The increasing demand for wireless services and applications is growing rapidly.

Therefore, in this research we hope to increase the wireless network capacity in

physical positioning. The goal of this research is to optimize the number of clusters

for a given network distribution based on the number of nodes and the coverage

distance for each cluster head. We will then choose the centre of gravity theory to

choose the cluster head of each group of nodes. Using fewer head clusters will result

in fewer base stations to ensure coverage for all the nodes. Therefore, the cost will

be minimized to the optimum.

1.2 Objective

The main objective of this project is to reduce the power consumption and the

bandwidth utilization. The clustering will be an efficient technique for reorganizing

the network structure. Therefore, we will try to develop an optimization technique

for clustering the wireless network.

1.3 Assumptions

Our assumptions are as follows:

• Increasing the coverage distance of the base station will result in a larger

cluster and larger coverage area.

• Using larger clusters will minimize the number of cluster heads and therefore

fewer base stations will be needed to cover the whole area.

5



• Using fewer clusters will result in greater power consumption with higher power

levels in the base stations.

These assumptions were based on the research of [16].

1.4 Organization

The report is organized in the following chapters:

• Chapter 2: Literature Survey. In this chapter we will define the terms we are

using in this project. Moreover, this chapter will discuss previous work on the

optimization of wireless networks in different areas.

• Chapter 3: Optimization and Results. This chapter will present the algorithm

used in this project, modulations and experiments of the code, the results and

the outcomes.

• Chapter 4: Discussion and Future Work. We will discuss the techniques that

can be used in optimizing a wireless network. Then, a summary of the results

and a comparison of the various techniques will be presented.

1.5 Summary

In this chapter, we introduced the main elements of the research. We explained the

importance of the wireless networks and their applications. Then, we defined our

objective and the purpose of the research. Also, the assumptions have been cleared.

In the next chapter, we will present the background of the topic and the literature

survey.

6



Chapter 2

Background and Literature Survey

2.1 Wireless Mesh Networks

Wireless mesh networks (WMN) have been increasing in popularity in the last two

decades. They have emerged as a promising technology for providing reliable wireless

access for mobile users, and an improvement for the local area networks into WLAN.

Therefore, WMN have been the focus of a considerable amount of research and

development [17][15]. One of the major shortcomings of WMN is scalability. The

scalability problem is defined as the optimization problem between throughput and

number of nodes. In [18], they showed that the throughput is proportional to the

number of nodes and therefore the throughput decreases by this relation:

O(1/n) (2.1.1)

, where n is the number of nodes.

Moreover, [19] by Shi et. al. showed the difference between the single and multi-

hop flow and need for bandwidth. A network uses MAC protocols to communicate

and exchange data over wired and wireless networks. The results showed that the

7



Figure 2.1: Wireless mesh network [1].

network behavior is affected by the policy of the network distribution. This occurs

because of the inefficiency and the bi-stability of the MAC protocols. Therefore,

a hierarchical architecture is needed for the wireless network to provide a powerful

and more throughput networks [20].

In [21], it is shown that the asymptotic throughput increases by a linear relation-

ship with the number of base stations that are connected through wired links that

have high bandwidths. This happens if the number of base stations grows faster

than
√
n. See figure 2.1.

2.2 Cellular Network

The increasing popularity of wireless communication networks has demonstrated

that customers are expecting the same level of service and availability (see figure

2.2). They expect the performance of wireless communication networks to be as the

8



traditional wire-line networks, which has generated the need for more advanced re-

search to achieve the same quality of service. Advancement of wireless technologies

(2G, 3G, WLAN, WMAN, etc.) in combination with the development of Mobile

Terminals (MTs) with multiple network interfaces and the evolution of IP-based

applications (non-real-time or real-time), has given users access to mobile services

anywhere at any time from any network. An additional revolutionary step, driven by

this universal wireless access, is the fourth generation (4G) and Long Term Evolution

(LTE) of cellular networks [22] [23]. This next-generation of cellular networks ex-

hibits a heterogeneous environment with different access networks technologies that

vary in bandwidth, latency and cost [24]. In this environment, mobility manage-

ment is the mandatory issue that facilitates the roaming of users from one network

to another. Handoff management, one of the components of mobility management,

controls the change of the MTs point of attachment during active communication.

Handoff management issues include mobility scenarios, metrics, decision algorithms

and procedures. Mobility scenarios can be categorized as horizontal (among differ-

ent clusters of the same network) and vertical (among different types of networks)

[25].

The major challenges in vertical handover are seamlessness and automation in

network switching. These challenges are better known as ”Always Best Connected”

in a scenario of multiple access technologies, according to network and user policies

[26]. These policies are expressed by rules based on parameters such as network

conditions or user preferences [27]. For that, a handoff management technique must

select the appropriate time to initiate the handoff and the most suitable access

network for a service among those available, and must maintain call or service

continuity.

9



Figure 2.2: Evolution of cellular networks.

2.3 Vehicular Wireless Network

Vehicular wireless networks have elicited a vast amount of interest from industry in

the last decade [28]. The fact that the European vehicle manufacturers has been

initiated a nonprofit vehicle to vehicle (V2V) communication systems to support

safety system and other applications [29]. In July 2010, IEEE research publica-

tions publications developed this standard and it was then called, IEEE 802.11p

Medium Access Control Sub-layer and Physical Layer were certificated to support

Wireless Access in Vehicular Environments (WAVE) [30][10]. These developments

have led to increasing focus on the safety communications that related to exchange

of packets to alert vehicles about an imminent collision or dangerous situation [31].

In Vehicular Ad Hoc Communication Networks (VANETs), vehicles communicate

with Road-Side Units (RSUs), referred to as Vehicle-to-Infrastructure (V2I) com-

munications (figure 2.3). Moreover, vehicles can communicate with each other using

(V2V) communications. The applications of VANETs range from strict safety to

information and entertainment services [32].

10



Figure 2.3: Vehicle-to-infrastructure communication mode considered in the system

model.

2.4 Wireless Sensor Network

The nodes in a wireless sensor network are connected wirelessly to measure signals.

These signals can be out of heat measure, motion or light. The sensor are usually

capable of collecting, storing and/or communicating. This type of network is very

popular because of the simplicity of the sensors and low cost. Wireless sensors are

commonly used, among others, in fire detection, gas alerts, temperature control [33]

[34].

11



Figure 2.4: Wireless sensor network.

A wireless sensor network is another type of wireless networks that can be used

as an application for our algorithm. Clustering these types of networks will reduce

the number of sensors required to cover the area and will also the need to connect

additional base stations to the main control units [35]. In [36], they introduced a

mechanism to cluster the wireless sensors into different groups in order to reduce the

number of nodes connected to a single hub. In this case they can track and monitor

the position of a signal from a single sensor or node. They used a hierarchical

algorithm and a new protocol for the MAC layer to protect and secure the data

transmitted into the network. Figure 2.4 shows a simple wireless sensor network.

2.5 Clustering Optimization

Son and Mao paper [15] uses the Plane and Sweeping algorithm to minimize the

number of clusters. This technique starts with a node and makes it as the primary

one. Then, it sweeps the nodes and select the first one and assign it with the first

router. Moves to the next one, if it is not assigned to a router, it will assign it to the

same router. Then, the algorithm continues as long as the conditions not violated.

12



If so, the algorithm will start another cluster.

Objective function:

Minimize:

nc =
n∑

i=1

yi (2.5.1)

It is subject to these conditions:

n∑
j=1

xij = 1 (for all i) (2.5.2)

n∑
j=1

xij · hij ≤ hmax (for all i) (2.5.3)

fMi
≤ fmax (for all Mi) (2.5.4)

xij ∈ {0, 1} , yi ∈ {0, 1} (for all i, j) (2.5.5)

, where:

nc : is the number of clusters.

yi : is binary variable for the router count.

xij : is an indicator if the router i is associated with router j.

hij : is the hop count between router i and j.

fMi
: is the traffic of the cluster Mi.

The method depends on the plane sweeping and clustering algorithm to optimize

the cluster size. The authors used a model with these specifications:

1. Number of nodes = 175

2. Network size = 1000 x 1000

13



3. Maximum cluster diameter ranging [100 - 1000]

The results can be shown from their paper in figure 2.5. This will be compared

with our results in the next chapter.

Figure 2.5: Son 175 nodes model.

In this paper [37], Dutta, Gupta and Das introduced a randomly distributed

technique to optimize the distribution of the nodes into clusters. Their objective

was to find the optimum size and cost of the cluster and to organize the nodes within

the cluster. When clusters were identical, the mean number of M nodes per cluster

N for j number of clusters is given by the following formula:

Yi =
M∑
j=1

Yij

M
(2.5.6)

The next formula shows the relationship among the nodes inside the cluster by

defining the ρ coefficient:

14



ρ =
E(yij − Ȳ ) (yik − Ȳ )

E(yij − Ȳ )2
(2.5.7)

They also defined n as a group of identical clusters from the whole n. Therefore,

the sampling fraction can be expressed as f = n/N .

The cost function can be simplified by the following formula:

C = c1nM + c2n
1
2 (2.5.8)

Where c1 and c2 are the cost of the moving nodes inside the cluster and between

the neighbor clusters respectively. The total number of nodes in a cluster n out of

N clusters would be:

Ȳc = N M Ȳn (2.5.9)

and the variance would be as follows:

Ȳc = (N M)2 V (Ȳn) (2.5.10)

V (Ȳc) ∼= M N2 1− f

n
S2 [1 + (M − 1) ρ] (2.5.11)

In this paper, the authors have shown from the above equations that the variance

of the nodes in all clusters is higher than the the one of a a sample of clusters. More-

over, they proved that decreasing the mean square between clusters would increase

the efficiency. The cost can be optimized by minimizing the cost function above.

Therefore, decreasing the variation between clusters would increase the efficiency of

the network.
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2.6 Summary

In this chapter, we increase our knowledge about the clustering of the wireless

networks. We also discussed some of the applications where this algorithm can

be implemented, such as WMN, cellular network, vehicular network and wireless

sensor networks. Moreover, we reviewed some of the techniques that are being used

to optimize the clustering in the wireless networks.
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Chapter 3

Optical Wireless Communication
(OWC)

3.1 Introduction to Optical Communications

Optical communication is the most prominent communication system among all

others because it is the fastest transmission system known to the humanity. There

are several types of optical communication systems. Optical fiber is a widely known

system that uses LED or Lasers to modulate the digital signal into the fiber. Because

this type of optical communication depends on coherent light sources, it has the

highest information capacity among the other systems. Moreover, this type provides

very reliable transmission over very long distances with low losses to a few dBs/km.

It is directly affected by the impurities in the fiber material [38].

The standard wireless communication system for digital communication still ap-

plies to the optical communication link. The system receives the analog signal, and

then it is converted into digital using the A/D converter. The signal is then en-

coded (or quantized) into a scheme to make it ready for transmission. Then the

signal is modulated with a modulation scheme (PSK, ASK, CDMA, OFDM), and

it goes back to analog for transmission by antenna or light source. In real life, the
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transmitted signal travels through a wireless channel with different types of noises

and losses. The channel is affected by the normal noise of the space. Moreover,

shadowing and fading are the two main concerns in wireless communication. In the

receiver, the signal is received by an antenna of a photodetector in the optical case.

Then it is demodulated and decoded. It then must be converted back into analog

through a D/A converter. Finally, the signal is received with errors and noises.

Filters and gains can be used to overcome some of these issues. Figure 3.1 shows

this digital communication link.

Figure 3.1: Standard wireless communication system.

Optical wireless communication is another type of optical communication. It is

also referred to as free-space laser communication. This type can be used for indoor

applications as well at 12.5GHz. [39]. With this type, the transmitter and the

receiver (photodetector) are separated by distance and communicate through air or

free space. There are concerns about the reliability of the service because of the

interruption of the line of sight in the horizontal links and the weather conditions
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in the horizontal and vertical links. The changing of wavelength in the light source

does not eliminate the effect of weather on the wireless communication link [2]. See

fig.3.2.

Figure 3.2: Weather effect [2].

3.2 Free-Space OWC

Free space optical communication presents a promising future for wireless networks.

Wireless optical communication has the potential to solve the problem of high ca-

pacity and cost savings as compared to typical wireless links. We have to take

into account the design of inexpensive and simpler receivers to meet the operation

constraints. Operating high-level power sources safely in indoor environments is a

major challenge that can affect the performance of wireless optical systems. See

Figure 3.3.
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Figure 3.3: Free space optical network [3].

In [40], they have revealed five major challenges in free-space wireless communi-

cation:

1. Applying free space optics as a wireless network solution.

2. Using wireless optical as a solution to the rst mile problem.

3. Delivering the promised communication capacity to end users in indoor envi-

ronments.

4. Designing simpler receivers that meet the constraints.

5. Using high-level power sources while ensuring human safety.

3.2.1 OWC Through Atmospheric Turbulence

Free space optical communication systems use intensity modulation with direct de-

tection (IM/DD). However, in distances of more than 1km , the performance of the
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link is degraded because of atmospheric turbulence. The turbulence is affected and

measured by two factors: the correlation length of intensity fluctuations d0, and

the correlation time of intensity fluctuations τ0. We will also define the receiver

aperture D0 that can be larger than d0, and therefore the fading introduced by the

turbulence can be decreased by averaging the aperture [41]. Assuming that D0 < d0

and the receiver observation interval T0 < τ0, two techniques can be considered;

temporal-domain and spatial-domain.

In [42], Zhu et. al. studied turbulence-induced fading based on statistical distri-

butions. The reception of the spatial diversity can also help to mitigate turbulence-

induced fading. When the fading correlation length is not lower than the difference

between receivers, correlation reduces the diversity gain, but their technique can

overcome some of this loss. Figure 3.4 shows the standard deviation of the log-

amplitude fluctuation and the propagation distance where Cn is the wavenumber

spectrum structure parameter.

3.2.2 Urban OWC

The urban OWC (UOWC) is the local version of the OWC. It is installed on a range

of hundreds of meters and requires a line of sight for the communication link to work.

The line of sight is also essential for outdoor UOWC. This can be maintained through

the help of tracking and pointing systems. Tracking is performed in two stages:

1. Coarse tracking: Accomplished by using GPS or determined locations.

2. Fine pointing: Accomplished through the use of electro-optic mechanisms that

have a beam-steering device such as galvo-mirror or optical phased arrays

(OPAs).
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Figure 3.4: Standard deviation of the log-amplitude fluctuation versus propagation
distance.

The link between transmitter and receiver can be extended to a network. This

allows for more flexibility and extends the transmission range [43]. The channel can

be scattered between the transmitter and the receiver, and the power received after

scattering can be estimated by the following formula:

PR(φ, δ, τ, λ, A) =

∫ δ+φ/2

δ−φ/2

Q(φ, τ, λ, A)dφ (3.2.1)

where φ is the field of view angle, δ is the pointing error, τ is the optical density

(dened as Z/D, where Z is the transmission range), λ is the radiation wavelength,

A is the aperture size, and Q represents the received scattered light. Figure 3.5

shows the scattering in the presence of the line of sight in the UOWC [44].
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Figure 3.5: Scattering medium in urban WOC.

3.3 OWC Modulation with OFDM

Orthogonal frequency division multiplexing is a multicarrier modulation technique

that has recently found wide adoption in a variety of high-data-rate communication

systems. Some of the examples of these systems are DSL, wireless LAN, DVB, and

WiMAX. OFDM technology has been used in optical fiber and optical access net-

works for long time. The performance of the OFDM over fiber has a high spectrum

efficiency. Today, the demand is rising for bandwidth. The demand now is more

than 10Gb/s for very high speed Internet (usually service providers ISPs) and high-

definition TVs (HDTV) in homes. Therefore, more advanced techniques are needed

to overcome these demands.

The old OFDM technology used quadrature amplitude modulation (QAM) or

phase shift keying (PSK) with different orders of M. These two techniques were

successfully implemented and worked for the lower speeds. However, increasing the

speed would result in two major drawbacks. First, the power consumption would
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be very high. Second, the intercarrier interference (ICI) would also increase. Due

to these two factors, the receiver would be more complicated and expensive [45][46].

Figures 3.6 and 3.7 shows a standard OFDM transmitter and receiver.

Figure 3.6: OFDM transmitter.

Figure 3.7: OFDM receiver.
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3.4 OWC Optimization

A free space optical (FSO) network consists of multiple wireless optical transceivers

and receivers. This communication system is cost-effective and license free and

offers high-bandwidth links. As with all OWCs, the FSO links require a line-of-

sight (LOS) channel, and we will consider point-to-point connections only. They

provide connection with narrow beam divergence and secure point-to-point links.

Therefore, the design and optimization of this tier directly affects these factors, and

optimizing them will ensure more reliable and affordable communication links [47].

3.4.1 FSO Channel Model

The typical FSO communication system uses intensity modulation with direct de-

tection (IM/DD) with On-Off Keying (OOK). However, several factors affect the

FSO transmission as stated above (e.g., attenuation, atmospheric turbulence, and

light source tracking). The received light intensity is marginally distributed and can

be estimated as follows:

FI(I) =
1

2σxI

1√
2π

exp{−(ln(I)− ln(I0))
2

8σ2
x

} (3.4.1)

, where I0 is the average received intensity, σ2
x is the variance of the log-amplitude

uctuation, and the variance is calculated as:

σ2
x = 0.30545 (

2π

λ
)7/6 C2

n(η)z
11/6 (3.4.2)

, where λ is the wavelength, C2
n(η) is the parameter of the refraction structure,

and its range from 10−13 m−2/3 to 10−17 m−2/3 with constant altitude η, and z is

the transmission distance for atmospheric channels near the ground. Moreover, the
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reliability of this link can be approximated to:

Γij = Pr{I ≥ Ith} = 1/2− 1/2 erf(
ln(Ith)− ln(I0)

2σx

√
2

) (3.4.3)

, where Ith is the received signal intensity threshold. Furthermore, we define the

weight of an FSO link as: ωij = Γij for Γij ≥ Γth and 0 otherwise. We also assume

that the links are symmetric, therefore Γij = Γjiforalli ̸= j.

Therefore, the FSO network can be modeled as a weighted graph G(V,E), while

V is the set of cluster heads and E represents the set of FSO links. The main factors

affecting FSO link weights are transmission distance and atmospheric turbulence.

3.4.2 Optimizing the FSO Links

Now we will bind the problem of optimizing the FSO links and the lower tier of

nodes and cluster heads. The model of the FSO is a function of V and E, with

|V | = nc as the number of clusters and |E| = m as the number of cluster heads.

To measure and evaluate the reliability of the FSO links, we will use the algebraic

connectivity principle.

The algebraic connectivity for a modeled graph is defined as the smallest second

eigenvalue of the Laplacian matrix L of graph G. It is represented as:

λ2(L) and L = L(G) (3.4.4)

Therefore, and from the Laplace properties, the following characteristics can be

driven:

1. The connectivity is true if and only if λ2(L) > 0.

2. The connectivity is false when the eigenvalues of L(G) are zero.

26



1

2
3

5
4

6

Figure 3.8: Algebraic connectivity.

3. If there are two graphsG1(V,E1) andG2(V,E2) with E1 ⊆ E2, then λ2(L1(G1)) ≤

λ2(L2(G2)).

Moreover, we can limit the algebraic connectivity by the following relationship:

4

D.|V (G)|
≤ λ2(G) ≤ δ(G) (3.4.5)

, where D is the graph diameter and δ(G) is the minimum degree of the graph.

Figure 3.8 shows a simple example of the algebraic connectivity principle with 6

vertices, diameter 3, connectivity 1, and algebraic connectivity 0.722 [48].

The FSO optimization problem for the upper tier can be formulated as follows:

Maximize:

λ2(L) (3.4.6)

Subject to:

m = 1/2
nc∑
i=1

Ki ≤
(
nc

2

)
(3.4.7)

di = Ki (for all i) (3.4.8)

E ⊆ Epot (3.4.9)
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, where:

Ki: is the degree of each cluster head vertex vi ∈ V .

Eopt: is the potential edges (cluster heads).

3.4.3 FSO Greedy Edge-Appending (GEA)

We need to optimize the edges of the FSO links in order to minimize the number

of links and maximize the wavelength λ. The Greedy Edge-Appending (GEA) is an

optimization algorithm that adds more edges to the current graph iteratively. This

procedure of this algorithm is as follows:

1. Starts with nc vertices and zero edge.

2. λ2(L) is zero until the graph is connected.

3. Build a degree bounded minimum spanning tree algorithm to speed up the

process.

4. Out of the Epot, the algorithm iteratively picks edges and connected to the

graph.

5. GEA chooses the edge with the largest ωij.(vi − vj)
2.;

(a) If there is a tie, GEA chooses the edge with an endpoint of the minimum

degree.

(b) If there is a tie again, GEA chooses the edge with the largest distance.

6. It takes O((nc−1)2) and builds the minimum spanning tree with nc−1 edges.

However, the overall GEA complexity is:

O((nc − 1)2 + (mnc + 1) nc mpot). (3.4.10)
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Figures 3.9 and 3.10 show the resulting algebraic connectivity after each edge is

appended for a small and large networks.

Figure 3.9: Algebraic connectivity vs. number of edges for small network.

3.5 Summary

In this chapter, we have discussed the optical wireless communication (OWC) net-

works and links. They provide high performance and reliability in the line-of-sight

channels. Moreover, we discussed the use of these links and introduced the optimiza-

tion techniques. The GEA algorithm has shown good simulation results compared

to the lower and upper bounds.
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Figure 3.10: Algebraic connectivity vs. number of edges for the large network.

30



Chapter 4

Plane Sweeping and Clustering
Algorithm (PSCA)

4.1 Methodology

We will use the plane sweeping and clustering algorithm (PSCA) as in Son model

[15], and try to obtain better results. The model that we will work on will be simple

and then we will apply it to bigger models. The number of iterations should depend

on the number of variables in the constraints. The flow chart is given in the next

section. I will use Matlab to implement the technique.

4.1.1 The Plane Sweeping and Clustering Algorithm (PSCA)

The implementation starts with the generation of a random sample that can be

replaced by a real model by defining the nodes’ positions (coordinates). The model

is based on the locations of the nodes in the x and y dimensions. The Matlab

properties feature enabled us to build the network in a structure format. The

structure format in Matlab allows arrays with named fields that can contain data

of varying types and sizes. The purpose is to represent the nodes and have some

features to be calculated once with each iteration. The main vector we use here is
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the identifier of the cluster number. The cluster number differentiates and clusters

the nodes. The technique starts with choosing a node as a starting point. Then,

the algorithm calculates the distance from each other node. If the distance is within

the given limit, it adds this node to the same cluster. Then, it goes one step further

by checks the new node against all the other nodes. Moreover, if the new node

has a neighboring node within the specified limit, it will add it to the same cluster.

If there are no more neighboring nodes, the program will jump to the next node

and repeat the iteration. Since no formulas were used in the papers, we will use

this iterative technique to achieve the best results in minimizing the total number

of clusters. Figure 4.1 shows the technique flow chart that explains the algorithm

used. And the algorithm is analyzed and implemented in table 4.1.
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Figure 4.1: Flow chart.
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Table 4.1: The plane sweeping and clustering algorithm (PSCA).

1 x=n;
2 Define maximum distance for communication
3 Define the number of iterations
4 Generate the nodes in x and y dimensions
5 for (all nodes)
6 Set all the nodes to cluster 0
7 Calculate the separation distance between nodes
8 for (all nodes not assigned)
9 Set the first node to cluster 1
10 Check this node separation with all other nodes
11 while (h ≤ hmax)
12 Add this node to the same cluster
13 while (h ≤ hmax)
14 Check for 2-hop nodes
15 Add this node to the same cluster
16 end while
17 end while
18 for (each cluster)
19 Calculate the cluster gravity centre
20 Plot the nodes, cluster head and cluster coverage
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4.1.2 Gravity Centre

The theory of gravity centre can be used to choose central and base nodes. This

theory will give the coordinates of the best location for all the nodes in a cluster.

Then, by calculating the minimum distance between this virtual point and the nodes

in the cluster, we can determine the base node.

Distance =
√
((x2 − x1)2 + (y2 − y1)2) (4.1.1)

Xc =
∑
i

xi · wi

xi

(4.1.2)

Yc =
∑
i

yi · wi

yi
(4.1.3)

The centre of gravity of each cluster will determine the best position to mount

the base station. it will reduce the amount of power needed and will ensure the

most coverage for the network.

4.2 Simulations

The algorithm shows good results in analyzing the network and taking into account

the constraints, the number of hops, and the maximum distance. The algorithm was

applied to a number of random network constellations and it shows some improved

results. In the simulation we will use different network setups. The nodes will be

generated with the specified number and distributed randomly. The are used can

be specified in the algorithm and as well as the ranging of the nodes.
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4.2.1 Simulation A

In the first simulation (figures 4.2, 4.3), a network of 20 nodes was introduced and

the algorithm showed six clusters. The constraints were:

1. Number of nodes = 20

2. Maximum number of hops = 2

3. Maximum distance = 3

4. Network size = 10 x 10

The first figure shows the entire network that to be distributed. Then, each

cluster is represented in a separate figure. The blue circle represents a node (router).

The red square represents the centre of gravity and the circle shows the adaptive

range. See figure 4.3.
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Figure 4.2: Simulation A: network distribution.
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Figure 4.3: Simulation A: clusters.

4.2.2 Simulation B

In this simulation (figures 4.4, 4.5), a new network of 30 nodes was introduced and

the algorithm showed eight clusters. The constraints were:

1. Number of nodes = 30

2. Maximum number of hops = 2

3. Maximum distance = 3

4. Network size = 10 x 10
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Figure 4.4: Simulation B: network distribution.
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Figure 4.5: Simulation B: clusters.
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4.2.3 Simulation C

In this simulation we will increase the implementation area and the number of users

as well with changing the maximum distance for each tower (figures 4.6, 4.7), a new

network of 50 nodes was introduced and it showed nine clusters. The constraints

were:

1. Number of nodes = 50

2. Maximum number of hops = 2

3. Maximum distance = 20

4. Network size = 100 x 100
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Figure 4.6: Simulation C: network distribution.
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Figure 4.7: Simulation C: clusters.

4.3 Results and Discussion

Now we will apply this simulation for multiple iterations to compare the results with

the proposed paper. We used the following parameters:

1. Number of iterations per cluster diameter = 50

2. Number of nodes = 20

3. Maximum number of hops = 2

4. Maximum cluster diameter ranging [5 - 70]

Table 4.2 shows the comparison of the trend:

Graph 4.8 shows the relationship between the cluster diameter and the number

of clusters. These readings were based on the mean number of 50 iterations of a

random network distribution of a 20-node network.
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Table 4.2: Cluster diameter and number of clusters.

No. Cluster diameter Mean number of clusters
1 5 18.88
2 10 15.34
3 20 9.88
4 30 6.46
5 40 4.46
6 50 3.44
7 60 2.7
8 70 2.34
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Figure 4.8: Number of clusters vs cluster diameter for 20 nodes network.

Furthermore, we added a new feature to the software to enhance the performance

of the implementation. This improvement will implement the clustering on different

cluster sizes (coverage diameter). The algorithm will generate a different number of

combinations of cluster sizes. The implication of the changes in the diameter of the

cluster can be compared easily. Graph 4.9 shows the implementation using these
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criteria from the referred paper [15] to compare the results:

1. Number of nodes = 50

2. Maximum number of hops = 2

3. Network size = 1000 x 1000

4. Maximum cluster diameter ranging [100 - 1000]
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Figure 4.9: Number of clusters for 50 nodes.

The last graph 4.10 is for the 175 nodes network as compared to the same paper.
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Figure 4.10: Number of clusters for 175 nodes.

The different simulations and graphs show that the algorithm is accurately clus-

tering the network distribution in different clusters. We have obtained from the

implementation both some very congested clusters and a mono-cluster or an empty

one. This can cause an unfairness problem. The congested clusters will have more

traffic and therefore more connection blockage and more dropped connections.

4.4 Summary

In this chapter, we have derived the algorithm and how it can be implemented

on a wireless network distribution. Moreover, we have shown the results from the

Matlab software on a different network schemes. We then compared our results with

the proposed paper by implementing the same conditions on the wireless network

distribution.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

The problem has been investigated for long time but an optimal solution is expected.

This issue is very important and the implementation in the real life is highly on

demand . Therefore, the use of different techniques should give more optimization

for this problem. The two-tier mesh network consists of upper and lower tiers. We

discussed the upper tier with the optical wireless communication (OWC) links and

networks. The optimization discussed was about the greedy edge-appending (GEA)

to reduce the number of links and maximize the wavelength. MOreover, for the lower

tier, we studied the plane sweeping and clustering algorithm (PSCA) to optimize

the cluster size in regard to coverage and connectivity.

The results achieved can be implemented for real life applications. The grav-

ity centre theory was used to achieve a better central point of communication in

each cluster. Such applications are wireless network routers and cellular phones.

Moreover, this algorithm can be developed to cover mobile networks such as vehicle

wireless and wireless sensor networks.

This simulation has been implemented for the lower tier using the optimization
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algorithm of plane sweeping and clustering. The algorithm showed capability in

covering all the nodes in the area and they are divided into clusters. The larger

distance we cover by each cluster head, the more nodes will be covered. However,

the more distance a cluster head covers, the more power it will need to reach that

distance.

5.2 Future Work

This topic is very rich and can be extended in a variety of ways:

• Dynamic module: As an extension to this project, a dynamic module is sug-

gested to improve optimization.The dynamic module will consider different

coverage distances for each cluster head and optimize the distance based on

the node’s range. The module should be run several times with clusters of

different sizes so that the optimal solution can be chosen.

• Power calculations: Another future work for this project can be done by adding

the power calculations of the cluster heads and optimizing the power consump-

tion based on the range and coverage of the cluster.

• Congestion: The congestion of the clusters can cause several problems and

therefore may degrade the network’s reliability and performance. The less

congestion in the cluster, the better the reliability and availability of the ser-

vice. Future research in this direction can be improved for this algorithm by

taking into account the number of nodes which are covered by each cluster

head. The module should check the number of nodes in each cluster and limit

it to the optimal number of nodes to ensure a fair distribution and to manage

the congestion.
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