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ABSTRACT 

Runtime Thermal Management Based on Task Migration 

Techniques in 3D Chip Multiprocessors 

By 

Sulaiman Obaid Aljeddani 

Master of Applied Science, Electrical and Computer Engineering 

Ryerson University, Toronto, 2018. 

 

The industry trend of Chip Multiprocessors (CMPs) architecture is to move from 2D CMPs 

to 3D CMPs architecture for obtain higher performance, more reliability, and reduced memory 

access latency. However, one key challenge in designing the 3D CMPs is the thermal issue as a 

result of maximizing the throughput . Therefore, applying Runtime Thermal Management (RTM) 

has become crucial for controlling thermal hotspots. In this thesis, two methods of run-time task 

migration are presented to balance the temperature and reduce the number of hotspots in 3D CMPs. 

The proposed techniques consider hotspots both in the core and the memory layers simultaneously 

to make the optimum run-time task migration decisions. The first proposed approach is divided 

into two algorithms working in parallel, which aim at maximizing the throughput on the 3D CMPs 

while satisfying the peak temperature constraints. Experimental results show that the proposed 

architecture yields up to 60% reduction in overall chip energy. The proposed architecture improves 

the IPC for canneal and fluidanimate applications by 18% and 14%, respectively. In the second 

method, the proposed technique migrates the hottest core with the optimal coldest core instead of 

the coldest core in the core layer. The optimal coldest core is selected by considering hotspots 
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DRAM banks in the memory layer. The simulation results indicate up to 33℃ (on average 24℃) 

reduction in the cores' temperature of the target 3D CMPs. Finally, the proposed techniques are 

efficiency clarified in the simulation results that the maximum temperature of cores in the core and 

memory layers are both less than the maximum temperature limit; 80℃.  



vii 
 

TABLE OF CONTENTS 

Dedication …………………………………………………………………………..................... iii 

Acknowledgements ……………………………………………………………………………... iv 

Abstract ………………………………………………………………………………………….. v 
List of Tables …………………………………………………………………………………… ix 

List of Figures …………………………………………………………………………………... x 

Chapter 1: Introduction ……………………………………………………………….............. 1 

1.1. Introduction ………………………………………………………………..………..... 1 

1.2. Thesis Overiew ……...………...…………………………………………...…………. 6 

1.2.1. Overview …………………………………………………………...………… 6 

1.2.2. Major Problems in the Area of 3D CMPs …………………………………….. 6 

1.2.3. Thesis Objectives …………………………………………………..………..... 6 

1.3. Thesis Contributions ………………………………………………………………...... 7 

1.4. Thesis Organization ……………………………………………………….………….. 7 

Chapter 2: Background Review on Processors Architectures and Thermal Management 

Techniques …………………………………………………………………………...….…….. 10 

2.1. Introduction …………………………………………………………………………. 10 

2.2. Thermal Problem and Power Wall ………………………………………................... 12 

2.3. Multiprocessor to Many Core Processor Extension …………………………………. 14 

2.4. Memory Gap and Bandwidth Wall ……………………………………….................. 16 

2.5. On-Chip Memory …………………………………………………………………… 18 

2.5.1. Heterogenous On-Chip Architecture ………………………………………… 20 

2.6. Two to the Three-Dimensional CMPs ……………………………………….……… 21 

2.7. Trends on Power Aware CMPs ………………………………………….…………... 23 

2.7.1. Dynamic Voltage Frequency Scaling ……………………………................... 23 

2.7.2. Task Migration ……………………………………………………................. 24 

2.8. Chapter Summary …………………………………………………………………… 26 

Chapter 3: Literature Review ………………………………………………………………... 27 

3.1. Introduction ………………………………………………………………………..... 27 

3.2. Dynamic Voltage Frequency Scaling ……………………………………………….. 28 

3.3. Clock Gating ………………………………………………………………………… 30 

3.4. Task Scheduling …………………………………………………………………….. 31 
3.5. Interconnection Thermal Management ……………………………………………… 33 

3.6. Task Migration ……………………………………………………………………… 34 

3.7. Chapter Summary …………………………………………………………………… 37 

 

Chapter 4: The First Proposed Method: A Migration Technique to Balance Thermal 

Distribution for 3D Chip Multiprocessors …………………………………………………... 38 

4.1. Introduction ………………………………………………………………………..... 38 



viii 
 

4.2. Target System Architecture …………………………………………………………. 40 

4.3. Proposed Method ……………………………………………………………............. 44 

4.3.1. The Task Migration Technique in the Core Layer …………………………... 45 

4.3.2. The Task Migration Technique in the Memory Layer …………………......... 47 

4.4. Experimental Evaluation ……………………………………………………............. 50 

4.4.1. The Platform Setup ………………………………………………………….. 50 

4.4.2.  Experimental Results ……………………………………………………….. 51 

4.5.  Chapter Summary …………………………………………………………………... 55 

Chapter 5: The Second Proposed Method: Runtime Thermal Management Based on a New 

Task Migration Technique in 3D Chip Multiprocessors …………………………………... 56 

5.1. Introduction ………………………………………………………………………..... 56 

5.2. Target System Architecture …………………………………………………………. 57 

5.3. Proposed Technique …………………………………………………………............ 60 

5.3.1. Measuring the Cores' Temperature and the DRAM Banks' Accesses Percentage 

Level ………………………………………………………………………… 61 

5.3.2. Finding Hotspots and Cold Spots in both Layers ……………………………. 62 

5.3.3. Finding the Optimal Coldest Core …………………………………………… 62 

5.3.4. Proceeding the Migration ……………………………………………………. 65 

5.4. Experimental Evaluation ……………………………………………………............. 65 

5.4.1. The Platform Setup ………………………………………………………….. 66 

5.4.2. Experimental Results ………………………………………………………... 67 

5.5. Chapter Summary …………………………………………………………………… 72 

Chapter 6: Thesis Conclusions ………………………………………………………………. 73 

6.1. Thesis Summary …………………………………………………………………….. 73 

6.2. Thesis Conclusions …………………………………………………………….......... 75 

6.3. Future Work …………………………………………………………………………. 76 

References ……………………………………………………………………………………... 77 

Glossary ……………………………………………………………………………………….. 84 

  



ix 
 

LIST OF TABLES 

TABLE I.  HARDWARE OVERHEAD OF THE TARGET 3D CMPS ARCHITECTURE ……………….. 43 

TABLE II.  SPECIFICATION OF THE EMBEDDED CMPS CONFIGURATION ………………………. 49 

TABLE III.  THE HARDWARE OVERHEAD OF THE TARGET 3D CMPS ARCHITECTURE ………… 59 

TABLE IV.  SPECIFICATION OF THE EMBEDDED CMPS CONFIGURATION ………………………. 65 

 

 

 

  



x 
 

LIST OF FIGURES 

Figure 1.1: Number of transistors in 1971 to 2011 ………………………...……………………. 2 

Figure 1.2: Embedded memory space on the chip between 1999 to 2017 ……..……………….. 3 

Figure 1.3: Architecture of a 3D CMPs with three layers …………………………………......... 4 

Figure 2.1: The frequency scaling of processor designs over time …………………………….. 12 

Figure 2.2: The power density of processor designs over time ………………………………... 13 

Figure 2.3: Voltage versus feature size …………………………………………........................ 14  

Figure 2.4: Energy efficiency for algorithms implemented on different platforms ……………. 15 

Figure 2.5: Generic 4×4 NoC architecture …………………………………… ……………….. 16 

Figure 2.6: Gap growth between processor and memory performance ………………………... 18 

Figure 2.7: A memory hierarchy in a multicore processor …………………………………….. 20 

Figure 2.8: A heterogenous memory hierarchy in a many-core system ……………………….. 21 

Figure 2.9: The 4×4×2 3D CMPs architecture ………………………………………………… 22 

Figure 2.10: An overall view of a task migration technique, the green application in part (a) goes 

to up in part (b) based on a migration algorithm ………………………………………………. 25 

Figure 3.1: An overview of the proposed allocation strategy in [2] …………………………… 31 

Figure 3.2: The proposed task migration technique in [25] ………………………………. ……35 

Figure 4.1: The 3D CMPs architecture contains the core layer, and the memory layer ……….. 39 

Figure 4.2: Core layer with 5 regions, the MCU connection with a core, and a sample of MCU 

(Ccentral, S1, S2, S3, S4) tables of each region ……………………………………………………... 40 

Figure 4.3: The used thresholds for determining the ranges of temperature …………………... 43 

Figure 4.4: Energy comparison between the Baseline and Proposed architectures ……………. 51 

Figure 4.5: IPC comparison between the Baseline and Proposed architectures ……………….. 52 

Figure 4.6: Comparison of overhead under execution of PARSEC benchmarks ……………… 52 

Figure 4.7: The comparison of delay for the Proposed and Baseline architecture …………….. 52 

Figure 4.8: Thermal maps of the memory layer in a 64-core CMPs under executing a) 

streamcluster and b) bodytrack benchmarks …………………………………………………… 53 

Figure 5.1: Thermal sensors' placement on each tile in the core layer ………………………… 57 

Figure 5.2: Performance counters' connection with DRAM banks in the memory layer ……… 57 

Figure 5.3: A sample of the sorted MCU table ………………………………………………… 58 

Figure 5.4: The flowchart of selecting the optimal coldest core ……………………………….. 63 

Figure 5.5: Comparison of throughput results of the PARSEC workloads normalized to the 

Baseline ………………………………………………………………………………………… 66 

Figure 5.6: Comparison of the percentage time spent on average by the DRAM layer of the target 

3D CMPs at different temperature points while executing canneal …………………………… 67 

Figure 5.7: Comparison of the percentage time spent on average by the DRAM layer of the target 

3D CMPs while executing blackscholes ……………………………………………………….. 68 

Figure 5.8: The temperature of the upper layer in canneal …………………………………….. 68 

Figure 5.9: The temperature of the upper layer in blackscholes ……………………………….. 68 

Figure 5.10: Thermal distribution of the Baseline architecture under execution of canneal …... 70 



xi 
 

Figure 5.11: Thermal distribution of the Proposed method architecture under execution of 

canneal …………………………………………………………………………………………. 70 



1 
 

 

 

 

Chapter 1: Introduction 

1.1. Introduction 

With the advanced of transistor technologies, processors have become very 

advanced and complicated since 2005 [49]. In 1965, Gordon Moore mentioned that “the 

number of transistors in a single chip are doubled approximately every 18 months” [32]. 

This definition is known as Moore's law which is made an evolution in the trend of 

processors fabrication. Moore's law predicts that the number of transistors will increase 

by double, therefore many advantages can be achieved. For example, increasing the chip 

performance will be achieved as a result of the increasing in the power consumption; 

thereby, the highly increased demand of high performance can be achieved by increasing 

the number of transistors. Figure 1.1, shows the increase in the number of transistors 

between 1971 to 2011 [34]. 
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Figure 1.1: Number of transistors from 1971 to 2011. 

In this context, this change makes it possible since 2005 to design sub-processors 

on the chip instead of a single processor which is known as multi-core processors that 

lead to a significant improvement in the processors’ performance. In multi-core 

processors, each core can perform identical functions to those performed by a single core 

processor. 

On the other hand, the memory in the new generation of multi-core processors 

plays an important role. In fact, to operate a large number of operations in multi-core 

processors, the need to more memory spaces in the entire chip becomes an urgent need 
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and an important challenge as a result of the high demand to store the huge amount of 

data and instructions. Therefore, it leads to the integration of on-chip memories ranging 

from Megabytes to Gigabytes in processors. Figure 1.2, demonstrates how embedded 

memories are increasing on the chip from 20% in 1999 to around 70% in 2017 [31]. 

 
Figure 1.2: Embedded memory space on the chip between 1999 to 2017. 

Over time, embedded systems have moved away from Two-Dimensional 

Integrated Circuits (2D ICs) to Three-Dimensional Integrated Circuits (3D ICs). The 3D 

ICs, when compared with 2D ICs designs, reduce interconnection wire length which, 

results in lower power consumption and shorter communication latency. Therefore, by 

combining the 3D ICs technology and Chip Multiprocessors (CMPs) such that they 

become 3D CMPs, they result in higher performance higher efficiency and reliable 

systems. 
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In this context, to combine the increased demand of having higher number of 

cores and more memory space in a chip, CMPs tend to move from 2D CMPs to 3D CMPs 

architecture. The 3D CMPs provide many features when compared with 2D CMPs 

designs, they increase the chip performance and reliability, reduce memory access 

latency, increase memory bandwidth, and also reduce interconnection wire length which 

results in lower power consumption and shorter communication latency [28]. The 3D 

CMPs architecture contains different layers which are core layer and memory layers as 

shown in Figure 1.3 [33]. Moreover, the architecture of CMPs has been extended to the 

3D CMPs architecture by using Through Silicon Vias (TSVs). 

 

Figure 1.3: Architecture of 3D CMPs with three layers. 

Even though the 3D CMPs achieve a significant improvement in the processors’ 

performance by increasing the chip's power consumption, the drawbacks of the above 

introduced advantages result in high temperature spots, which are called thermal 

hotspots. In fact, the existence of high temperature spots in a chip is normal as long as 
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they do not reach the critical temperature which is generally around 80℃, as far as 

available cooling technologies are concerned [48]. However, the highly increasing in 

thermal hotspots have become a major challenge for the 3D CMPs since hotspots can 

cause performance degradation, reducing reliability, decreasing chip life span, and 

eventually lead to system failure. 

In this context, providing a solution to face these challenges has become crucial to 

controlling and distributing thermal hotspots in a chip. Therefore, applying Run-time 

Thermal Management (RTM) techniques can play an important role not only to balance 

the thermal hotspots on the 3D CMPs, but also to enable the 3D CMPs to operate at a 

favorable performance without any emergence fear of new hotspots. One of the most 

common techniques for RTM is run-time task migration technique, which is intended to 

migrate tasks from a hot core to a low temperature core to prevent the hot core from 

becoming a hotspot. 

In this thesis, two new run-time task migration techniques for the 3D CMPs have 

been proposed. In this regard, in the 3D CMPs, migrating the task to a low temperature 

core in the core layer without considering hotspots in the stacked memory layer has the 

potential to cause the emergence of new hotspots. Therefore, in this thesis, the keynote of 

the proposed techniques is to consider hotspots on the two stacked layers simultaneously. 

In this context, it is crucial that the system must consider hotspots on the two 

stacked layers, both the core layer and the memory layer, simultaneously; thus, making 

the optimum task migration decision more efficient. Therefore, it is crucial that the 

system analyzes the gathered cores’ temperature information and then selects the optimal 
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coldest core to be migrated with a hotspot rather than selecting the coldest core. The 

optimal coldest core refers to a cold core in the core layer that is not located under a 

hotspot in the memory layer. Therefore, this procedure can lead to make the optimum 

task migration decisions; thereby improve the 3D CMPs performance. 

1.2. Thesis Overview 

1.2.1. Overview 

In this section, we introduce the recent major problems in the area of 3D CMPs. 

Also, the thesis objectives are presented to show the main goals of the thesis. 

1.2.2. Major Problems in the Area of 3D CMPs 

Nowadays, with the increased demand of high performance, 3D CMPs has led to 

the increase in the power consumption of the chip; which causes the emergence of 

hotspots. Therefore, from this point, the chip is facing a new major challenge. This 

challenge regards the increased temperature of the 3D CMPs plays a critical role in the 

performance degradation. 

1.2.3. Thesis Objectives 

The objective of this thesis is to solve the problem of thermal hotspots challenge, 

by applying RTM techniques. In this thesis, two approaches of run-time task migration 

techniques in the 3D CMPs are used. These two proposed approaches aim to proceed run-

time task migration techniques in order to satisfy the peak temperature constraint on the 

3D CMPs, which leads to increased performance and reliability of 3D CMPs. 
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1.3. Thesis Contributions 

This dissertation makes the following contributions: 

1. The proposed migration techniques including two approaches aim to 

proceed run-time task migration techniques to achieve a balanced thermal 

distribution on the 3D CMPs. 

2. The presented approaches consider hotspots on two stacked layers 

simultaneously both in the core and memory layers, by analyzing hotspots’ 

information to make optimum task migration decisions. 

3. In this work, a centralized hardware named Migration Control Unit (MCU) 

is presented. MCU analyzes the gathered cores’ information on the 3D 

CMPs and then makes the optimum decision for selecting the optimal 

coldest core in the core layer rather than the coldest core to be migrated 

with a hotspot. 

4. In the first approach, the proposed migration technique gathers the 

temperature of cores in each layer using performance-counters instead of 

thermal sensors. 

1.4. Thesis Organization 

The remaining of the thesis is organized as follows: 

Chapter 2 

Chapter 2 gives a background review about processors’ architectures and thermal 

management techniques. In this chapter, we review the preliminary and necessary 
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materials and architectures to continue with this thesis. For instance: thermal problems 

and power wall, multi-core and many-core processors, memory and on-chip memory 

systems, 2D CMPs and 3D CMPs, and lastly, trends on power aware CMPs are all 

reviewed in this chapter. 

Chapter 3 

Chapter 3 discusses a summary of related work in the RTM techniques on  

multi-core processors. In these days, managing the power consumption under the 

specified power and the thermal budget is a hot topic. These techniques are required to 

keep the CMPs working state below the maximum temperature and power constraints. 

Chapter 4 

 In chapter 4, we present the first approach of the run-time task migration that is 

used. This approach aims to balance the temperature and the number of hotspots in the 

3D CMPs without any performance degradation. The proposed approach is divided into 

two algorithms that aim at maximizing the throughput on the 3D CMPs while satisfying 

the peak temperature constraint. Finally, at the end of this chapter, experiments are 

performed, and results are evaluated. 

Chapter 5 

 In chapter 5, we proposed a new run-time task migration technique to control 

hotspots in the 3D CMPs. The second proposed technique migrates the hottest core on the 

core layer in the 3D CMPs with the optimal coldest core rather than the coldest core. In 
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this chapter, we explained in detail the proposed technique, and presented experimental 

results. 

Chapter 6 

 Finally, chapter 6 gives a summary of the given chapters, draws the main 

conclusions of the proposed run-time task migration techniques, and presents the future 

work section. In addition, the reference section cavers all the resources; which are used in 

this thesis.  
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Chapter 2: Background Review on 

Processors Architectures and Thermal 

Management Techniques 

2.1. Introduction 

Computer architectures have improved rapidly in the last five decades in terms of 

computational power and architecture complexity mainly due to the fast development of 

semiconductor fabrication techniques. The number of on-chip transistors used has 

increased steadily and doubled every eighteen months according to Moore’s law [32]. 

Shrinking technology size reduced the channel length, and consequently improved the 

latency problem, and scaling clock frequency up. However, the latter has become no 

longer feasible option after 2005. Since the mid of the seventies, the scale of performance 

and energy went together with scaling transistors’ numbers, which is known as Dennard 
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Constant Field Scaling [30]. The latest process technology brought Dennard Scaling to its 

end in 2005, where the emerging power density forces the chip with a limited power 

budget. Chips are required to be more energy-efficient to work within this limited power. 

The fabrication of multiple cores in a single processor improved the chip 

performance with fixed or even lower clock frequency, which was proposed to Network 

on Chip (NoC) as a solution to deal with on-chip communication issues. NoC 

communication architecture was introduced as a novel technology to effectively utilize 

tens, rather hundreds of simple and lower power cores that can be integrated in a single 

CMPs. This utilization of those many cores in a single chip requires more on-chip 

memory as well as NoCs resources to handle the emerging on-chip communications. In 

those architectures, i.e. many-core systems, a significant portion of chip area is allocated 

to on-chip memories and memory systems, which leads to a major contribution to the 

overall chip power consumption. 

Enhancing energy efficiency for the uncore components, such as memory systems 

and on-chip interconnection in parallel with cores, is a critical task in new CMPs designs. 

To avoid the major degradation in new design, the effect of the system performance in 

parallel with power management must be taken into account. The performance 

degradation happens in a processor CMOS-based regarding to the increased amount of 

clock frequencies per cycle while a huge number of transistors in the chip that results in 

increasing the power density which leads to increase leakage power and then cause 

higher temperature. In this context, it is required to monitor the system’s performance at 

run-time and apply new power management techniques accordingly. The proposed 
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techniques in this work aim at proposing run-time migration algorithms in 3D CMPs to 

manage power in both memory and core components and to manage thermal constraints. 

2.2. Thermal Problem and Power Wall 

Figure 2.1, shows that the rate of general purpose processors’ performance growth 

measured by operating frequency has slowed down since 2005 [34]. The slow-down 

resulted due to the fact that performance enhancements had been steadily increasing at 

the expense of increasing power density as shown in Figure 2.2 [34]. When power 

density hits 1W/mm2 in 2005, chip designers could not trade power for performance 

anymore as they approach the limit of efficiency in air-cooling facilities. 

 
Figure 2.1: The frequency scaling of processor designs over time. 

In this context, technology scaling had been steadily moving down until 2005 

when it slowed down due to end of Dennard Constant Field Scaling [30]. The latter states 

that if all of the physical dimensions and the threshold voltage of a transistor are scaled 

down by a factor of α, the energy required to switch a transistor scales down by a factor 
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of 3α [34]. This meant that as feature size has dropped by a factor of √2 with each 

technology node, chips were able to have the double number of transistors, increasing the 

processor's operating frequency, while still maintaining a constant power density. Due to 

leakage power concerns, however, threshold voltages (Vth) are no longer scaling at the 

same rate as operating voltage (Vdd) and the rest of the transistor, as depicted in Figure 

2.3 [36], and thus Vdd scaling has dramatically slowed as well. 

 
Figure 2.2: The power density of processor designs over time. 

Dark Silicon Phenomenon states that every new chip generation will have a 

limited power budget which cannot be exceeded [35]. In the trend of technology scaling, 

the fraction of transistors that can operate at the full frequency is decreased. International 

Technology Roadmap for Semiconductors (ITRS) projected that 21% and 50% of the 

chip will be dark (off) at technologies 22nm and 8nm, respectively [36]. 
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The system performance is measured by the number of operations per second 

(𝑂𝑝/𝑆𝑒𝑐) and power is related to the product of consumed energy per operation 

(𝐸𝑛𝑒𝑟𝑔𝑦/𝑂𝑝). For a limited chip power budget, the only way to increase the 

performance is by reducing the consumed energy per operation as shown in Equation 2.1. 

𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 (
𝑂𝑝

𝑠
) ∝  

𝑃𝑜𝑤𝑒𝑟

(
𝐸𝑛𝑒𝑟𝑔𝑦

𝑂𝑝 )
                                        (2.1) 

 

Figure 2.3: Voltage versus feature size. 

2.3. Multiprocessor to Many Core Processor Extension 

Multiple core processors successfully replaced the traditional approach of 

increasing the clock frequency by enhancing parallel computing. The nature of the task 

and the capability of the operating system which is responsible for dividing and 
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scheduling tasks over available resources are two factors that determine the performance 

enhancement of the parallel computing. 

Moving away from the general purpose processor to optimizing the data path for a 

certain class of algorithms and custom accelerators can achieve around 1000 higher 

energy efficiency than general purpose processors [34]. Figures 2.4, depicts the System 

on Chip (SoC) benefits compared to other processors’ technology with normalized data at 

32nm technology [34]. 

 

Figure 2.4: Energy efficiency for algorithms implemented on different platforms. 

Incorporating several heterogeneous components such as different types of cores, 

memory banks, and communication resources make the on-chip communication a 

challenging task, especially the limitations of bus architectures like scalability and high-

power consumption makes busses a bottleneck in SoC communication. 
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The success of computer networks and switch-based interconnection has 

motivated researchers to propose the NoC architecture as a viable solution in creating 

complex SoCs [37,40]. In multi/many core systems, simple low power cores can be 

connected based on packet-based on-chip interconnection including routers and links. 

These routers and links are the backbone of the components connecting on the chip. The 

number of cores can be in order tens or hundreds, whereas the numbers of routers is 

decided based on the used network topology. Figure 2.5, shows a two-dimensional 4×4 

NoC in Mesh topology [37]. Each of these cores are called Processing Elements (PE) or 

Intellectual Property (IP) or they can be assigned to be a memory bank. 

 

Figure 2.5: Generic 4×4 NoC architecture. 

2.4. Memory Gap and Bandwidth Wall 

Due to the throughput and performance gain with increasing the number of cores, 

CMPs will be able to alleviate of many barriers of single core processors. Therefore, with 

increasing the number of cores in CMPs, designers aim to extract performance and 

throughput at each generation. The exponentially increasing of core counts is confronted 
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with the obstacles imposed by some performance-critical components that are less 

scalable. One of these obstacles is Memory Wall which presents a huge performance 

bottleneck for CMPs. The memory wall challenge restricts the CMPs performance with 

both long memory latencies and limited memory bandwidth. 

In the trend of technology progress, processors’ operating frequencies were scaled 

much faster than Dynamic Random-Access Memory (DRAM) that dominates the main 

memory system. The difference in speeds of the on-chip and off-chip memories pushed 

the chip designers to increase the on-chip memory and memory systems. However, 

growth in the number of cores and the amount of storage components in CMPs 

consequents a corresponding increase of off-chip memory traffic. 

There are several factors lagging the memory bandwidth scaling from transistor 

density scaling described by Moore's Law such as power constraints, pin-limitations, and 

packaging costs [32]. 

According to ITRS [36], the number of on-chip cores is expected to be doubled 

every 18 months while the total number of pins will be increased by about 10% per year. 

The fundamental result shows that the rate at that memory traffic is generated by an 

increasing number of cores is growing faster than the rate that it can be serviced. 

In these days, designers encounter to the bandwidth wall in addition to memory 

and power wall problems. Therefore, the total performance and throughput of the system 

are increasingly limited regarding to the available amount of off-chip bandwidth. In case 

the provided off-chip memory bandwidth is unable to maintain the rate of requested 

memory, the performance of the cores will decline due to the extra queuing delay for 
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memory requests. The performance of the cores will have to match the available off-chip 

bandwidth. In this context, providing more number of cores is not efficient any more to 

improve the throughput or performance of the chip. The ideal solution is to increase the 

on-chip memory with more energy efficient architecture. 

Several approaches have been investigated to mitigate the memory bandwidth, 

such as integrating the whole system on a chip (SoC) increasing the performance within 

the limits of power density. Memory compression is another approach which increases 

the memory size without increasing their area reducing the off-chip traffic [41]. 

 

Figure 2.6: Gap growth between processor and memory performance. 

2.5. On-Chip Memory 

In the early decades of computing, memory systems were extremely slow and 

expensive. Central Processing Units (CPU) were not particularly fast either. Starting from 
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the eighties, the gap between processors and memory components began to widen 

rapidly. Processor clock speeds took off, leaving memory access times lagging far behind 

as shown in Figure 2.6 [34]. As it shown in the figure that a new generation of fast 

memory is needed in order to bridge the gap. 

As far as cashes architecture, processor cashes, which are identified as small pools 

of memory, store data that will be probably needed next by the processor. Sophisticated 

algorithms as well as certain assumptions related to programming code determine the 

amount of data loaded in the cache. As a matter of fact, the memory system ensures that 

the needed amount of data loaded into the memory is fully supplied to the processor. 

Once the processor unit finds required data, it is called memory hit. A memory miss, 

however, refers to the process of the CPU rushing off to find the data somewhere else, 

where the L2 comes into play. L2 represents a different type of on-chip caches which is 

slower, yet larger than L1. If the processor fails to find the data in either L1 or L2, it 

continues the process until it reaches the main memory (DRAM). It is noted that modern 

L1 caches have hit a higher rating than the 50% which is theoretically suggested in this 

paper. Both AMD and Intel hit a typical field cache rating of 95% [34]. 

The cache hierarchy including of small and fast L1, larger and slower L2 and 

most larger and most slower L3 comes to increase the memory hit rate and reduce the off-

chip memory access events. Figure 2.7, shows a memory hierarchy in a multicore system 

[45]. 

In order to estimate the memory’s hit rate importance, a difference of 2% in the 

L1 cache hit rate may double the total time for code execution [45]. The reasons for the 
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differences in memory speed and size are traced to the design tradeoff between the 

memory performance with memory high cost of power and chip area. In CMPs, each PE 

has its own L1 and L2, and all PEs share the same Last Level Cache (LLC). 

 
Figure 2.7: A memory hierarchy in a multicore processor. 

2.5.1. Heterogenous On-Chip Architecture 

As explained in [34], on-chip memory hierarchy bridges the gap between the 

processing units and the main Random-Access Memory (RAM). Shared LLC is the 

slowest and largest part of the on-chip memory as they are fabricated from smaller 

transistors to reduce the cost of power and chip area. Static RAM (SRAM) and DRAM 

are dominant as memory technologies in the face of arising scalability problems resulted 

from the limitations of their device cell size and power dissipation. Increasing the leakage 
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power of SRAM and DRAM and the refresh power of DRAM contributes significantly to 

the overall system energy [35]. To enhance the 3D CMPs performance, an urgent need 

for an energy-efficient memory subsystem is inevitable. Figure 2.8 [47], illustrates a 

heterogenous memory architecture in a many-core system. 

 

Figure 2.8: A heterogenous memory hierarchy in a many-core system. 

2.6. Two to the Three-Dimensional CMPs 

Larger number of PEs increases the distance among these PEs and the shared 

LLC, which causes latency problem in the system performance. The 3D integration 

technology is an emerging solution to solve the increasing on-chip communication 
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latency and power consumption. In 3D CMPs, stacked layers shorten the distance 

between the horizontal layers with TSVs. TSVs facilitate stacking another active layer on 

the 3D layer. Utilizing the stacked layers of on-chip memory components in 3D CMPs is 

popular approach to tackle the memory bandwidth challenge and energy consumption 

[42]. Figure 2.9, shows a 3D chip as an example of 4×4×2 architecture, each core has its 

own network interface [42]. 

 
Figure 2.9: The 4×4×2 3D CMPs architecture. 

In addition to the previous advantages, 3D architectures increase the cost 

efficiency and specifically, some facilitate such as mixed-technology stacking as special 

process required to fabricate Non-volatile Memories (NVMs) with conventional CMOS 

circuits [43]. The 3D CMPs is a natural evolution to the 2D CMP, when routers will have 

north and south ways in addition to the previous directions. 
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In the 3D CMPs, the thermal challenge has been exacerbated for two reasons. 

Firstly, one bringing more active components closer together, increasing the power 

density and hotspot generation. Secondly, adding multi-layers increase the primary 

thermal paths to the heatsink and to the circuit board. As the memory miss, reliability, 

and lifetime all are the function of temperature, thermal management has become the 

most crucial aspect in the 3D CMPs. 

2.7. Trends on Power Aware CMPs 

CMPs create the issues previously mentioned, such as power and memory walls, 

transistors variation, and many manufacturing issues. Power consumption is the most 

important part as it has direct relation to the reliability and performance of the CMPs. 

This section lists several design methodologies on power and thermal aware CMPs. 

2.7.1. Dynamic Voltage Frequency Scaling 

Dark silicon sets a limited power budget that cannot be exceeded by CMPs. If the 

operating system requires more resources to schedule parallel, power consumption must 

be scaled down to bring the required resources from the dark. Dynamic power 

consumption of a CMPs part or component can be calculated using Equation 2.2. 

𝑃𝑑𝑦𝑛 =∝ . 𝐶. 𝑉𝑑𝑑
2. 𝑓                                                      (2.2) 

Whereas (α) is the activity factor of inputs, (𝐶) is the capacitance related to the area, 

(𝑉𝑑𝑑) the voltage of power supplier, and (f) the frequency. 
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These parameters are convenient parameters to reduce dynamic power 

consumption. An emerging challenge in the nano-scale region is the leakage in power 

consumption. It is getting worse with reducing technology size and again it is related to 

the area and voltage (V). Voltage has quadratic effect on the power consumption 

interrelated with frequency. With scaling the voltage, transistors will work slower and the 

frequency must be adjusted to meet the timing constraint. 

The main objective of Dynamic Voltage Frequency Scaling (DVFS), most 

commonly used as power management technique, is to adjust the power consumption in 

multi-core processors. Power gating or switching off unused CMPs components can be 

regarded as extra case of DVFS. DVFS needs an accurate monitor of the system 

performance that can scale accordingly without performance degradation. If the chip 

temperature exceeds a threshold limit, DVFS will force the chip to scale its power 

consumption to prevent a non-reversible chip damage regardless on the impact on the 

performance. DVFS and its requirement is elaborated in the following chapter. 

2.7.2. Task Migration 

3D CMPs increase the thermal paths from the active cores or memory bank to the 

heatsink and circuit board where most of the cooling takes place. Variable operating 

voltages/ frequencies and workloads can have an impact on local temperature differences. 

This difference in temperature is called thermal hotspots and it can reach up to 80℃. 

Excessive thermal hotspots lead to performance degradation, increased cooling cost, and 

reduced reliability for 3D CMPs [44]. 
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Task migration [46] is a preventive technique to redistribute tasks over the CMPs 

cores aiming more at normal thermal distribution, as shown in Figure 2.10 [46]. For 

instant, the task migration technique can be conducted randomly in predefined time 

intervals or is being actuated when a preset threshold temperature is reached by one of 

the cores. It can be carried out by swapping the hottest core with a coldest one or more 

sophisticated method can be used. The implication of task migration includes several 

factors such as the overhead calculation, latency caused due to the changes in the wire 

distances. Task migration is more cost-efficient than the global DVFS or other techniques 

when any chip temperature sensor detects the maximum allowable temperature. 

 

Figure 2.10: An overall view of a task migration technique, the green application in part (a) goes to up in 

part (b) based on a migration algorithm. 
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2.8. Chapter Summary 

In this chapter, we presented an overview of on chip multi-processor architecture 

and useful power management techniques utilized in those platforms. A complete 

description of these methods is provided in the following chapter. Uncore components 

such as memory systems and on-chip interconnection as well as their challenges were 

discussed in this chapter.  
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Chapter 3: Literature Review 

3.1. Introduction 

A brief review about the RTM techniques which are used to keep the CMPs 

working state below the maximum temperature and power constraints will be brought up 

in this chapter. Maximizing performance under thermal and power constraints is the main 

objective of the proposed RTM techniques in the CMPs. Nowadays, off-line methods are 

not effective anymore when hundreds of cores are integrated on advanced CMPs. 

Thereby, on-chip RTM techniques are required to face thermal issues in modern 

processors. Moreover, with the growing number of cores in CMPs, a rapid increase in 

uncore resources, which consequently makes the uncore power, is also a critical part of 

the CMPs power managements. 

Researchers have implemented different multicore thermal management 

techniques such as: DVFS [14-24], clock gating [8,10], task scheduling [1, 2], on-chip 

interconnection network [11,13], and task migration techniques [3-5, 9, 25, 26]. 
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3.2. Dynamic Voltage Frequency Scaling 

The Dynamic Voltage Frequency Scaling (DVFS) is a hardware facility that 

adjusts the clock frequency according to the operational voltage of a processor in real 

time [14]. DVFS is an effective technique for increasing the energy efficiency of a 

multicore processor by varying the voltage and frequency based on execution condition. 

The key idea in this technique is to satisfy the system performance and power 

consumption based on constraints of the system to process the assigned workload. DVFS 

is implemented by a transition of the processor to a low-power state from a high-power 

state (or vice versa) when the workload’s condition changes [14,15]. DVFS can be 

applied to each core [14,15] or to separate domains of Voltage Frequency Island (VFI) in 

CMPs [16]. 

Authors in [17] applied Dynamic Voltage Scaling (DVS) and regulates the 

voltage of individual NoCs links independently to save power during periods of link 

under-utilization. The experimental results show that the proposed technique achieved 

4.3X power saving (3.2X in average) with 27.4% latency increase and 2,5% throughput 

reduction. 

A history-based DVS policy is introduced in [18], which judiciously adjusts link 

frequencies and voltages regarding to the previous usage. In [18] power saving was 

maximized when the scaling included the CPUs and links together, but this work was for 

specific applications. Gathering information from the all cores, network status, routers, 

and other resources was the major challenge when applying DVFS in the new generation 

of processors. The simulation results illustrate that the proposed method brought 13% and 
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17% energy savings over the pure CPU and pure communication links voltage scaling 

schemes, respectively. 

Combining CPUs-Link DVFS with task scheduling of embedded systems is 

discussed in [19]. A rule based DVFS has been proposed to control each V/F island of the 

CMPs according to the queue occupancy in [20]. One of the latest works is comparing 

and extending a CMPs with adding the link utilization to the router queue occupancy in 

[21], this achieves 36 % savings in Energy-Delay Product (EDP) as opposed to the DVS 

policy based on link utilization only. 

There are few previous works addressing DVFS for memories, one of the earliest 

works was in [16]. Memories were partitioned as VFIs similar to the other components 

(cores or other components) in the previous work and DVFS was applied according to the 

selected policy. The experimental results achieved 27% NoC and LLC reduction of 

energy with 7.3% degradation on the Average Memory Access Time (AMAT). 

According to the work performed, connecting different operating voltage 

frequency domains (islands or individuals) necessitates special interfacing arrangements. 

The interface overhead accumulates with the other overheads resulted from the gathering 

required information from these domains and computation the V/F according the selected 

policy. Thus, power management might consume a comparable amount to what is meant 

to achieve in terms of energy saving and performance degradation. To mitigate the 

heterogeneity of the uncore voltage frequency, this area is assigned in a single V/F 

domain separate from the cores ones [16, 22]. 
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The later work was developed in two aspects in [23] for both of the used rules and 

techniques for the DVFS scaling. AMAT monitors DVFS impact on the overall system 

performance, in contrast to the injection rate which is a good indicator for the network 

congestion. The second aspect of the [23] work is that it controls the DVFS using a 

Proportional and Integral (PI) controller to avoid any ensure smooth impact on the system 

performance. Another enhancement of [23] is improving the critical latency concept for 

the product of LLC throughput demand, the latency of the LLC and NoC, as an 

expression of uncore benefit. This formulation guarantees significant energy savings, 

more than any prior work to-date. 

In [20], authors analyzed trade-off of the power-delay in a NoC under three DVFS 

policies. Authors applied a PI technique on a CMPs to propose coordinated, distributed 

DVFS in contrast with local ones. Furthermore, this work achieved EDP improvement of 

85.5% from an off–line algorithm [20]. 

3.3. Clock Gating 

Clock gating is a technique used to manage the temperature in CMPs. The hotspot 

cores are gated – hence the term clock gating – when the thermal threshold has been 

reached to prevent the occurrence of hotspots and, thus, system failure. It is worth 

mentioning that when a CMPs system cores run at the highest default frequency and 

voltage setting, the system will always reach the thermal threshold. It shows that clock 

gating is an effecting technique in CMPs energy efficiency. 

Authors in [8], proposed a hybrid-method that coordinates clock gating and 

software thermal management techniques such as temperature aware priority 
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management. Experiment results show that the proposed technique has the ability to 

manage the overall temperature with an average execution time overhead of only 9.9% 

while it is 24.4 % without any RTM. 

Researchers in [10] also proposed a clock gating technique. The process goes as 

follows: each core runs at the highest frequency and voltage setting while the core has not 

reached the thermal threshold. Once the core has reached the thermal threshold and has 

become a hotspot, it stops running and its clock is gated to reduce power consumption. 

Afterwards, the process is resumed in the next sampling interval once the core 

temperature has gone below the threshold. This technique achieves 2.5 times throughput 

improvement and yields an average of 2.6 times speedup improvement compared to the 

Baseline across all workloads. 

3.4. Task Scheduling 

In this section, another methodology of performing thermal-aware on the 3D 

CMPs which is thermal aware task scheduling techniques is discussed. There has recently 

been a growing interest in Operating Systems (OS) which assisted task scheduling 

techniques in the CMPs to alleviate the thermal condition [1,2]. It is worth to mention 

that when the system implements OS-assisted task scheduling techniques, the hardware 

modifications are not required. 

Based on an OS-assisted technique, to keep chip’s temperature low, authors in [1] 

ensured maximum thermal variations within different tasks, and then, they reschedule 

tasks accordingly. In this proposed technique, authors also consider the high thermal 

correlations among layers in one core stack and schedules tasks in bundles. 
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Subsequently, heavy-loaded tasks are allocated to the closest layers to the heatsink 

within every stack of cores for the purpose of dissipating heat problems. Therefore, based 

on a thermal emergency, power scaling is engaged to the core that generates the largest 

power in this stack or to the core whose temperature exceeds the threshold. This 

procedure aims at quickly cooling down the core stack, reducing the performance 

degradation resulted by high temperature. According to this method, vertically adjacent 

dies have strong thermal correlations, the proposed scheduler considers them jointly in 

this work [1]. This proposed technique can improve performance by 7.2% over the base 

processor. 

 

Figure 3.1: An overview of the proposed allocation strategy in [2]. 
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In [2], a new thermal-constrained task scheduler based on Thermal-Pattern-Aware 

Voltage Assignment (TPAVA) has been proposed. By analyzing different voltage 

assignments of different temperature profiles, TPAVA assign different operating-voltage 

levels to cores as a preventative precaution to reduce the temperature increase in 3D 

processors. Moreover, the proposed task scheduler incorporates a Vertical-Grouping 

Voltage Scaling (VGVS) strategy that takes into consideration a thermal correlation in 

3D processors as shown in Figure 3.1 [2]. In this work, results proved that the proposed 

scheduler technique can reduce the occurrence of hotspot by about 47.13% and improve 

throughput by about 6.5% respectively. 

3.5. Interconnection Thermal Management 

On-chip interconnection has a big contribution on total power consumption in the 

CMPs. Some papers proposed power and thermal aware on-chip interconnection 

architectures to distribute temperature uniformly on the chip [11,13]. 

In [11], authors proposed a hybrid buffer for on-chip routers to reduce power and 

hotspots in many core systems. This proposed buffer is made based on SRAM and Spin-

Transfer Torque RAM (STT-RAM) technologies. Based on recent studies, traditional 

SRAM technologies are high speed and high-power consumer. In comparison, NVM 

technologies, which STT-RAMs are a popular representative of them, are slower and 

consume less power [14,15]. 

Based on the on-chip traffic pattern, a low overhead controller has been designed 

in [11] that selects between two options, SRAM state and STT-RAM state. When traffic 

is in the highest state, the designed controller selects the high-speed SRAM part of the 
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buffer and when the traffic is in the lowest state, the designed controller selects the low 

power STT-RAM part of the buffer. The proposed technique achieves up to 30.9% 

network energy saving, 20.3% energy-delay product (EDP) reduction, and 7.6% router 

area decrease compared with the Baseline SRAM-based NoC design. 

In [13], authors proposed a sprinting technique to bypass the unused 

interconnection links and routers by mapped applications during their execution time 

turning off the unused links and routers and, thereby, saving power consumption. 

3.6. Task Migration 

To achieve balanced thermal profile, task migration-based frameworks have been 

proposed. This balance is achieved by proactively migrating tasks among cores on the 

chip to distribute thermal management. 

Once the system decided to apply the migration technique between the hottest 

core and the coldest core, it will exchange the thread on the selected coldest core with the 

thread on the hottest core. The task migration mechanism assumes that the whole code 

and data of the tasks will be exchanged from the hottest core to the selected coldest core. 

After that, the system should stop the running tasks and proceed to the task migration. 

Authors in [3,4], proposed a thermal management technique based on the 

centralized controller for many core systems. Each core in this proposed method has an 

agent responsible for monitoring the core temperature, communicating, and negotiating 

with neighboring agents, so tasks can be migrated and distributed among cores 

accordingly uniformly across the system. The migration policy used in [3,4] distributes 

different tasks in a neighborhood based on their heat dissipation ability. This migration 
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policy ensures a balanced temperature control on processors in a neighborhood. In that 

regards, a neural network-based anticipation model was proposed to predict future 

temperature, and for agents to evaluate the rewards of proposed migration offers. Finally, 

they showed that their proposed method reduces 29.8% hotspots and 80.68% migration 

overhead with only 0.98% performance overhead compared to a Baseline thermal 

management. 

In [5], to efficiently guide local migration among cores, researchers have 

proposed a distributed stack tracking technique so they could proactively estimate the 

average temperature of cores on the chip which, in turns, determines a thorough view of 

the temperature of the chip as a whole. The experimental results in [5] show that in a 

36-core chip multiprocessor, the proposed method works more efficiently reducing the 

number of thermal hotspots (30% more thermal hotspots reduction compared to the 

existing distributed thermal management methods). 

In [25], authors suggest a new distributed thermal management method to reduce 

on-chip temperature variance, and to prevent the occurrences of hotspots for many-core 

processors. This scheme uses task migrations based on a novel temperature metric known 

as effective initial temperature. 

As shown in Figure 3.2 [25], the task migration policy will come into play once 

the temperature of the current core reaches a certain threshold temperature Tth. The 

current core communicates with its adjacent cores to check on whether or not migration 

criteria (1) and (2) are met. The flow starts with core a (the upper left adjacent core). If 

the criteria are met, core a is assigned as the target core for task migration. The thermal 
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and load parameters of the current core (Teff, cur, Pcur) are updated by the thermal and load 

parameters of core a (Teff, a, Pa). Then, the flow continues to check with core b, if the 

migration criteria are met. It indicates that core b is a better migration option with even 

lower (Teff, b, Pb) than the previous migration selections of the destined core, and thus will 

be selected to replace the previously chosen one as the destined core for task migration. 

The same process will be repeated from core c to core h. The flow continues to update 

the selection and will finally choose the core with the lowest value of effective initial 

temperature (Teff) and load (P) for task migration among all eight adjacent cores. On a 

100-core microprocessor, simulation results of this work show that the proposed 

technique reduced the number of thermal hotspots (illustrate up 21% reduction on 

hotspots compared with the alternative approach, and 44% reduction on hotspots 

compared with the existing distributed thermal management methods). 

 

Figure 3.2: The proposed task migration technique in [25]. 
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In [26], researchers proposed a run-time distributed migration algorithm based on 

game theory to control arising heat issues among PEs in a NoC-based 3D CMPs. 

Minimizing the peak temperature of the 3D NoC, as well as the overhead imposed on 

chip performance during migration is the main objective of this algorithm. Due to high 

thermal interconnection between the adjacent PEs in the same stack in 3D NoC-based 

CMPs, they model a problem with multi objectives as a cooperative game. Simulation 

results of this work illustrate up to 23% and 27% reduction in peak temperature, as far as 

the benchmarks with the highest communication rate and the largest number of tasks are 

concerned. 

3.7. Chapter Summary 

In this chapter, we have explored different multicore thermal management 

techniques in some of the lately researches in RTM techniques such as DVFS, clock 

gating, task scheduling, on-chip interconnection networks, and task migration techniques 

in detail.  
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Chapter 4: The First Proposed Method: A 

Migration Technique to Balance Thermal 

Distribution for 3D Chip Multiprocessors 

4.1. Introduction 

Due to the constant shrinking in the size of the transistor, embedded systems 

industry continued to increase the number of transistors that are integrated in a single 

chip. Moreover, CMPs trend moves from 2D CMPs to 3D CMPs architecture as 

mentioned in the previous chapters. Even though the 3D CMPs architecture is designed to 

overcome the problems related to the length of the interconnects and power consumption, 

a new challenge arises, namely thermal hotspot. To overcome these challenges, applying 

RTM has become crucial. 
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In this chapter, the proposed technique aims to balance hotspots and temperature 

variations on the 3D CMPs. In fact, migrating a hotspot to a low temperature core in the 

core layer to control the temperature variances without considering hotspots in the 

stacked memory layer has the potential to cause the emergence of new hotspots. 

Therefore, the proposed technique considers hotspots effects in both core and memory 

layers simultaneously for equilibrium hotspots on the 3D CMPs. 

The proposed technique provides two algorithms that are working in parallel. 

Firstly, algorithm I aims to distribute hotspot cores that are placed on the central part of 

the core layer to cores on the surrounding part by applying run-time task migration 

technique. Secondly, algorithm II is responsible for migrating the most accessed DRAM 

banks to the central part of the memory layer in order to be close to all cores in the core 

layer and to make a balanced 3D CMPs temperature. 

The proposed method aims at maximizing the throughput on the 3D CMPs while 

satisfying the peak temperature constraint. Furthermore, the proposed migration 

technique gathers the temperature of cores and DRAM banks by using performance 

counters and proposed equations instead of using thermal sensors. 

The rest of this chapter is organized as follows: Section 4.2 provides an 

explanation of the target system architecture. In section 4.3, the proposed migration 

technique is explained. In section 4.4, experiments are performed, and results are 

evaluated. Finally, section 4.5 summarizes of the proposed run-time task migration 

technique.  
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4.2. The Target System Architecture 

The target system architecture provides a 3D CMPs, which contains two layers, 

the core layer, and the memory layer as shown in Figure 4.1. The core layer contains 64 

cores in which each core includes a core, a private L1 memory bank, and a shared L2 

memory bank. Each core in the core layer has a performance counter to compute the 

Instruction Per Cycle (IPC) for measuring the power consumption. In the target 3D CMPs 

architecture, the core layer is divided into five regions. Those are: the central region 

(Ccentral), surrounding region 1 (S1), surrounding region 2 (S2), surrounding region 3 (S3), 

and surrounding region 4 (S4) as illustrated in Figure 4.2. 

 

Figure 4.1: 3D CMPs architecture contains the core layer, and the memory layer. 

On the other hand, the memory layer contains 64 DRAM banks where each 

DRAM bank has a performance counter to measure the access percentage level. Same as 

the down layer, the memory layer is divided into five regions; the central region 
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(CDcentral), surrounding region 1 (SD1), surrounding region 2 (SD2), surrounding region 3 

(SD3), and surrounding region 4 (SD4). 

In fact, the five regions in each layer are presented to fulfill the achievement of 

the proposed task migration technique, which will be mentioned in detail later. Moreover, 

as can be seen in Figure 4.2, each region in the core layer has a table that contains the 

performance counter information of each core in the region and its location. Furthermore, 

in the memory layer, each region has a table that includes the accesses distribution 

(performance counter’s information) of each DRAM bank and its location. 

 

Figure 4.2: Core layer with 5 regions, the MCU connection with a core, and a sample of MCU (Ccentral, S1, 

S2, S3, S4) tables of each region. 
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In this context, performance counters play an important role to calculate the 

power consumption of each core and DRAM bank. For instance, in the core layer, it 

considers the IPC of each core for calculating power consumption. In this trend, in the 

memory layer, for calculating the power consumption of each DRAM bank, the access 

percentage level to each DRAM bank is considered. The information in the tables of each 

layer is updated at the end of each specified time interval which is fixed to 100ms in this 

work. 

The dynamic power consumption of each core is calculated based on Equation 4.1 

and for each DRAM bank based on Equation 4.2. 

𝑃𝐶𝑜𝑟𝑒 = 𝐼𝑃𝐶 × 𝑓 × 𝐶𝐿  ×  𝑉𝐷𝐷
2                                             (4.1) 

𝑃𝑀𝑒𝑚𝑜𝑟𝑦 = 𝑃𝐶𝑟𝑒𝑎𝑑 × 𝐸𝑟𝑒𝑎𝑑 + 𝑃𝐶𝑤𝑟𝑖𝑡𝑒 × 𝐸𝑤𝑟𝑖𝑡𝑒                         (4.2) 

Where (𝑃𝐶𝑜𝑟𝑒) is the core’s power consumption, (IPC) is the instruction per cycle which 

is the core activity, (𝑓) is the core frequency, (CL) is the average capacitance, and (VDD) is 

supply voltage. Also, (𝑃𝑀𝑒𝑚𝑜𝑟𝑦) is the DRAM’s power consumption, (𝑃𝐶𝑟𝑒𝑎𝑑) is the 

performance counter of reading from a DRAM, (𝐸𝑟𝑒𝑎𝑑) is the energy consumed to read, 

(𝑃𝐶𝑤𝑟𝑖𝑡𝑒) is the performance counter of writing on a DRAM, and (𝐸𝑤𝑟𝑖𝑡𝑒) is the energy 

consumed to write. Since the frequency of each core/DRAM bank in the target 3D CMPs 

is constant and the DVFS technique in today’s nano-scale designs is expensive and high-

overhead, dynamically change in the frequencies are not assumed in the system. 

As can be seen in Equation 4.1, the IPC has a key role in calculating the power 

consumption of each core in the 3D CMPs. In addition, PC is important to measure the 
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power consumption of each DRAM bank in the 3D CMPs as shown in Equation 4.2. In 

this context, for measuring the IPC and PC, performance counters are embedded near 

each core and DRAM bank. For instance, Figure 5.2 shows an example of performance 

counters in the memory layer. 

In fact, since heavy-loaded tasks consume larger power consumption, compared to 

the light-loaded tasks, the increased power consumption of a core or DRAM bank 

generates hotspots, which is the major concern in our proposed migration technique. The 

objective of this proposal is to minimize them as much as possible and achieve a 

balanced 3D CMPs temperature. 

In this work, the proposed architecture provides a new decision-making unit which 

is a centralized hardware in the core layer named Migration Control Unit (MCU). MCU is 

the system decision-making unit that is responsible for RTM in the target 3D CMPs. MCU 

aims to make the optimal decision for applying the proposed run-time task migration 

technique. The MCU is placed near to all of the cores in the core layer as shown in Figure 

4.2. 

As mentioned before, each layer is divided into five regions and each region has a 

table. Therefore, it should be noted that the information on those tables in the MCU are 

updated at the end of each specified time interval. In this context, at the end of each time 

interval, the information gathered from performance counters, in the core layer and the 

memory layer, are sent to the MCU in order to make the final decision in the proposed 

algorithms. The presented tables are arranged according to the activity of each 
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core/DRAM bank, which will be mentioned in detail later. The used hardware overhead 

in the target 3D CMPs architecture is shown in Table I. 

TABLE I.  HARDWARE OVERHEAD OF THE TARGET 3D CMPS ARCHITECTURE 
 

The Hardware The Overhead 

Performance counters 128 × 32 bits 

MCU 160 × 46 bits 

 

4.3. The Proposed Method 

The proposed migration technique in this section provides a run-time task 

migration technique between cores in the core layer and DRAM banks in the memory 

layer separately. The run-time task migration technique contains two algorithms that work 

in parallel. 

Firstly, algorithm I in the core layer, holds the migration responsibility based on 

each core’s activity in (Ccentral, S1, S2, S3, S4) tables. MCU applies the task migration 

technique in order to migrate the heavy-loaded tasks to cores in the surrounding regions, 

and the light-loaded tasks to cores in the central region. 

Secondly, in the memory layer, according to the DRAM banks’ accesses 

percentage level in (CDcentral, SD1, SD2, SD3, SD4) tables, algorithm II applies the task 

migration technique for migrating the most accessed DRAM bank (the hottest DRAM 

banks) to the central region so it can be near to all cores that it communicates with and to 

achieve a balanced 3D CMPs temperature. 
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In the memory layer, in contrast to the core layer, the central part is the hot region 

and surrounding parts are cold regions. Therefore, the central hot region in the memory 

layer is stacked on the central cold region of the core layer, and the surrounding cold 

regions in the memory layer are stacked on the hot surrounding regions of the core layer. 

Once the MCU has decided to proceed the migration, it will exchange the thread 

on the selected optimal coldest core with the thread on the hottest core. The proposed task 

migration mechanism assumes that the whole code and data of the tasks will be 

exchanged from the hottest core to the selected optimal coldest core. After that, the 

system should stop the running tasks and proceed to the task migration. 

Based on this methodology, the temperature will be distributed uniformly on the 

upper layer of the proposed 3D CMPs. Furthermore, the proposed run-time task migration 

technique, including algorithms I and II are provided to achieve the balance thermal 

distribution at run-time for the 3D CMPs. The procedure of the proposed run-time task 

migration technique, including the algorithms I and II are explained in detail in sections 

4.3.1 and 4.3.2 respectively. 

4.3.1. The Task Migration Technique in the Core Layer 

When MCU gathers the information of (Ccentral, S1, S2, S3, S4) tables at the end of 

each time interval, the MCU applies the proposed task migration technique in order to 

satisfy the balanced chip temperature as it shown in Algorithm I. Algorithm I provides the 

following steps: 
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• First, the MCU sorts the (Ccentral, S1, S2, S3, S4) tables in descending activity order 

(from the hottest to the coldest cores, assuming that the core with the highest 

activity is the hottest one). 

• Second, MCU selects the hottest core (HCcentral) in table (Ccentral) and selects the 

hottest core (HCi) and the coldest core (DCi) in each table among the tables (S1, S2, 

S3, S4). 

• Third, the MCU checks the (HCi) in those tables; if any of the (HCi) cores has 

reached the THS (the specified threshold which is 80), MCU exchanges the (HCi) 

core with the coldest core (DCi) in that region and removes the (DCi) from the list 

of the coldest cores in surrounding regions. Otherwise, it provides the fourth step. 

• Fourth, MCU selects the optimal coldest core (OPC) among the remaining coldest 

cores in (DCi) list. In this procedure, if the (DCi) list is empty, MCU selects the 

best second coldest core among coldest cores in (DCi) list. 

• Finally, it migrates the (HCcentral) with the (OPC) core. 

Algorithm I: The Applied Algorithm in the Core Layer. 
 

1. Loop 

2. Sort cores in central region (Ccentral) in a descending activity order 

3. Select the hottest core (HCcentral) in the (Ccentral) table 

4. for (1≤ 𝑖 ≤ 4) 

5. Sort cores in the (Si) tables in a descending order 

6. Select the hottest cores (HCi) in (Si) tables 

7. Select the coldest cores (CDi) in (Si) tables 

8. If (HCi > THS) then 

9. Exchange the HCi with the coldest core (CDi) in that region 

10. Remove the (CDi) from the list in the related surrounding region 

11. end if 

12. end for 

13. If (CDi) list is empty then 

14. Select the second coldest CDi as an optimal coldest core (OPC) 

15. else if 

16. Select the optimal coldest core (OPC) among the list of coldest cores. 

17. end if 
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18. Migrate the (HCcentral) with the (OPC) 

19. Go to Loop 

 
 

In other words, after sorting the cores from the highest temperature to the lowest 

temperature in both central region and surrounding regions by the MCU, the proposed 

Algorithm I migrates the hottest core in the central region (HCcentral) with the optimal 

coldest core (OPC) in the surrounding regions (S1, S2, S3, S4). 

In this context, the heavy-load tasks are migrated to the edges of the chip and in 

the central part the light-load tasks are migrated. It is considered that the chip’s edges are a 

better choice for the placement of the hot tasks than the central part as neighboring cores 

have a higher impact on the temperature of each core in the central part. 

4.3.2. The Task Migration Technique in the Memory Layer 

Algorithm II is responsible for applying the proposed migration technique in the 

memory layer. In fact, each core in the lower layer has a communication rate with DRAM 

banks in the upper layer. When a DRAM bank has more access percentage level compared 

to the other DRAM banks, which are not accessed frequently by cores, the most accessed 

DRAM banks should be placed in the central region of the memory layer in order to be 

near to all cores. 

The higher performance counters of DRAM banks are of higher activity which 

leads to be a hotspot. Therefore, we assume that the most accessed DRAM banks are 

hotspots. Thus, each DRAM bank has a performance counter to measure its access 

percentage level, and then the most accessed DRAM banks are migrated to the center part 

of the memory layer. In this context, according to the DRAM banks’ access percentage 
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level in (CDcentral, SD1, SD2, SD3, SD4) tables, MCU applies algorithm II. Therefore, the 

main goal of the algorithm II is to migrate the most accessed DRAM banks (the hottest 

DRAM banks) to the central region of the memory layer in order to be near to all cores 

that communicate with and also to achieve a balanced 3D CMPs temperature. 

The procedure of algorithm II is the same as the procedure in the core layer. 

However, in the memory layer the hotspots are distributed differently. For example, as 

mentioned before, in the memory layer, the central part is the hot region and surrounding 

parts are cold regions. Therefore, the central hot region in the memory layer is stacked on 

the central cold region of the core layer, and surrounding cold regions in the memory layer 

are stacked on the hot surrounding regions of the core layer. 

When each core in the core layer accesses to each DRAM memory bank in the 

memory layer and this access is read, the read counter counts up, and it records the core's 

location (core coordinate in the core layer) in the look up table. Therefore, at the end of 

each time interval, the information of read counters and multiple use of look up table are 

read. If the read counter is more than 10 and the look up table has more than 2 entries, this 

memory bank goes to the Shared-Read-Only (SRO) bank. When MCU gathers the 

information of (CDcentral, SD1, SD2, SD3, SD4) tables at the end of each time interval, the 

MCU applies Algorithm II which provides the following steps: 

• First, sorts (CDcentral, SD1, SD2, SD3, SD4) tables in a descending access order level. 

• Second, select the coldest bank (CBcentral) in the central region (CDcentral). 

• Third, select the hottest banks (HBi) among surrounding regions (SD1, SD2, SD3, 

SD4). 
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• Finally, exchange the (CBcentral) in the central region with the (HBi). 

This policy leads to move the shared data to the central part of the memory layer, 

which has the optimal distance based on Manhattan Distance lemma in the memory layer 

for all cores in the core layer to communicate with. Therefore, the proposed method aims 

to place all the shared-read banks to the central part of the memory layer while the private-

read and write banks are placed in the surrounding part of the memory layer automatically 

after Shared-Read-Only (SRO) banks are migrated. 

Algorithm II: The Applied Algorithm in the Memory Layer. 
 

1. Loop 

2. Sort DRAM banks in (CDcentral, SD1, SD2, SD3, SD4) in a descending access order level  

3. Select the coldest bank (CBcentral) in the (CDcentral) 

4. for (i=1 to i ≤ 4) 

5. Select the hottest banks (HBi) in the surrounding regions (SD1, SD2, SD3, SD4) 

6. end for 

7. Exchange the (CBcentral) in the central region with the (HBi) in surrounding region (i) 

8. Go to Loop 

 

 

In conclusion, the proposed algorithm, contains sections 4.3.1 and 4.3.2, prepare a 

balanced thermal distribution at run-time for the 3D CMPs. At the end of each time 

interval, the proposed algorithm, based on section 4.3.1, migrates the cold cores to the 

central part and hot cores to the surrounding part in the core layer. Also, based on section 

4.3.2, the proposed algorithm migrates the most accessed memory banks to the central part 

in the memory layer. 

Based on this methodology, the central region of the memory layer, which is the 

hottest region, is placed on top of the central part of the core layer, which is the coldest 

region in the core layer. Additionally, the surrounding part of the memory layer as a cold 

region is placed on top of the surrounding part of the core layer which is a hot region. 
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4.4. The Experimental Evaluation 

In this section, 64 cores in the core layer and 64 DRAM banks in the memory layer 

of a 3D CMPs architecture with multi-threaded workloads were used to perform the 

proposed run-time task migration technique. First, to evaluate the proposed technique, the 

experimental setup is described. Second, in order to quantify the benefits of the proposed 

architecture compared to the traditional architecture, different experiments are performed. 

4.4.1. The Platform Setup 

We evaluate our CMPs architecture on a simulation platform built upon Gem5 

[50] to run our experiments and measure the system performance improvements. GEM5 

is a full system simulator to set up the basic system platform. The simulation platform is 

configured to model a 64-core CMPs. The 64-core architecture which formed 2D-mesh 

topology was modeled as shown in Figure 4.1. Traces from GEM5 were injected to 3D 

Noxim [51], a System-C simulator for 3D NoCs modeling the mesh-based on-chip 

interconnection network between cores and DRAM banks. Table II illustrates the detailed 

parameters used in the CMPs architecture 

TABLE II.  BASELINE CMPS CONFIGURATION. 
 

The Component The Description 

Number of Cores 64, 8×8 mesh 

Core Configuration Alpha 21264, 1GHz, in-order, 14-stage pipeline, 

45nm. 

Private Memory per each Core SRAM, 4 way, 64 line, size 64KB per core 

On-chip Memory 

Baseline: 64MB (64 DRAM banks, each of 

which has 512KB capacity) 

Proposed: 64MB (64 DRAM banks, each of  

which has 512KB capacity) + proposed 

migration policy. 
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In addition, PARSEC benchmarks [52] for multi-thread workloads were used in 

this context. The multithreaded applications with large working sets are selected from 

PARSEC benchmark suite [52]. These selected benchmark suits consist of emerging 

workloads suitable for the next generation shared-memory programs for the CMPs. For 

these benchmarks, one billion instructions were executed for the simlarge input that was 

set starting from the Region of Interest (ROI). Moreover, HotSpot [53] version 5.0 was 

employed as a grid-based thermal modeling tool for 3D temperature estimation. For the 

experimental evaluation, the maximum temperature limit Tmax was assumed to be 80℃. 

4.4.2. Experimental Results 

In this section, the 3D CMPs hierarchy were evaluated in two different cases on 

multithreaded workloads. Firstly, the 3D CMPs with DRAM banks in the memory layer 

stacked on the top of the core layer without any migration policy (Baseline). Secondly, 

the 3D CMPs with a DRAM memory layer stacked on top of the core layer with the 

proposed migration policy (Proposed). 

Figure 4.3, shows the results of normalized energy consumption of each PARSEC 

application normalized with respect to the Baseline and Proposed. As shown in this 

figure, the Proposed architecture improves energy consumption by about 60% EDP, on 

average, compared with the Baseline. The best improvement is recorded for canneal with 

only 72% EDP from the Baseline energy consumption whereas the least reduction to the 

energy consumption is achieved by swaptions at only 43% EDP. 
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Figure 4.3: Energy comparison between the Baseline and Proposed architectures. 

 
Figure 4.4: IPC comparison between the Baseline and Proposed architectures. 

The difference between the energy enhancements as expected yields due to the 

differences between the natures of memory-intensive workloads. To investigate the 

impact of the proposed method on the performance, normalized IPC for each PARSEC 

application is illustrated in Figure 4.4. Figure 4.4 shows that the IPC in our methods are 

more compared to the Baseline in most of the used benchmark, 10%, on average and 

especially on canneal, dedup, facesim, ferret, fluidanimate, and streamcluster; which 
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prove that the proposed method is faster. Interestingly, the proposed architecture 

improves the IPC for canneal and fluidanimate applications by 18% and 14%, 

respectively. Furthermore, as shown in Figure 4.5, the overhead of the proposed method 

is about 0.4% over the Baseline architecture. 

 
Figure 4.5: Comparison of overhead under the execution of PARSEC benchmarks. 

In continue, we consider the execution delay results for the Proposed and 

Baseline architecture. As can be seen in Figure 4.6 the performance of the Proposed 

architecture is better than the Baseline architecture by 35% improvement on average. 

 
Figure 4.6: The comparison of delay for the Proposed and Baseline architecture. 
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a) Streamcluster 

 
b) bodytrack 

Figure 4.7: Thermal maps of the memory layer in a 64-core CMPs under executing a) streamcluster and  

b) bodytrack benchmarks. 
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Figure 4.7, shows the percentage time that the memory layer of the 3D CMPs 

spent at different temperature points under executing streamcluster and bodytrack 

benchmarks in each case. As shown in this figure, the proposed method ensures that the 

memory layer of the 3D CMPs is below the maximum temperature of 80°C. 

4.5. Chapter Summary 

In this chapter, a run-time task migration technique was proposed to balance the 

temperature in a 3D CMPs, including the core layer and the memory layer. In the target 

architecture based on using the information derived from performance counters of cores 

and DRAM memory banks, the core layer and the memory layer are divided to five 

regions with contrast temperature and these regions are stacked on each other to balance 

thermal distribution. Experimental results on the PARSEC benchmarks show that the 

proposed architecture yields up to 60% EDP, on average, reduction in overall chip energy 

consumption while the best improvement is recorded with only 72% EDP from the 

Baseline energy consumption. Moreover, the proposed architecture improves the IPC for 

canneal and fluidanimate by 18% and 14%, respectively. Finally, the proposed method 

ensures that the memory layer of the 3D CMPs is below the maximum temperature of 

80°C. 
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Chapter 5: The Second Proposed 

Method: Run-time Thermal Management 

Based on a New Task Migration 

Technique in 3D Chip Multiprocessors 

5.1. Introduction 

As mentioned before, RTM becomes necessary to control hotspots and thereby 

improving the performance of the 3D CMPs. However, applying the migration technique 

should consider hotspots both in the core layer and the stacked memory layer 

simultaneously. This can prevent to cause the emergence of new hotspots. Therefore, a 

new run-time task migration technique is being proposed in this chapter to control 
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temperature variances both in the core layer and the memory layer simultaneously in order 

to make the optimum task migration decisions more efficiently. 

In this chapter, the proposed technique aims to achieve balanced hotspots and 

temperature variations on the 3D CMPs. Therefore, it is crucial that the system must select 

the optimal coldest core to be migrated with the hottest core in the core layer rather than 

selecting the coldest core. The optimal coldest core refers to a cold core in the core layer 

that is not located under a hotspot DRAM bank. 

Finally, the rest of this chapter is organized as follows. The target system 

architecture is described in section 5.2. In section 5.3, the proposed algorithm is evaluated 

and its significance is discussed. Experimental evaluation is presented in section 5.4, and 

lastly, section 5.5 summarizes the chapter. 

5.2. The Target System Architecture 

In this chapter, the target 3D CMPs architecture of the second method is similar to 

the first method which is shown in Figure 4.1. The first part is the down layer identified 

as the core layer. This layer includes 64 cores. Each core has a thermal sensor in order to 

measure its temperature as reflected in Figure 5.1. The second part of the target 3D CMPs 

architecture is the upper layer which is named the memory layer. This layer includes 64 

DRAM banks. Each DRAM bank has a performance counter to calculate its accesses 

percentage level. Figure 5.2, shows each performance counters' connection with DRAM 

banks. 
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Figure 5.1: Thermal sensors' placement on each core in the core layer. 

 

Figure 5.2: Performance counters' connection with DRAM banks in the memory layer. 
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In this chapter, the proposed technique aims to obtain the most efficient task 

migration decision in order to minimize thermal impacts on the core layer and the 

memory layer of the 3D CMPs. Therefore, a centralized hardware named the Migration 

Control Unit (MCU) is introduced, similar to the first method presented in Chapter 4. In 

this method, MCU is the system decision maker, and it is responsible for the fulfillment 

of RTM in the 3D CMPs. MCU is assumed to have been placed near all of the cores in 

the core layer as shown in Figure 4.2. Moreover, in this technique, the MCU has a table 

named MCU table. The MCU table stores the system information such as lists of each 

core's temperature in the core layer and its location. It also includes the accesses 

distribution to each DRAM bank in the memory layer and its locations. 

 

Figure 5.3: A sample of the sorted MCU table. 

The MCU table is sorted in some steps which are explained in the next sub-

section. An example of the sorted MCU table is illustrated in Figure 5.3. It is noticeable 

that statistical information is gathered from the entire processor and is sent to the MCU at 



60 
 

the end of each time interval, fixed at 100ms in this work. The hardware overhead used in 

the target 3D CMPs architecture is shown in Table III. 

TABLE III.  HARDWARE OVERHEAD OF THE TARGET 3D CMPS ARCHITECTURE 

 

The Used Hardware The Overhead 

Performance counters 64 × 32 bits 

Thermal Sensors 64 sensors 

MCU 64 × 59 bits 

5.3. The Proposed Technique 

In this section, the important issue for starting the proposed migration technique is 

how to make the most efficient decision for finding the best core to be migrated with a 

hotspot core in the core layer. Therefore, the most important point is which core amongst 

cold cores is the best to be selected. 

In this context, in order to find the optimal coldest core, the MCU must consider 

the temperature of each core in the core layer simultaneously with the percentage 

accesses level of its related DRAM bank in the memory layer. After that, MCU selects 

the optimal coldest core. The selected optimal coldest core must not have a most accessed 

related DRAM bank. The related DRAM bank refers to the DRAM bank that located in 

the top of the intended core in the core layer. If the MCU selects a cold core where its 

related DRAM bank is a most accessed DRAM bank, then there is a possibility that the 

selected core becomes a hotspot faster. 
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In other words, selecting the optimal coldest core in the core layer will prevent the 

selection of a cold core that may be located under a most accessed DRAM bank and 

thereby it will prevent the possible appearance of any new hotspots. 

Based on this trend, MCU should determine the hottest core to be migrated with 

the optimal coldest core in order to balance the temperature of the target 3D CMPs. To 

balance the temperature of the cores in the target 3D CMPs, MCU performs the following 

steps which are also shown in Algorithm III and Figure 5.4. Algorithm III, presents the 

proposed task migration technique and Figure 5.4, shows, in detail, the flowchart of 

selecting the optimal coldest core. 

5.3.1. Measuring the Cores' Temperature and the DRAM Banks' Accesses 

Percentage Level 

The measurement of the temperature of the cores and the calculations of the 

DRAM banks accesses' percentage level are prepared as follows: 

• First, in the core layer: all cores read their temperature value from the thermal 

sensors and then send the information inside control packets to the MCU at the end 

of each time interval. 

• Second, in the memory layer: all DRAM banks read the percentage level of their 

accesses based on performance counters and then send the information inside control 

packets to the MCU at the end of each time interval. It is noticeable that any DRAM 

memory bank with a higher percentage level of the accesses has a higher 

communication level with the cores. Thus, the higher communication rate results in 
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the DRAM memory banks getting a higher temperature. Therefore, the most 

accessed DRAM memory banks are assumed hotspots DRAM memory banks. 

 

5.3.2. Finding Hotspots and Cold Spots in both Layers 

To this end, MCU has gathered the statistical information from the core layer and 

the memory layer. This information includes each core temperature and its locations in 

the core layer. In addition, the accesses percentage level of each DRAM bank and its 

locations in the memory layer are also obtained. In this step, the MCU analyzes the 

received information and performs the following procedure: 

1. Sorting the temperature of cores from the hottest to the coldest core in a 

descending order. 

2. Filling each entry of the MCU table based on the accesses percentage of the 

related DRAM bank that is stacked above each core as shown in Figure 5.3. 

3. Dividing the MCU table into four main groups as follows: 

{

    1 ≤ 𝑖 ≤ 16        ;    𝑗 = 1   ∶      𝐻𝑂𝑇𝑇𝐸𝑆𝑇
17 ≤ 𝑖 ≤ 32       ;    𝑗 = 2   ∶      𝑀𝐸𝐷𝐻𝑂𝑇

  33 ≤ 𝑖 ≤ 48       ;    𝑗 = 3   ∶      𝑀𝐸𝐷𝐶𝑂𝐿𝐷
49 ≤ 𝑖 ≤ 64       ;    𝑗 = 4   ∶      𝐶𝑂𝐿𝐷𝐸𝑆𝑇

} 

Where i is the core number on the sorted MCU table and j is the group number. 

4. Finding the hottest core based on the sorted MCU table. 

 

5.3.3. Finding the Optimal Coldest Core 

In this context, upon obtaining the knowledge of all the hottest cores and the 

coldest cores in the core layer, the proposed algorithm finds the optimal coldest core. The 
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MCU analyzes the information in the sorted MCU table and then follows the procedure 

that is shown in Figure 5.4. As shown in Figure 5.4, the flowchart of selecting the optimal 

coldest core is presented where i is the core number on the sorted MCU table, j is the 

group number, and c is a counter. 

The flowchart of selecting the optimal coldest core which is shown in Figure 5.4 

is working as follows. The MCU starts with the fourth group (j=4), which contains the 

COLDEST cores (49 ≤ i ≤ 64). MCU then considers the coldest core (i=64) with the 

accesses percentage level of its related DRAM bank. If the related DRAM bank is not the 

most accessed bank, the MCU will select core i as the optimal coldest core. Otherwise, 

MCU checks the second coldest core (i=63) with the accesses percentage level of its 

related DRAM bank. If the related DRAM bank is not most accessed DRAM memory 

bank, MCU selects core i as an optimal coldest core. Otherwise, MCU will repeat the 

same procedure with the remaining coldest cores (49 ≤ i ≤ 62) in the fourth group (j=4) 

in order to find the optimal coldest core. If the MCU has not found the optimal coldest 

core in the fourth group (j=4), then it will apply the same procedure within the third 

group (j=3), which contains the MEDCOLD cores (33 ≤ i ≤48). 

In this context, where MCU does not find the optimal coldest core in the fourth or 

the third group, MCU should proceed with the following procedure. It will compare all 

the related DRAM banks of the 16th coldest cores where (j=4) and (49 ≤ i ≤ 64) and then 

it will select the least accessed DRAM bank amongst them. After that, MCU will choose 

core i of the selected DRAM bank as an optimal coldest core which will be migrated with 

the hottest core. 



64 
 

Algorithm III: The Applied Algorithm of the Proposed Task Migration Technique. 
1. Loop: 

2. The temperature and the location of each core is determined. 

3. The accesses' percentage level and the location of each DRAM bank is determined. 

4. The TCU table is filled by sorting cores from the hottest to the coldest. 

5. The accesses' percentage level of each related DRAM bank in the TCU table is tabulated. 

6. The TCU table is divided into four main parts (1 ≤ j ≤ 4). 

7. The hottest core in the core layer is selected. 

8. Loop: 

9. The optimal coldest tile is selected based on Figure 5.4. 

10. End loop; 
11. Proceed with migration. 

12. End loop; 
 

 

Figure 5.4: The flowchart of selecting the optimal coldest core. 
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5.3.4. Proceeding the Migration 

Once the MCU has found the optimal coldest core, it will exchange the thread on 

the selected optimal coldest core with the thread on the hottest core. The proposed task 

migration mechanism assumes that the whole code and data of the tasks will be 

exchanged from the hottest core to the selected optimal coldest core. After that, the 

system should stop the running tasks and proceed to the task migration. 

In conclusion, due to the high temperature dependency that exists among vertical 

adjacent cores and upper adjacent DRAM banks, performing a migration between the 

hottest and the selected optimal coldest cores can be very efficient in run-time the thermal 

management of the 3D CMPs. The proposed run-time migration technique has the ability 

to balance the hotspots both in the core layer and the memory layer simultaneously. 

Therefore, this technique is performed to balance hotspots among different cores on 

different layers in order to prevent any system failure, achieve higher overall 

performance, and fulfill a balanced chip temperature in the 3D CMPs. 

5.4. The Experimental Evaluation 

In this section, 64 cores in the core layer and 64 DRAM banks in the memory layer 

of a 3D CMPs architecture with multi-threaded workloads were used to perform the 

proposed run-time task migration technique. First, to evaluate the proposed technique, the 

experimental setup is described. Second, in order to quantify the benefits of the proposed 

architecture compared to the traditional architecture, different experiments are performed. 



66 
 

5.4.1. The Platform Setup 

We evaluate our CMPs architecture of the proposed technique same as the 

previous chapter using a simulation platform built upon Gem5 [50] to run our 

experiments and measure system performance improvements. GEM5 is a full system 

simulator to set up the basic system platform. A 64-core architecture which formed 2D-

mesh topology was modeled as shown in Figure 4.1. Traces from GEM5 were injected to 

3D Noxim [51], a System-C simulator for 3D NoCs modeling the mesh-based on-chip 

interconnection network between cores and DRAM banks. Table IV illustrates the 

detailed parameters used in the CMPs architecture. 

TABLE IV.  BASELINE CMPS CONFIGURATION. 
 

The Component The Description 

Number of Cores 64, 8×8 mesh 

Core Configuration Alpha21264, 1GHz, in-order, 14-stage pipeline, 

45nm. 

Private Memory per each Core SRAM, 4 way, 64 line, size 64KB per core 

On-chip Memory 

Baseline: 64MB (64 DRAM banks, each of 

which has 512KB capacity) 

Proposed: 64MB (64 DRAM banks, each of  

which has 512KB capacity) + proposed 

migration policy  
 

 

In addition, PARSEC benchmarks [52] for multi-thread workloads were used in 

this context. The multithreaded applications with large working sets are selected from 

PARSEC benchmark suite [52]. These selected benchmark suits consist of emerging 

workloads suitable for the next generation shared-memory programs for the CMPs. For 

these benchmarks, one billion instructions were executed for the simlarge input that was 

set starting from the Region of Interest (ROI). Moreover, HotSpot [53] version 5.0 was 
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employed as a grid-based thermal modeling tool for 3D temperature estimation. For the 

experimental evaluation, the maximum temperature limit Tmax was assumed to be 80℃. 

5.4.2. The Experimental Results 

In this section, the 3D CMPs hierarchy were evaluated in two different cases on 

multithreaded workloads. Firstly, the 3D CMPs with DRAM banks in the memory layer 

stacked on the top of the core layer without any migration policy (Baseline). Secondly, 

the 3D CMPs with a DRAM memory layer stacked on top of the core layer with the 

proposed migration policy (Proposed). 

Figure 5.5, shows the results of the normalized throughput for PARSEC 

workloads, where throughput is the number of executed Instructions per Second (IPS). As 

shown in Figure 5.5, Proposed yields up to 3% throughput improvement when compared 

with the Baseline. 

 

Figure 5.5: Comparison of throughput results of the PARSEC workloads normalized to the Baseline. 
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Figure 5.6, shows the time percentage that the upper layer of the 3D CMPs in 

each case spent, on average, at different temperature points while executing the canneal 

application in order to get a good representation of the memory intensive workloads in 

PARSEC. As shown in Figure 5.6, the Proposed method ensures that the memory layer 

of the 3D CMPs is below the maximum temperature of 80℃, while the Baseline 

architecture spends up to 18% of time above the maximum temperature. 

As shown in Figure 5.7, when the blackscholes is executed as one of the more 

computation intensive suite in PARSEC benchmarks, the Baseline spent up to 28% the 

time above the maximum temperature. 

 
Figure 5.6: Comparison of the percentage time spent on average by the DRAM layer of the target 3D CMPs 

at different temperature points while executing canneal. 

 
Figure 5.7: Comparison of the percentage time spent on average by the DRAM layer of the target 3D CMPs 

while executing blackscholes. 
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According to Figure 5.8, the temperature of the upper memory layer in the 

proposed architecture is lower than the temperature limit under execution of canneal, but 

in the Baseline architecture, the temperature for memory intensive is above the limit. As 

shown in this figure, there is a difference of 13℃ on average between the Proposed 

method and the Baseline temperature. 

 
Figure 5.8: The temperature of the upper layer in canneal. 

 
Figure 5.9: The temperature of the upper layer in blackscholes. 
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Moreover, Figure 5.9, demonstrates that the temperature of the memory layer in 

the proposed architecture is lower than the temperature limit while the execution of 

blackscholes that is a computation intensive workload, but in the Baseline architecture, 

the temperature is higher than the limit. As shown in this figure, on average there is a 

24℃ difference between the Proposed method and the Baseline temperature. 

Figure 5.10, shows the thermal distribution of the Baseline architecture while 

executing the memory intensive application canneal. As can be seen in this Figure, there 

are four hotspots in the Baseline architecture with a maximum temperature of 110℃ that 

violates the 80℃ constraints. In addition, as shown in Figure 5.11, the distribution of 

temperature is more uniform than the Baseline architecture and there are not any hotspots 

in the Proposed method. 

It can be seen that the difference between the maximum temperature degree in 

Figure 5.10, and Figure 5.11, is 33℃. Moreover, the Proposed technique did not violate 

the maximum temperature constraint. Thus, the obtained results demonstrated in Figure 

5.10, and Figure 5.11, show that the proposed task migration technique is efficient in 

minimizing thermal variance in the target 3D CMPs architecture. 
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Figure 5.10: The thermal distribution of the Baseline architecture under execution of canneal. 

 
Figure 5.11: The thermal distribution of the Proposed method architecture under execution of canneal. 
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5.5. Chapter Summary 

In this chapter, a new run-time task migration technique is presented for 3D 

CMPs in order to balance thermal hotspots. The proposed technique introduces a new 

decision maker unit named MCU which aims to find the optimal coldest core to be 

migrated with the hottest core in the core layer. The proposed algorithm continuously 

analyzes and detects the hottest and the optimal coldest cores in the core layer 

considering the most accessed DRAM banks in the memory layer simultaneously. Since 

the proposed technique considers hotspots and cold spots in different layers, the obtained 

results show a significant reduction of hotspots in the whole 3D CMPs. The obtained 

simulation results indicate up to a 33℃ (on average 24℃) reduction in the temperature 

value of the 3D CMPs. Moreover, the Proposed technique yields up to 3% throughput 

improvement when compared with the Baseline. Finally, the simulation results clarified 

that the Proposed technique efficiency was the maximum temperature of cores in the core 

and memory layers are both less than maximum temperature limit 80℃; however, there 

are four hotspots in the Baseline with a maximum temperature of 113℃ that violates the 

80℃ constraints. 
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Chapter 6: Thesis Conclusions 

6.1. Thesis Summary 

Nowadays, with continued improvement on the Chip Multiprocessors (CMPs) 

architecture for the purpose of achieving higher performance and more reliable systems, 

CMPs architecture moves from multi-core to many-core architecture, and also moves 

from 2D CMPs to 3D CMPs. These features allow the 3D CMPs to execute heavy-loaded 

tasks, and thus, improve the system performance by increasing system power 

consumption. However, a new master challenge has emerged recently, which is the 

appearance of on-chip thermal hotspots. Since thermal hotspots cause performance 

degradation, and reducing reliability, applying Run-time Thermal Management (RTM) 

has become inevitable to control the thermal hotspots without any performance 

degradation. 

In this thesis, two run-time task migration techniques are proposed to control 

hotspots in the target 3D CMPs. These techniques aimed to achieve a balanced 3D CMPs 
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temperature by considering hotspots both in the core layer and the memory layer 

simultaneously. In the two proposed techniques, a centralized hardware named MCU is 

presented which is the system decision maker unit. 

The first proposed technique aimed at balancing hotspots by providing two 

algorithms in the core layer and the memory layer that are working in parallel. This 

proposed migration technique gathers the temperature of cores and DRAM banks by 

using performance-counters instead of using thermal sensors. The proposed technique 

aimed to achieve balanced thermal distribution in the 3D CMPs. According to sections 

4.3.1 and 4.3.2, the proposed algorithms migrates the cold cores to the central part and hot 

cores to the surrounding part in the core layer and also migrates the most accessed 

memory banks to the central part in the memory layer. Based on this methodology, the 

central region of the memory layer, which is the hottest region, is placed on top of the 

central part of the core layer, which is the coldest region in the core layer. Additionally, 

the surrounding part of the memory layer as a cold region is placed on top of the 

surrounding part of the core layer which is a hot region. 

The second proposed technique aimed to control hotspots by migrating the hottest 

core in the core layer with the optimal coldest core rather than the coldest core. The 

optimal coldest core is selected by considering hotspots both in the core layer and the 

memory layer simultaneously. Therefore, performing the proposed migration technique 

between the hottest and the selected optimal coldest cores is very efficient in the run-time 

thermal management on the 3D CMPs due to the high temperature dependency that exists 

among vertical adjacent cores and upper adjacent DRAM banks. 
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6.2. Thesis Conclusions 

In fact, applying task migration algorithm in the 3D CMPs to migrate a hotspot to 

a low temperature core in the core layer only to address emerging thermal hotspot issues 

without considering thermal hotspots on the stacked memory layer has the potential to 

cause the emergence of new hotspots. Therefore, the main objective of the two proposed 

methods is to consider hotspots impact both in core and memory layers simultaneously 

for the purpose of making the optimal decision of when and where to procced run-time 

task migration technique on the 3D CMP. 

With regards to the first approach, experimental results on the PARSEC 

benchmarks show that the proposed architecture yields up to 60%, on average, reduction 

in overall chip energy consumption while the best improvement is recorded with only 

72% from the Baseline energy consumption. Moreover, the proposed architecture 

improves the IPC for canneal and fluidanimate by 18% and 14%, respectively. Finally, 

the proposed method ensures that the memory layer of the 3D CMPs is below the 

maximum temperature of 80°C. 

The experimental results of the second approach yield up to 3% throughput 

improvement on the proposed technique when compared with the Baseline. Moreover, 

the proposed technique indicates up to 33℃ (on average 24℃) reduction in the cores' 

temperature of the target 3D CMPs. Finally, the simulation results clarified that the 

proposed technique efficiency was below the maximum temperature limit 80℃; however, 

there are four hotspots in the Baseline with a maximum temperature of 113℃ that 

violates the 80℃ constraints. 
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6.3. Future Work 

It is suggested that researchers on the field of the RTM techniques on the 3D 

CMPs architecture consider the following factors on the future research works: 

1. Applying machine learning techniques in predicting the temperature of 

cores and memory banks in the stacked layers of the proposed architecture 

instead of using expensive sensors. 

2. Applying distributed MCUs instead of one to extend the multicore 

platforms to more than 1000 cores. 

3. Proposing heterogenous memory and core layers based on the emerging 

low power technologies. 
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Glossary 

CMPs Chip Multiprocessors 

RTM Runtime Thermal Management 

2D ICs Two Dimensional Integrated Circuits 

3D ICs Three Dimensional Integrated Circuits 

TSVs Through Silicon Vias 

MCU Migration Control Unit 

DRAM Dynamic Random-Access Memory 

NoC Network on Chip 

SoC System on Chip 

PE Processing Elements  

IP Intellectual Property 

CPU Central Processing Unit 

LLC Last Level Cashe 

NVM Non-volatile memory  

DVFS Dynamic Voltage Frequency Scaling 

RAM Random-Access Memory 

SRAM Static RAM 

STT-RAM Spin-Transfer Torque RAM 

VFI Voltage Frequency Island 

DVS Dynamic Voltage Scaling 

ED Energy-Delay 

AMAT Average Memory Access Time 

PI Proportional and Integral 

MCDs Multiple Clock Domains 

EPI Energy per Instruction 

CPI Cycles Per Instruction 

EDP Energy–Delay Product 

OS Operating Systems 

TPAVA Thermal-Pattern-Aware Voltage Assignment 

VGVS Vertical-Grouping Voltage Scaling 

PDP Power-Delay Product 

 


