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Abstract

A New Adpative Motion Control System,

Masc. , Electrical and Computer Engineering, Ryerson University, Toronto, 2004

In recent years, there is a growing trend on integrating Computer Aid Design (CAD)
Computer Aid Manufacturing (CAM) and Computer Aided Inspection (CAI). This thesi
presents a new shape adaptive motion control system that integrates part measurement witl
motion control. The proposed system consists of five blocks: surface measurement; surfac

reconstruction; tool trajectory planning; axis motion control and part alignment.

In this thesis, the key technology used in surface measurement and surface reconstruction i
spatial spectral analysis. In the surface measurement block, a new spectral spectrun
comparison method is proposed to find out an optimal digitizing frequency. In the surfaci
reconstruction block, different interpolation methods are compared in the spatial spectra
domain. A spatial spectral B-Spline method is presented. In the tool trajectory planning blocl
a method is developed to select the motion profile first and then determine the tool location:
according to the reconstructed surface in order to improve the accuracy of the planned path
In the part alignment, a three-point alignment method is presented to align the par

coordinates with the machine coordinates.

Based on the proposed methods, a software package is developed and implemented on th
polishing robot constructed at Ryerson University. The effectiveness of the proposed systen
has been demonstrated by the experiment on edge polishing. In this experiment, the shape o
the part edges is measured first, and then constructed as a wire-frame CAD model, based o1

which tool trajectory is planned to control the tool to polish the edges.
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Chapter 1 Introduction

1.1 Motivation of the Study

In NC (Numerical Controlled) machining, the main trend is to integrate the CAM/CAD/CAI
(Computer-Aided Manufacturing/ Computer-Aided Design/ Computer-Aided Inspection)
techniques. In sculptured surface machining, it requires to cutting a stock to the desired shape
according to the CAD model [1]. After the stock is mounted on the NC machine, there will
be a series of operations including rough cutting, finish cutting and polishing. The tool
trajectory is determined by the CAM system. After machining, it is necessary to inspect the
manufactured part. The general approach of CAI is off-line by using Coordinate measuring
machine (CMM). Multiple alignments are required. The efficiency is low. To overcome this
problem, on-line surface measurement and inspection are required. It is especially important

for the polishing process, as it may require checking or reconstructing the part.

OMM (On-Machine Measurement) technique is one approach that integrates the CAM and
CAI on the same machine. For surface measurement and inspection, a contact/non-contact
measurement tool, such as a touch trigger probe or a laser scanner, is used. After a cloud of
point data is captured, a CAD model can be constructed using the surface reconstruction
techniques. With the CAD model, tool trajectory can be generated by CAM. For machining,

a cutting tool will be installed on the same machine.

A great deal of research has been done in OMM [2-6]. However, the efficiency of the system
has not been fully studied. For example, in surface measurement, the reported research has
not answered how to efficiently scan the part. The current approaches assume that the larger

the sampled set, the more accurate the constructed CAD model.

The method proposed in this thesis is to provide an integrated system which integrates
surface measurement and tool motion contorl. It can also be used for surface reconstruction

of the part and generation of the tool trajectory for the polishing process. The term shape



adaptive motion control system is introduced in this thesis to differentiate the OMM systei
reported in the literature. The shape adaptive motion control system goes beyond the OM}
that it not only can measure the part, but also can control the cutter to follow the contour ¢
the surface to do certain machine operations, such as polishing. More details about th

system structure will be found in chapter 3 and chapter 4.

1.2 Research Objectives

The main objective of this thesis is to develop a new shape adaptive motion control syster
that integrates tool motion planning and control with surface measurement. The propose
system consists of five blocks: surface measurement; surface reconstruction; tool trajector
planning; axis motion control and three-point alignment. In this thesis, each block i

discussed in detail.

The secondary objective of this thesis is to implement the proposed methods on the polishin

robot, called Tripod, developed at Ryerson University.

1.3 Method of Approaches

This thesis presents a new shape adaptive motion control system. The goal of the system is t
perform the contour following task on a part with or without a CAD model. Differer

approaches are applied when dealing with different conditions as shown in Figure 1-1.

e When the tool trajectory is given, the tool trajectory is aligned to the machin
coordinate system so that the planned tool trajectory can be sent directly to the axi
motion controllers.

e When only the CAD model is given, the tool trajectory needs to be generated by th
tool path planner and then sent the axis motion controllers after alignment.

e When the CAD model is not given, the part will have to be scanned, and the CAI
model of the part will be reconstructed. Then tool trajectory can be generated and th
axis motion control can be executed. There are two types of surface measuremer

methods supported by the system, edge probe and surface probe. Edge probe is t



probe the two-dimensional curves. Surface probe is to probe the three-dimensional

surfaces.

Without CAD Model and withoutTrajectory

l

Surface Measurement

With Trajectory With CAD Model
l Digitized Data

r

Surface Reconstruction

Alignment Alignment

Reconstructed Surface !

Aligned CAD -
Aligned Trajectory - Too}l’ll-rranFC tory
nng

Discrete Command Points

Axis Motion Control

l

Figure 1-1 The Proposed Adaptive Motion Control System.

A 4

1.4 Thesis Organization

The thesis consists of seven chapters.

Chapter 1 introduces the motivation and the research objective of this thesis. The goal of this
thesis is to develop a new shape adaptive motion control system consisting of five blocks:
surface measurement; surface reconstruction; tool trajectory planning; axis motion control,

and alignment.

Chapter 2 presents a literature survey for each block, followed by a list of the main

background technique used in the thesis.

Chapter 3 covers the first two blocks: surface measurement and surface reconstruction. In the

surface measurement block, a new spectral spectrum comparison method is proposed to



determine an optimal digitizing frequency. In the surface reconstruction block, B-Spli

interpolation is adopted after comparing with other interpolations.

Chapter 4 presents the last three blocks: tool trajectory planning, axis motion control ai
alignment. In the tool trajectory planning block, a method is developed to select the motic
profile first and then determine the tool locations according to the reconstructed surface
improve the accuracy of the planned path. In the axis motion control block, discrete Pl
control is discussed. In the part alignment block, a three-point alignment method

introduced which aligns the part coordinate system to machine coordinate system.
Chapter 5 describes the software structure and the software implementation.

Chapter 6 presents the simulation and experiment of the system. Simulation and experime

results are provided to validate the effectiveness of the proposed system.

Chapter 7 provides conclusions and suggests future work for the thesis research.

w
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Chapter 2 Overview and Background

2.1 Literature Review

This thesis is based on spatial spectral analysis techniques. Spatial spectral analysis is a
branch of signal processing. Different from traditional signal processing techniques, the
spatial spectral analysis deals with the spectra of spatial signals, such as two-dimensional
curves, three-dimensional surface and images. After Fourier Transform or other transforms
such as wavelet transform, Fourier Descriptors, which are Fourier coefficients can be used to
represent the spatial signal. Compared with the original signal representation in spatial
domain, the Fourier Descriptor is a more compact form while carrying the same information.
Based on this approach, spatial spectral analysis techniques can be used in a variety of fields

such as spatial signal compression and feature extraction.

In surface reconstruction, Wu and Sheu used Fourier descriptors, i.e. the Fourier coefficients
of spatial signals, to reconstruct the contours of an object from stereo images [7]. Li
presented a spectral method for surface reconstruction and 3D active contours by solving
elliptic equations [8]. In [9], Wu and Sheu used the Fourier variables to represent 3D surfaces.
In the pattern recognition field, Kunttu applied Fourier descriptor for classifying shapes [10].
In the image processing field, G. Bonmassar used a wiener filter based on the restoration
technique to decrease motion image blurs [11]. Lucchese designed a new class of Chromatic
filters for various color image processing applications, such as elimination of color smearing
effects along the edges between bright and dark areas [12]. Cox applied the fast Fourier
transform to implement image rotations [13]. Since calculations are performed in the spectral
domain, where Fourier coefficients are used to represent spatial domain signals, computation
complexity is decreased compared with the methods directly rotating spatial signals in the
spatial domain. In [14] Webb presented an adaptive controller for sheet metal forming by
comparing the spectra of sheet metals under the forming process. To be mentioned next in
the surface measurement and reconstruction blocks, spatial spectral analysis methods are

applied and comparisons will be made with traditional spatial domain methods.




The proposed system developed in this thesis consists of five components: surfac
measurement; surface reconstruction; tool trajectory planning; axis motion control; and par
alignment. A great deal of studies has been carried out on each of these individual areas [15 -

65].

Surface measurement and surface reconstruction are two closely linked blocks. Surfaci
measurement involves how to choose an appropriate sampling frequency for surfac
digitization without prior knowledge [15] or only limited prior knowledge [16 - 18]
However, till now, especially in practice, generally accepted rules in surface measuremen
are that the larger the point set, the higher the reconstruction accuracy. The problems with th
surface measurement are usually very time-consuming. The larger sampling point set, th
longer time needed. Larger point sets also cause problem in surface reconstruction. The
computation complexity and computation time increase correspondingly. A great deal o
research has been done in finding out an optimal sampling frequency. These methods can bs
classified as two types: pure spatial domain analysis and spatial spectral analysis. In the firs
category, Tsukada [17] treated this problem from the point of view of statistics. Woo [18
applied the Hammersley sequence to reduce digitized points for dimensional measurement o
geometric features. In [19] Wieczorowski designed a new sampling strategy. Different fron
all other researches, in which the sampling path is a rectangular grid, Wieczorowski drove
the measurement tool-bit to follow a spiral path. Lee tried to solve the problem in anothe
way [20]. He presented a method to reduce the sampling point set after the surface
measurement. Similar research work can be found in [21 - 22]. These approaches are sub-

optimal methods since they do not reduce the sampling time.

Generally speaking, all these analyses are performed in the spatial domain, and the
relationship between geometry and sampling frequencies cannot be revealed. To overcome
this problem, spectral analysis would have to be applied. From the Shannon Theorem [23], i
is known that the bandwidth of spatial signals is the key to choosing an appropriate sampling
frequency for digitization. If there is no or only partial information available, the bandwidtt
of the spatial signals cannot be determined before digitizing. There is only little researct

proposed to overcome this problem. Huang [16] used the computer vision technique tc



calculate the bandwidth before digitizing. In this thesis, an iterative method is proposed for
surface digitization through analyzing the spectrum change for undersampling or

oversampling [24]. The comparison of the two methods will be made in Chapter 3.

Surface reconstruction is to calculate the mathematical model from partial known
information. The partial known information can be multiple images from multiple different
views [25-27], or from contours and curves [28][29], or from discrete points [30]. In this
thesis, the surface reconstruction falls into the third category, from discrete points. In the past
research, Payne performed surface reconstruction by using multiaxial triangulation [31]. Jong
applied the alpha shape for surface reconstruction [32]. The above two methods can be
classified as linear interpolation schemas. In [33], Kang presented a polynomial surface
reconstruction method. Johnstone presented a Bezier surface interpolation method in [34]. In
[26], Boyer proposed a method for curve and surface reconstruction by introducing regular
interpolants, which are polygonal approximations. The quadratic surfaces are then converted
to bi-cubic surfaces or B-Spline surfaces. Qin applied triangular B-Splines to do interpolation
in [35]. G' continuous splines are used in Stoddart’s paper where he presented a
multiresolution scheme for surface optimization [36]. B-Spline patches are also used by
Douros in [37] to reconstruct the surface of the human body. The above methods are all pure
spatial analysis methods and can be roughly classified as linear interpolation, polynomial
interpolation, and B Spline interpolation. Usually, in pure spatial analysis, research only

focus on how to implement an interpolation schema.

There is not much research in comparing different interpolation methods, like interpolation
error and computation complexity. To answer this question, the best way is still through
spatial spectral analysis. From this point of view, surface reconstruction can be considered as
processing the digitized points through a reconstruction filter. The performance of this filter
can be analyzed from its impulse and frequency responses. Lehmann [38] compared various
interpolation methods for image processing in terms of accuracy, computational power and
visual effect. He found that B-Spline provides the best performance in terms of impulse and

frequency responses. Therefore, in this thesis B-Spline is used for surface reconstruction.



Furthermore, B-Spline interpolation schema in spatial spectral analysis is also discussed : .
Chapter 3. |

Tool trajectory and axis motion control are two closely related. Tool trajectory planning is { -
plan the trajectory (include location and motion) for the tool-bit of the machine to perfor: .
certain tasks. The tasks can be to cut a stock [39 - 40], or to perform contour following lik
spray painting [41], or polishing [42 - 43]. In this thesis, tool trajectory planning belongs t
the second type, i.e. contour following. With the development of the CNC machining, ax
motion control becomes more and more accurate. Therefore, more and more researches ar
focused on tool trajectory planning. Since the most existing CNC machines only accept lin
or arc command [1], traditional trajectory planning involves two steps: tool locatio
determination and motion profile specification. Altintas had in-depth discussion abot
traditional path planning methods in [1]. A similar method is presented in Ross’ thesis in [44 ,
where he also introduced a point-to-point based trajectory planning. Generally speaking, th
conventional way is to plan the tool locations first and then add a tool motion profile [4£
[46]. In this thesis, a motion profile is selected first and then tool locations are determine
according to the reconstructed surface. The revised method improves the tracking accurac

since more set points are directly captured on the CAD model.

Axis motion control is to drive the tool to follow the planned path. In practice, a machine ca
be a serial robot or parallel robot as described in the standard textbooks, such as by Shaban
in [47]. A parallel robot has more advantages over serial robot from the point of view of loa
and accuracy. The main disadvantage of parallel robot is its model complexity. A great de:
of research has been done on parallel robots. A high speed four DOF (Degree of Freedom
parallel robot was presented in [48]. Almonacid presented a six DOF (Degree of Freedom
climbing robot in [49]. Yang presented a parallel robotic system consisting of a collection o
individual standard units, which can be assembled to perform various tasks [50]. For moto
control, PID control is still the most widely used method. The proposed system i
implemented on the paralle] robot, Tripod developed by Ryerson University [51]. Tw
important issues, mobility analysis and inverse kinematics of Tripod are described in thi

thesis.



Alignment system is an important sub-system in CNC machining. When the part is mounted
‘ona machine, it is required to align the part coordinates from path planning to the machine
coordinates under which the planned path will be executed. There are new technologies
adopted in this research. Lee presented an ultra-precision alignment system in [52]. The main
problem to solve is to use as less points as possible and how to deal with the noise [53]. In
this thesis, an alignment system based on three-point alignment system is presented. The
system extends the method presented by Nancoo in [54] for aligning the part and tool

trajectory in laser scanning to aligning the part in machining. Further discussion can be found

in chapter 4.

Another topic covered in this thesis is three-dimensional visualization techniques, which is
the foundation of the CAD/CAM. With the fast development of the computer technologies,
CAD/CAM software has made significant improvement. Computer is not only a computing
tool, it also shows great potential in three-dimensional graphics. Recently, more and more
researches are put on three-dimensional visualization techniques. In virtual reality field,
Maletic discussed software development issues in virtual reality in [55]. Cross discussed
perforrnancé issues in three dimensional visualization in [56]. Similar researches can be
found in [57 —60]. In CAD/CAM field, Berta discussed the techniques to integrating virtual
reality and CAD in [61]. Kim presented a method to visualize and simulate the assembly

process to find out collisions in [62]. More researches in this field can be found in [63 — 65].

2.2 Basic Theorems Related to Each Block

In this section, the basic theorems related to each block are listed. Further discussions will be

given from the next chapter.
The following techniques are used in the surface measurement block:

e Spatial spectral analysis techniques, including concepts of Spectrum, Bandwidth, and
Nyquist Theorems, Parseval’s Theorem;

e Close loop controller design.



The following techniques are used in the surface reconstruction block:

e Surface reconstruction from views of point of geometry;
e Surface reconstruction from views of point of signal processing;
e Two typical reconstruction schemas including polynomial, B-Spline are studied;

e Tensor and tensor surface.
The following techniques are used in the tool trajectory planning block:
e Location planning and velocity planning;
e Motion profile chosen;
¢ Inverse kinematics of Tripod.
The following techniques are used in the axis motion driving block:
e PID control loop of CNC machine.

The following techniques are used in the alignment block:

e Coordinates transform between two coordinate system;

¢ Rotation matrix.

Also, the following OpenGL techniques are used in developing a control simulation syster

for the Tripod with visualization and simulation:
e Basic OpenGL techniques;

e Advanced OpenGL techniques including point picking, object picking, view rotation

and translation, accurate object dragging.

10



2.3 Summary

In this chapter, the literature review was performed covering spatial spectral analysis
techniques, surface measurement, surface reconstruction, tool trajectory planning, axis
motion control and part alignment. The existing problems and challenges of each block have

been introduced. Techniques related to each blocks were listed.

11



Chapter 3 Surface Measurement and Reconstruction

Surface measurement and surface reconstruction are two closely linked blocks. Surfa
measurement is to digitize the part to create a digitized point set, and surface reconstructic
is to reconstruct the CAD model from the digitized point set. The sampling frequency of tl
surface measurement is the key factor for these two blocks. It determines the time of t]
surface measurement and interpolation accuracy of the surface reconstruction. In this chapte
surface measurement and surface reconstruction are studied from the point of view of spati
spectral analysis. In surface measurement, a new iterative spectra comparison method
proposed to determine the optimal sampling frequency. In surface reconstruction, two typic
interpolation methods are compared. B-Spline interpolation is implemented by a spati

spectral analysis method.

3.1 Surface Measurement

w

Surface measurement is the base of surface reconstruction. The task of surface measureme :

is to drive a digitizer to collect sampled points on the surface. The most important paramet: *

in surface measurement is the sampling frequency. When the surface is digitized at a low: -

sampling frequency, the accuracy of the surface reconstruction cannot be guaranteed. On tt :

other hand, if the surface is digitized at a higher frequency, it will take longer time 1

measure the surface. Therefore, an optimized sampling frequency is desired. In this chapter,

new method is proposed to determine the optimal sampling frequency for surfac

measurement. This method has two steps: surface digitization at an initial samplin

frequency and sampling frequency adjustment at later stage.

3.1.1 Surface Digitization Systems

There are two types of surface digitizing system: contact measurement system and noi

contact measurement system.

The most widely used contact measurement system is the Touch Trigger Probe (TTP). .

TTP implemented for this thesis is shown in Figure 3-1. A probe with a contact sensor

12



installed on a CMM. The stylus is driven to approach the part. When in contact, the CMM
stops and records the current motion system coordinates. From the forward kinematics, the
position of the toolhead is calculated and recorded. To provide a good coverage of the part

features, the key issue is the digitizing step size in the x and y direction.

Figure 3-2 Laser Scanner.

/ cch

Fixed Mirror

Figure 3-3 Principle of Laser Scanner.
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]l 1

Laser scanner is a common non-contact measurement system. Figure 3-2 presents a las -

scanner driven by Tripod. Figure 3-3 shows the basic principle of the laser scanner. In tl

laser measurement, a laser light emitted from the laser source is projected on to the part. Tl :

N
.

reflected light is collected by a linear CCD, from which the position of the part can 1 :

calculated. For the laser scanner, the key issue is the sampling speed.

The relation between the geometry and the digitization is most important for a good coveray :

of the part. The contact measurement is non-continuous, in which the probe moves fro

L

point to point at the digitizing step size D;. At each point, the probe will stop to perform tt :

measurement. The relationship between D; (mm) and the spatial sampling frequency

(1/mm) is given as

s 3-1)

The non-contact measurement is continuous, in which the scanner moves along the contot

of the part without stopping to perform the measurement. In this case, the relationsh:

between the scanning velocity v, and the spatial sampling frequency f; is given as

ez (3-2)

where f;, (Hertz) is the scanning (time) sampling frequency of the laser scanner, ie. tl

number of points scanned per second.
As it can be seen that eqs. (3-1) and (3-2), the key issue in surface measurement is |

determine f;. If f; is known, then the digitizing step size can be determined for the conta

case, or the scanning speed can be determined for the non-contact case.

14
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Determination of an optimal f; is the most important factor in order to provide a set of
sufficient digitized points for a good coverage of the part. However, this problem is not well
addressed in the conventional scanning process. In the current approaches, the sampling
frequency f; is manually chosen. These approaches depend heavily on operator’s experience

to guarantee that the point set is sufficient for a good coverage.

3.1.2 Existing Sampling Frequency Determination Method

As mentioned in last section, usually the sampling frequency is determined by “trial and
error” by the operator and the efficiency is low. In the automatic sampling frequency
determination [16], the spatial spectral analysis is used. In this section, the existing spatial

spectral analysis based surface measurement method is reviewed.

The basic concepts and theorems in the spatial spectral analysis include Fourier Transform,
delta train, spectrum, bandwidth of the signal, convolution theorem, Shannon theorem,
Parseval theorem, filter, impulse response and frequency response of the filter. The

introduction of these concepts and theorems can be found in Appendix A.

From the point of view of signal processing, the surface measurement and surface
reconstruction can be considered as processing a signal through a filter. The result of the
processing can be obtained by multiplication or convolution in either spatial domain or
spectral domain. The relationship between the spatial domain and spectral domain is revealed
by convolution theorem. From the convolution theorem, multiplication in spatial domain is
the convolution in spectral domain and vice versa. In spatial domain, the digitized data
(Figure 3-4(c)) of surface measurement is the result of the multiplication of the original
spatial signal (Figure 3-4(a)) by a delta train (Figure 3-4(b)). The reconstructed CAD model
is the result of the convolution of the digitized data with the Impulse Response of the
reconstruction filter. In spectral domain, the spectrum of the digitized data is the convolution
of the spectrum of the original signal with the Frequency Response of the delta function. The
spectrum of the reconstructed CAD model is the result of the multiplication of the spectrum

of the digitized data with the Frequency Response of the reconstruction filter.



(a). Curve
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Figure 3-5 Spatial Spectral Analysis of Measurement and Reconstruction.

The above figure explains the surface digitization and surface interpolation in spectral
domain. Figure 3-5 (a) shows the spectrum of the original signal, and Figure 3-5 (b) shows

the spectrum of the digitized data. The spectrum of the digitized data is the convolution of
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the spectrum of the original signal with the spectrum of the delta function. In Figure 3-5 (b),

the dot-line represents an ideal low pass filter. Figure 3-5 (c) shows the reconstruction result.

According to the Shannon theorem, the reconstructed signal equals to the original signal only
if the surface measurement is performed at the sampling frequency not lower than two times
of the bandwidth of the signal. In this thesis, geometry frequency is defined as two times of
the signal bandwidth. If the geometry frequency can be determined prior to surface
measurement, an optimal digitized data set can be obtained by sampling the surface at the
geometry frequency. However, the dilemma is when the CAD model is not given, the
geometry frequency is not known. The only found method to solve this dilemma is proposed
by Huang. In [16], Huang use digital image processing method to determine the geometry
frequency. In Huang’s method, several digital images of the part are taken and analyzed. A
rough CAD model is reconstructed. Fourier Transform is performed on the reconstructed

CAD model. The geometry is determined and then the surface is sampled at this frequency.

Huang’s method is based on the assumption that although the reconstructed surface is not
accurate in spatial domain, it contains approximately same information in spectral domain.

However, this assumption is wrong. From Parseval Theorem as shown in the following eqn.

[[le@) dx= [ |zw)| dx (33)

Where the left-hand side of the eqn. (3-3) is the signal energy expressed in the spatial
domain. The right-hand side of the equation is the signal energy expressed in the spectral
domain. It shows that the signal energy is fully conserved in the frequency domain after the
Fourier Transformation. Therefore, for the same signal, the spatial form and spectral form
contain the same information. If the reconstructed signal from digital image is not accurate in

spatial domain, the spectrum is not accurate as well. At this time, Huang’s method lacks the

ability to further adjust the sampling frequency.

In next section, an iterative method based on the spatial spectral analysis is proposed to solve

the problem for the part without a CAD model. This method is based on the concept of the
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spectra characteristics comparison under oversampling and undersampling. The iterative
method is introduced to compare the spatial spectrums of two adjacent measurements. The

final f; is obtained when the difference of the two spectrums falls within a given tolerance.
3.1.3 New Method for Sampling Frequency Determination

The approach proposed here is based on examination of the spectrum under oversampling
and undersampling. The sampling performed at the frequency higher than or equal to the
geometry frequency is defined as oversampling. Correspondingly, undersampling is defined

as the sampling performed at the frequency lower than the geometry frequency.

As mentioned in the last section, sampling is to multiply the original signal by a delta train
observed from spatial domain. From the convolution theorem, multiplication in the spatial
domain equals to the convolution in the spectral domain. Observed from spectral domain, the
spectrum of the digitized data is the convolution of the spectrum of the original signal with
the Frequency Response of the delta function. When the spatial signal is oversampled, the
spectrum of the original signal can be fully recovered from de-convolution. However, in the
case of undersampling, the spectrum of the digitized data will have distortion due to the

folding effect of the convolution.

If the surface is sampled twice at two different sampling frequencies with at least one
undersampling, the two power spectra will be different due to the alias effect of the
undersampling. The two spectra will match only when two sampling frequencies are

oversampling. Based on that, an iterative digitizing schema is put forward as follows:

1. If only partial information is known, the Fast Fourier Transform (FFT) analysis is
performed and an initial sampling frequency is decided using the concept of 99% BW. If
there is no prior information, the initial sampling frequency can be set manually and the

surface is digitized at this initial sampling frequency.

2. The surface is digitized again at the sampling frequency twice of the initial sampling

frequency. FFT is performed on two sets of the digitized points. Since the length covered by
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digitization is always the same, the frequency resolution should be identical for the two

spectra. The difference is that the spectrum of the second digitizing would contain more

frequency components.

3. The two power spectra are compared, the relative Mean Square Error (MSE) of the power
spectra are calculated by comparing the power spectrum at corresponding frequency related
to the energy of the second spectrum. If the MSE is larger than the preset value, it is

considered that at least one sampling is undersampling. The iterative method continues.

4. The procedure repeats until the MSE error of the power spectra of the last two digitizing
becomes smaller than a preset value. The digitized points are considered complete and sent to

the next block.

When dealing with two-dimensional signal, by applying two-dimensional FFT on the surface,
a two-dimensional power spectrum is obtained. The geometry frequency can be found in the
x direction and y direction separately from the accumulation spectrum as defined in [16]. The

spectra comparison method is readily applied to two-dimensional signals.

Furthermore, two aspects are considered to improve the efficiency of the proposed method.
First, a shuffling method can be adopted to reduce the whole sampling time. After sampling
the data set of f(n) at frequency f," the next digitization is done at the sampling frequency
£+ twice of f;™. In fact, for the second digitization, it does not need to digitize the surface
at the sampling frequency of f;"*'’, since the odd series of f(n+1) is f(n). Therefore, if shifting

™ again to get

the digitizer half of the sampling distance and then sampling the surface at f;
fl(n+1). f(n+1) is the combination of f(n) and fI(n+1). If the digitizing process ends at N
times, the total data sampled is LA™ where L is the length covered by digitized. Since the
digitizing process takes more time than computation, the iteration time is almost negligible.
This method is defined as “shuffling” in this thesis. Second, the short time Fourier
Transform can be adopted to further decrease the size of the digitized point set. The
disadvantage of the Fourier transform is that the spectrum does not contain location

information due to fixed sampling rate. High frequency component in local area can cause to

increase the geometry frequency of the whole surface. To solve this problem, the two-
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dimensional Short Time Fourier Transform (STFT) is applied [16]. STFT is to divide the
whole surface to small segments and the spectral analysis method is performed separately on
these small segments. STFT isolates the local high frequency component to a small area,
which improves the efficiency of the method. Corresponding modifications need to be

applied to the surface reconstruction block as well.

Compared to Huang’s method [16], the iterative method is more robust, since this method
searches for a final sampling frequency through iteration. On the contrary, Huang’ method
cannot adjust the BW if the initial value is not correct. From the control point of view, the
above iteration is a close loop proportional control. The close loop diagram is shown in the
following figure. In this loop, the proportional gain is set as 2. The close loop control further

adjusts the initial sampling frequency until the digitizing reaches the oversampling.

Sampled Data E Sampling
of Last Time + Frequency Sampled Data
—> FFT P Controller » Path Planning » Digization >
FFT -

Figure 3-6 Close Loop Diagram of the Iterative Method.

3.1.4 Further Discussion on the Controller Design of the Iterative Method

From the control point of view, Huang’s method is an open loop control and the iterative
method is a close loop control. Close loop is inherently robust than the open loop control for
it has further adjustment mechanism when the conditions are not satisfied. From the analysis
of the last section, the controller is simply the proportional (P) control. The proportional gain
of the close loop is fixed. The problem arises naturally whether adaptive controller can be
presented in this loop. That is, whether the proportional gain can be replaced by an adaptive

gain.
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Sampled Data E Sampling

of Lest Time + F
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Figure 3-7 Part Digitizing System of PI Controller.

In the system shown in Figure 3-7, sampling starts at the Nyquist rate of the desired CAD
model and it will increase in a gradual way. At each cycle, two spectrums of two data sets
sampled at two adjacent times are compared. Only when spectrums are identical, we have
reached oversampling state or at least Nyquist rate of the signal. Otherwise, the sampling
frequency will increase depending on the output of the controller. Therefore, the controller

design is the most important factor in this loop.

3.1.4.1 PI Controlier

The first simple extension is to replace the P controller by PI controller. The function of the

PI controller follows
f=K,+K, |e@-at (3-4)

The command signal comes form the sum of the proportion control and integration control.
There are two parameters in the PI controller, K, and K;, which are corresponding to the
coefficient of proportion control and integral control. PI control can eliminate the static error
and is widely used in process control and motion control. However, PI controller is not a
suitable controller in this case. First, the gain K, and K; are still fixed. For different parts, to
achieve best performance, K, and K; need to be tuned to deal with different parts. This is not
practical. Second, the “shuffling” method is only applicable when K, is 2. Since the
“shuffling” method improves 100 percent efficiency, even well tuned PI controller cannot

exceed the performance of this method.
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3.1.4.2 Adaptive Controller

Another trial of the controller design comes from linearzation. The following control loop is
formed to iteratively unveil the bandwidth of the signal and sample the surface of the

manufactured part. The transfer function of the system is shown in Figure 3-9.

Sarnpled Data E / Sampling
of Last Tims Adaplive Frequency ] . Samp]ed&ia
FFT Controller # Path Planning » Digization »
Figure 3-8 Part Digitizing System of Adaptive Controller.
e/
P(n-1) ; F P(n)
— »  FFT o aptive > H >
ontroller
FFT <

Figure 3-9 Transfer Function of the Part Digitizing System of Adaptive Controller.

In this system, f is the sampling frequency, P(n) is the spectrum of the sampled data at

n, Trial. P(n-1) is the spectrum of the sampled data at n-/ time trial. E is the error of two

spectrums. f i1s the sampling frequency at n time trial. H(z) is the transfer function from

sampling frequency f to sampled data P(n).

In this section, an adaptive controller is brought about by the linearization technique. Given a
chosen rate f, there is a corresponding resultant sampled data P and resultant E. If there is a

small change in f, the corresponding change in P is

AE = E-H(f +Af) (3-5)
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Define

g AE _E—H(f+4f)
Af Af

Eqn. (3-16) can be approximated to the first order as

If the controller is set as

H- = fi— Ji
EI _Ei—l

then

Afiy =—(0- E_ ) _E-fl__:_ﬁi

i—

fin = fi + Af

(3-6)

@3-7)

(3-8)

(3-9)

(3-10)

Egs. (3-9) and (3-10) represent the controller used in the close loop. From analysis, the

control frequency will change at the optimal speed of each time.

However, this controller is still not a successful design, for there is no way to guarantee that

the total of the digitizing process is better than the fixed rate iterative method, especially

compared with the shuffling method. The second reason is that this method needs three initial

conditions to start with. For the cases when the fixed rate converges at the second digitizing,

the adaptive controller is a poor design.
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In this section, two more controller designs are discussed. Considering various effects, the

fixed spatial spectral iterative method is still the best controller among them.

3.2 Surface Reconstruction

Signal reconstruction is to construct a signal from the digitized points. There are different

reconstruction schemas, such as polynomial interpolation, and B-Spline interpolation.

Signal interpolation is to represent the existing object as a combination of a set of base
functions and corresponding coefficients. There are two basic problems in signal
interpolation, 1) how to choose a base function set and 2) how to determine the coefficients
from the digitized points. There are two approaches to this problem, from the point of view

of geometry and from the point of view of signal processing.

From the viewpoint of geometry, the determination of the coefficients involves solving the

set equations of

fr®) = f(x) 3-11)

where fr(x) is the linear combination of the base functions and f{x;) is the digitized point set.

Typically used reconstruction methods include Polynomials and B-Splines. There are two
steps in surface reconstruction, to choose an interpolation method and to implement the

selected method.

Generally speaking, there are two approaches for surface reconstruction. The first one is to
perform analysis in the spatial domain only. The second is to perform analysis in the spatial
spectral domain. There are a lot of researches in the first approach as shown in chapter 2.
However, in this approach, it is difficult to compare the performance of each reconstruction

method, such as computation complexity, interpolation speed and interpolation accuracy.
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For the second approach, in what follows, the definition and interpolation schema of these
two typical interpolation methods are introduced from the two approaches, followed by the
comparison of the methods in the spatial spectral domain. Finally, B-Spline interpolation

schema is selected and implemented in spatial spectral domain.

3.2.1 Typical Interpolation Methods in Spatial Domain

The first approach in surface reconstruction is pure spatial analysis. In this approach, surface
reconstruction is observed from pure geometry perspective. In [56 - 57], thorough
discussions on the typical surface reconstruction methods were given. To compare with the
interpolation methods observed from spatial spectral perspective, two typical interpolation
methods, including polynomial and B-Spline interpolations are reviewed in the following

sections.

3.2.1.1 Polynomial Curve Interpolation

For two dimensional point series, (xg, 20), (X1, Z7),-.., (X, Zx), the base function of the n" order

polynomial interpolation of is 1,x,x*,x°,...,x" . The reconstructed function is

z,(0)=a, +ax+a,x’ +..+a,x" (3-12)
The task of surface reconstruction is to find out the coefficients of ag, a;, ... a, so that the

curve passes through all the points. By substituting the two dimensional point series into egn.

(3-12), the n+1 equations are constructed as

25



2
(ao +ax,+a,x, +..+a,x, =z,
2
a,+ax +ax’ +.+ax’ =z
2
lagtax, +a,x, +..tax, =z, (3-13)

2 n
ao +a,xn +a2x,, +...+ anxn =2,

.

The above equations can be written as the matrix format

_ _ r = r =
1x, xy.xi||%| (%
a Z
1 1
1x x.x"
1 71 ooV
. aZ = Z2 . ¢ (3‘14)
1x x .x
R n n 'l_ _a"_ -Z"_

q-1

% Xy Xy - Xg %

a <

: | X, X !

a, |= | 2, (3-15)

......

The polynomial interpolation has the following disadvantages:

e It is not natural for the interactive shape design. The coefficients convey very little
geometric information about the shape of the curve or surface;

¢ Numerically speaking, it is rather poor form. Large round off error is introduced

when the order goes high;

e The measurement error of one point affects the whole curve or surface.




A better choice is to use splines, which is one of many continuous piecewise polynomials
functions. In the design of splines, the modification of one measurement point will only

affect a small local area, which is called local support property of spline functions.

3.2.1.2 B-Spline Curve Interpolation

B-Spline was brought about by Schoenberg in 1946 and developed by Gordon, Rissenfeld,
Forrest and de Boor etc. during 1971 to 1974 [66][67]. The base function of B-Spline is

defined as follows. Given a series of points at axis ¢

T={t;}._.@ <t,,,i=0,£1,2K)

i+1?

where #; is a node, T is called the node vector and k-/ is the degree of the B-Spline. The
function defined by the following recursive relation is defined as the ¥™-order B-Spline base

function:

t—t, 1, —t
Bi.k ()= _—’tBi,k—l @) +'__Lk—Bi+l.k—l ()

k=1 4 i+k i+l

B (1)= 1, 1t <t<t,
S 0, else

(3-16)

The most useful property of B-Spline Base function is the local supporting property:

>0, telt, )
Bi.k(n{: o el (3-17)

That is, B;(t) only has a positive value between #;and f;.x, and it is zero anywhere else.

Based the definition of the B-Spline base function, we have the definition of the B-Spline

curve:
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Given n+1 control points in three dimensional space Pg, P, ..., P» (n2k-1), and node vector

T={ty, 14, ..., t,+x} Which is the non-decrease series

1, <t

i i+l

(i=0,,2,K ,n+k—1)

The following three-dimensional curve is defined as the kth-order B-Spline curve on T.
P(t)= ZPiBi,k ®), sttt (3-18)
i=0

The lines of Py, P;, P,,...,P, is defined as the control polygon of P(z).

Considering the local supporting property of the B-Spline, the above equation can be

rewritten as:

P.()= ).PB, (1), t<t<t,i=k-LkK,n (3-19)

J=i—k+]

From this equation, the calculation can be simplified greatly when the number of the control

points is huge.

A special case in B-Spline curve is the Uniform B-Spline curve, which happens when
t—t =const,i=0,1K ,n+k-1

The Uniform B-Spline is widely used for its simplicity.

B-Spline curve can be expressed in the matrix form. Take a fourth-order B-Spline curve as

example, it is defined as follows.
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Given the n+1/ control points in three dimensional space Py, P;, ..., P, (n2k-1), and node

vector T={1y, 1, ..., tn+x} Which is the non-decrease series

,<t,, (=012K . n+k-1

Four neighboring points can construct a segment of the fourth-order B-Spline curve. The

matrix form of j"’ (=i-3) segment of four order B-Spline P; is

P
2 3 4,. P,|.
Po,(w)=11 u u wIM"@) p ,i=34,K ,n;
i—1
! (3-20)
i
O<u= il <1
ti+l - ti
where
_ , ) -
(i — 1) 1=y — Mg, Ulnl/E) 0
(fi+1 —1, )(t.'+1 - f,'_z) (ti+2 _ti—l)(ti+l _ti—l)
' 3, =)@, -
—3m,, 3my, —m,, (i 0 = biey) 0
4/ | (:+2 —l)(tn+l -l)
M) = -
3m -3my,—m,, 3t = 1)" 0
0.0 0 , ( 42 1 l)(tl+| l—l)
—m m _ mG _ m3 m3 ( i+1 t )
| 0.0 0.0 2 3 2 ( i+3 -1 )(t1+2 i)_
(3-21)
and
m (t..,—1.)*
m3'2 - 22 i+2 n (3..22)

m —
3 >3 Ly — 1)ty — 1)

where m,; is the element at row r and column j.

As a special case, the matrix form of the fourth-order uniform B-Spline curve is
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1 4 1 0P,
1 2 3 _3 0 3 O P,-_z . .
, = =34X ,n;
Pas=gll o 08 ) =0 o0 o P I 34K .n (3-23)
-1 3 -3 1]P

0<t<1

For B-Spline, the control points and knots determine the shape of curve. Therefore, the key
task in B-Spline interpolation is to calculate the control points and knot sequence based on
the given point series. For the Uniform B-Spline curve, the task is simplified to calculate the

control points.

Take the fourth-order uniform B-Spline curve as an example, the equation of the curve is
given in the matrix form as shown in eqn. (3-23). By Substituting ¢ by 0, we can have n

equation:

%(P(. +4P, +P

i+l i+2

)=V,i=0,1K,n-1 (3-24)
by substituting ¢ by 1 and i by n+2, there is one more equation:

i+l i

%(Pn +4P_ +P, )=V, (3-25)

Since there are n+3 unknowns and we have only n+/ equations now, two more equations are
needed. These two equations come from the boundary conditions, such as if the derivative of

the curve at the boundary is known as Ty and T, we have:

1
5(P2‘Po)=To

) (3-26)
E (Pn+2 - Pn) =T,

n
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Therefore, from the equations above, we have a set of linear equations as shown in eqn. (3-

27). The equation set is non-singular and have one solution.

-3 0 4 17 ] [%]
11 4 1 B | v,
1 1 4 1 P _Vi 3.2
6 0O 0 O M | |M
I 4 1P| |V,
i -3 0 3)P,| |T,|

For other kind of boundary conditions, such as, if the second order derivatives at the
boundary are known, similar operations can be performed. For example, for the periodic

boundary conditions, that is, the curve is a smoothly closed curve, the following equations

can be obtained:

41 1P, v,
1 4 1 P v,
1 1 4 1 ||V, (3.28)
6 O 0 O M M
i 4 1P| |V,
| 1 1 4]F | |V, |

B-Spline is more and more widely used due to its unique characteristics. Take the local
supporting property as an example, the change of one digitized point only affects several

coefficients. This means that the measurement error only affects a small portion of the curve.

3.2.1.3 Surfaces Interpolation

For three-dimensional surface, tensor product is applied to extending two-dimensional curves

to three-dimensional surfaces. Surfaces are constructed by calculating the tensor product of
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the curve base functions as shown in eqn. (3-16). Therefore, the control points of the curves

control the surface. The definition of tensor product surface is shown as follows.

Let Ag(u), ..., Am(u) and Bo(v), ..., Ba(v) be two independent sequences of functions and let

pu)= i a;A;(u) (3-29)
i=0

where the control points g; satisfy

v

a=3b,B,() (3-30)
=0

Combining the above two equations, the surface P(u,v) can be written as

P(u,v) = iibi,in (W)B;(v) (3-31)

=0 j=0

P(u,v) is called tensor product surface. b;; is the control points of the P(u,v). b;; determines

the surface P(u,v).
The main benefit of using the tensor product surfaces is that the tensor product surfaces share
similar properties to the underlying curve representations and can be analyzed in the similar

way.

From the definition of the tensor product surface, the tensor product of the B-Spline surface

can be derived as following: let the knot vector

U={ugu,...u,,} (u; <u,,i=012K ,n+k-1)
and V={v;,v,K,v,,} v, €v,,,i=012K ,m+h-1)

The following surface definition is called the B-Spline surface with rank kxh :
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Su,v)= ZZ PB,, w)B;,(v), wu,<u<u,, Wy SVSv_, (3-32)-

i=0 j=0

When k=h=4, u, —u, =c (=0LK,n+k-1),v,, —-v,=c, (j=0LK,m+h-1),

forth order uniform B-Spline Surface is obtained as:

Pi.j Pi,j+l Pi.j+2 Pi.j+3 1
P,. P, . . "
S,-,j(u,v)=[1 u uz u3]M4 i+, j i+, j+1 P:+l._;+l P;+l._;+l (M4)T Vz,
F,,, j F,,, j+l B, j+2 F,,, j+3 v
_Pi+3, j Pi+3. j+ Pi+3. j+2 Pi+3. J+3 ] v3
0<u,v<1,i=012K,n-3,/=0,1,2,K ,m-3.
(3-33)
where
1 4 1 0
1{1-3 O 3 0
M4:— 3"34
63 -6 3 O ( )
-1 3 -3 1

In eqn. (3-33), P;; is the control points of the surface.

3.2.2 Evaluation of the Interpolation Methods

In the last section, two typical curve interpolation methods are introduced. The next issue is
how to evaluate the performance of the surface interpolation methods, such as interpolation
accuracy and computational intensity. In the spatial domain, it is hard to do so. Therefore,

spatial spectral analysis is adopted to address this issue.
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As mentioned in the last section, the interpolation can be analyzed from the point of view of
the spatial domain or from the point of view of the spatial spectral domain. From the signal
processing theory, in spatial domain, the reconstructed spatial signal f, can be obtained by
performing the spatial domain convolution of the sampled data with the impulse response of
the reconstruction filter. Alternatively in the frequency domain, the Fourier Transform (FT)
of f, equals the result of the multiplication of the FT of the digitized points and the frequency

response of the reconstruction filter as given in eqn. (3-35) and shown in Figure 3-5.
fo=fi*h=IFT (F,-H) (3-35)

where F; is FT of f;; h and H are the impulse response and the frequency response of the

filter, respectively. IFT stands for the Inverse Fourier Transformation.
Take the B-Spline filter as an example, from the point of view of signal processing, B-

Splines of order n are piecewise polynomial functions of degree n. In case of uniform spacing

between knot points, B-Splines can be represented as in [65]:

fr(0= Tey k)b, (x=k) (3-36)

The uniform B-Spline functions of order n with n+2 equally spaced knots {0,1,2,...,(n+1)}

are defined as:

atl ¢ 1\J 1 '
by = 3 2 <"; Jx— ) u(x= ) (3-37)
Jj=0 ) ‘

n!

where (x) is the step function
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) 1 x20
x)= B
# 0 else (3-38)
n+1 3 i
( i ) are the binomial coefficients:
ntl  (n+1)! n n

i T w G )

A more commonly used form of B-Spline base function is the convolution form, in which

1 _1
bo (x) = 2
0 else

b,(x)= (b, *by)(x)

<x< —1—
2 (3-40)

From spatial spectral analysis, it is known that the impulse response and frequency response
unveil the properties of the filter and is used when comparing the performance of the
different filters. Therefore, the problem of comparing different interpolation methods turns
out to be comparing the impulse response and frequency response of the reconstruction filters.
The impulse response and frequency response are called the kernel of interpolation methods

In [38].
The simplest filter found in the spectral domain is the ideal low pass filter. The

corresponding interpolation is called ideal interpolation [24]. The frequency response and

impulse response of ideal low pass filter are shown in eqn. (3-41) and Figure 3-10.
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1 - TEWETn
H(w) =

0 else 341)

h(x) = M = sin ¢(x)
X

Figure 3-10 The Impulse & Frequency Response of Ideal Low-Pass Filter.

Since the impulse response of the ideal low pass filter is the sinc function, which is an
Infinite Impulse Response (IIR), it is not suitable for local interpolation. A revised version is
the truncated sinc or windowed sinc, which is the function obtained by truncating the sinc
function in spatial domain by a rectangular window. The impulse response and frequency

response are shown in Figure 3-11.

IR of Truricated Sine Interpolator FR of Truncated Sinc Interpolatar - <.~ . -1
9 .

Figure 3-11 The Impulse & Frequency Response of Windowed Sinc.
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Truncation in the spatial domain causes a window effect in the spectral domain. There are
oscillations at the edge areas, which cause spectrum deformation at these areas. Truncation

also introduces large truncating errors. Therefore, the ideal low pass filter or its revised

version is not a good practical interpolator.

For Cubic Splines, the impulse response can be written as

(@a+2)xf = (a+3)x|* +1 0< x|t
hix) = alx|3 - 5a|x|2 + 8a|x|— 4a 1< |x| <2 (3-42)
0 elsewhere

The impulse response and frequency response is shown in Figure 3-12:

kot i Splne " FR of ubic Spin

Figure 3-12 The Impulse & Frequency Response of Cubic Interpolation.

The impulse response and frequency response of cubic B-Splines filters are shown in Figure
3-13.
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LJaf = e+ 2 0<ldsi
B = - <l + sl - 2fef+ 5 1<x<2
0 elsewhere
3sin ¢ (—)
Hw)=——20_ (3-43)
2+ cos(w)

Figure 3-13 The Impulse & Frequency Response of Cubic B-Spline.

Among the interpolation filters, the Cubic B-Spline filter has best performance compared
with other filters. The comparison of B-Splines with other interpolators including truncated
and windowed sinc, nearest neighbor, linear, quadratic, cubic B-Splines, cubic polynomial
Splines, Lagrange and Gaussian interpolation found in [38]. Based on the above reason, the

cubic B-Spline filter is used in this thesis.
3.2.3 Derivation of the B-Spline Curve Coefficients in Spatial Spectral Analysis
Since coefficients ¢,(k) uniquely determine the B-Splines surface, it is the key to the B-

Splines interpolation. There are several proposed methods to determine the coefficients of B-

Spline in spatial spectral analysis [67][68]. In this section, a method proposed by Unser in
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[67] is used. Since the points are given in discrete domain. Z domain is preferred in the

analysis. Discrete B-Splines are defined by sampling continuous spline functions.

n+1 11
b, ()= 3, =2 )(k J) = j) (3-44)

j=0

When characterized in z domain, the z-transform of the above equation can be derived as

A 1-z7"
B,(2)= ":'Z)(l_zz_l )™ (3-45)

where Aq(z) is some polynomial in z!. Take fourth order B-Spline as example,

A(D)=z"+4z7+z77

+4+7" - (3-46)

B,(z)= 622

An equivalent but more useful form is given by

n+l1

B,(z)= (3-47)

Eqn. (3-47) is the z-transform of the discrete signal obtained by sampling the continuous B-

Spline at its knots.

Having the z-transform of the discrete B-Spline, we can derive the coefficients in z-domain.

Considering a discrete signal {f(k)/ defined on k =--K , , The procedure of finding

coefficients c(i) is to find out the series c(i) which satisfy

Fly="3 c@ib, (k—i) | (3-48)

j=—oo
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Applying the definition of the convolution, the above equatiori can be written as
f(k)y=b, *c(k) (3-49)

where b, is a FIR(Finite Impulse Filter).

Taking Z-transform, the above equation can be written as
F(2)=b,(2) c(2) (3-50)

Therefore, the spline coefficients {c(k)/ can be determined by reverse filtering

I | (3-51)
c(z) 5.0 F(2) .
If define
S = (3-52)
(D) B, (2)

Take Forth order B-Spline as example, by substituting eqn. (3-52) by eqn. (3-46), we have

6 -6 1 1
= +
+4+77" (-a) - -z

S.(z) = -1 (3-53)

in which (= /3 ~2) is the smallest root of the polynomial of the denominator of the S3(z).

From the above equation, the filter can be implemented as
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(¢t (k) = F(k)+bct (k1) k=2,..K)
¢ (k)= f(k)+b,c™(k+1) (k=K -1,...K)
cn (k) =by(c* (k) +c™ (k) f(k))

A

(3-54)
o =J§— 2

where  {b, =—6a/(1—a?)

e (K)=c"(K) b=a

M= S F k)
k=1

The boundary condition ¢*(1) and c(K) is obtained for practical convenience and

discontinuities avoidance.

For B-Spline surface, the problem is to derive the coefficients for the B-Spline surface
equation from a set of points f{i, j). From the eqn. (3-32), spline coefficients can be
calculated by successive one-dimensional filtering along the coordinates [67]. Based on the
method presented in last section, the coefficients for the B-Spline surface can be obtained by

the following procedure:

1. For each row, calculate the coefficients from eqn. (3-66) and put it to f;(i,j),

2. From fi(i, j), calculate the coefficients for each column and obtain fo(x,y).
where f>(x,y) is the coefficients of the B-Spline surface.

Fourier Transform does not contain location information. The size of the digitized point set is
not optimized. STFT is applied to reduce the size of the digitized point set. The new problem
introduced by STFT is that the un-evenly distributed point set is obtained when divided the
surface into segments. To address this problem, B-Spline surface is reconstructed on each
segment first. Then the evenly distributed digitized point set is created by re-sampling on the
B-Spline surfaces at the same re-sampling frequency. The re-sampling frequency is chosen at
the highest digitizing frequency of the segments to ensure the full feature coverage. After
calculating the coefficients, the B-Splines reconstruction filter is determined and the

parameters of the reconstruction filter are known. The interpolated surface is sent to the tool

trajectory planning block.
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3.3 Summary

In this chapter, surface measurement and surface reconstruction blocks were discussed. TTP
and laser scanner were introduced as measurement devices. Sampling frequency is the most
important parameter, which determines the accuracy of the digitization. In order to determine
an optimal sampling frequency, an iterative spatial spectral analysis method was proposed.
For surface reconstruction, two typical interpolation methods were introduced in the spatial
domain. After that, these interpolation methods are compared in the spatial spectral domain.
Since B-Spline interpolation demonstrates the better performance, this interpolation method

was adopted. Finally, B-spine interpolation coefficients were derived.
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Chapter 4 Motion Planning and Control

Three blocks are introduced in this chapter. They are tool trajectory planning, axis motion
control and part alignment. These three blocks are related to tool motion control. The task of
this chapter is how to drive the tool to follow the contour of the reconstructed CAD model. In
tool trajectory planning, a new accurate method is proposed. In axis motion control, PID

controller is introduced. In alignment, two alignment methods, one point alignment method

and three-point alignment method, are presented.
4.1 Tool Trajectory Planning

For the shape adaptive motion control system, the goal of the tool trajectory planning is to.
plan the trajectory for a machine to follow the contour of a part. After the surface
reconstruction block, the CAD model is reconstructed. The problem is to plan the trajectory
to follow the contour of the reconstructed CAD model. There are two steps in tool trajectory
planning, task space trajectory planning and joint space trajectory planning. In the multi-body
system, joint space denotes the space in which the joint variable is defined. Task space 1s the
space in which the location (position and orientation) of the toolhead is defined. The machine
controls the motion of the toolhead by controlling the motion of the motors mounted on the
joints. These joints are referred as active joints. Correspondingly, the passive joints referred
as the joints without motor mounting on. Passive joints provide the constraints on the motion
of the tool. The transform of the location and motion from the joint space coordinates to task
space coordinates is called forward kinematics. The reverse transform is called inverse

kinematics.

In this thesis, the task space trajectory planning is to generate a set of location points for the
toolhead. The joint space trajectory planning is to transform the location points from task
space to joint space by inverse kinematics. Therefore, task space trajectory is machine

independent and joint space trajectory planning is machine dependent.
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In the following section, task space trajectory planning is introduced first followed by joint
space trajectory planning. In the task space trajectory planning, traditional trajectory planning
and new trajectory planning are compared. In the joint space trajectory planning, the focus is
mainly put on a parallel robot, Tripod. Mobility analysis and inverse kinematics are

performed in this section.
4.1.1 Task Space Trajectory Planning

There are two steps in task space trajectory planning, location planning and motion profile
planning. The general approaches apply location planning first followed by adding a motion
profile to it [1] [44 - 46]. In these approaches, the accuracy is low because there is only part
of the location points selected on the CAD model. In this thesis, a new trajectory planning
method is proposed. In this method, the motion profile is selected first followed by the
iteratively determination of the next path point. Therefore, all the points are selected from the

CAD model and the accuracy is improved.

Task space trajectory planning is in fact a complicated task, which includes collision
detection, optimal trajectory planning based on task space volume and dynamic and

kinematic response of the machine. These facets are beyond the scope of this research.

4.1.1.1 Traditional Task Space Trajectory Planning Methods

For traditional task space trajectory planning, the first step is to choose the desired points
from the CAD model of the part. The chosen points are called the control point set. The line
segment linking the neighboring points in the control point set is the actual path of the end

effector to follow. This step is achieved by using straight lines or arcs to approximate the
surface [69].

The second step is to generate the location points (set points) from the velocity profile. The
commonly used velocity profiles are the trapezoidal velocity profile and the 3-4-5
polynomial velocity profile. In the trapezoidal velocity profile as shown in Figure 4-1, the

toolhead speeds up at a constant acceleration and maintains a constant velocity after reach



certain velocity. Finally the toolhead de-accelerates at the constant acceleration to zero. In

the 3-4-5 polynomial velocity profile as shown in Figure 4-2, the displacement traveled at

time ¢ follows the following equation:

2
dty=a,+a, -t +a, t’+a, -t +a, t*+a,-1° @-1)

Since the acceleration profile is guaranteed to be the third order, the motion of the toolhead is

much smoother. Therefore, the 3-4-5 polynomial velocity profile is more preferable.

Trapezodist Velocity Profile

Displacement
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A typical example of traditional task space trajectory planning can be found in [44], where
Ross manually chose the control point set from CAD model followed by point by point

trajectory planning based on the 3-4-5 velocity profile.

4.1.1.2 A New Trajectory Planning Method

The main problem of the traditional method including Ross’ method is the limited accuracy
due to the error introduced by straight line or arc approximation as shown in Figure 4-3. In
the traditional method, only the points from the control point set are on the surface of the
part, whereas most planned command points are only on the approximated straight lines. The
improvement of accuracy is achieved by increasing the number of the control points. The
optimal control point set cannot be easily found. If the size of the control point set is too big,
re-sampling is required [1], which decreases the accuracy of the trajectory and increases the
complexity of the method. In this thesis, a method is presented to solve this problem by

selecting the motion profile first followed by the location planning.

Planned Trajectory

surface Control Point set

P TN
- ..
/_\ I:> ." ~~.
P ®

Figure 4-3 Ross’ Trajectory Planning Method

The new task space trajectory planning method consists of three steps: (a) determination of a
sweeping direction, (b) decomposition of the trajectory interval, and (c) determination of

intra-path and inter-path(as shown in Figure 4-4) in the task space.
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Figure 4-4 Intra-Path and Inter-Path
Determination of a sweeping direction
To ensure the full coverage of the surface, the tool follows a zig-zag path. The tool is
driven along the surface line by line in the X or y direction. The choice of x or y
direction is usually arbitrary, and the following strategy is to choose the one with the
least curvature. By applying this strategy, it is easier for the robot to achieve smooth

motion with less energy consumption.

Decomposition of the trajectory interval
The step size between two lines is chosen as 75 percent diameter of the tool-bit to

ensure the full coverage of the surface.

Determination of intra-path and inter-path in task space

At each line, the tool speeds up from zero to a given speed and then remains at a
constant speed. At the end of the line, the toolhead slows down and the final speed
reaches zero at the last point. After each line, the toolhead moves to another line. The

procedure repeats until the full coverage of the surface is achieved.

For the intra-path and inter-path, the motion profile can be divided into three stages:

acceleration stage, even speed stage and de-acceleration stage. In the acceleration and de-

acceleration stage, the 3-4-5 motion profile is adopted to ensure the smooth motion, as shown
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in eqn. (4-1). Six independent equations are needed to determine the six parameters ag,
aj,...,as. Since the total time traveled in the acceleration is not known, one more equation is
needed. Regarding the acceleration, since at the start point, the distance traveled ds, the

velocity and acceleration are O, three equations can be written as

d(0)=0
w(0)=0 4-2)
a(0)=0

Similarly, at the end point of the acceleration, the velocity of the tool reaches the given value.

Two more equation can be written as

{v(T) =0 w3

a(T)=0

Furthermore, at the mid-point of the acceleration, to provide smooth motion, the acceleration
reaches the maximum value and starts to decrease to zero at the end point. The velocity
reaches half of the final speed at the half point. From these two conditions, two more

equations can be written as

T v
Wo)=tem

(4-4)

At this time, we have seven equations egs. (4-2) ~ (4-4). By solving these equations, ay,
aj....,asand T can be solved. Figure 4-5 shows an example of motion profile calculated when
Veven 1S 10mmy/s and a. is 10 mm/s® It is shown that the transition of the velocity and

acceleration is smooth. The same derivation happens in the stage of the de-acceleration.
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Figure 4-5 3-4-5 Motion Profile of Accurate Motion Planning.

In the even speed stage, the tool-bit moves at a constant speed. The motion profile can be

expressed as

dity=v,__ -t (4-5)

even

After the motion profile is determined, the next step is to determine the command points. For
a specific machine, since the control interval is known, the step size that the tool travels at
each interval can be obtained by sampling on the motion profile. Starting from the initial
point, the next point can be iteratively calculated from the reconstructed CAD model of the
part. The distance d of two points ,(Xnow » Ynow » Znow) and (Xupext » Ynext » Znext) »iN three-

dimensional space can be written as

d* = (xnext - Znow)2 +(ynext - ynaw)z +(Znexl - Zrmw)2 (4-6)

For this case, since the motion is along the x axis only, the equation can be simplified as

d2 = (xnext - waw)2 + (Znexl - erw)2 4-7) |
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Also, we expect the two points are all on the reconstructed CAD model, the (Xnext, Ynest » Znexs)

satisfy the known CAD model

Zm:xt = f ('xne.xt’ Yy nexr) (4'8)

Now we have enough equations to determine the next point. However, the explicit solution is
not easily written. The numeric method is adopted in this thesis. The following steps show a

bi-section method for equation solving.

Suppose now the tool reaches (Xuom Ynow, Znow) and the next interval the tool is expected to
travel by distance dy.p. The given tolerance of the numeric method is e. By iterating the
following procedure as shown in Figure 4-6, the position of next command point can be

determined.

initialize the step size
xx!ep = d.s‘tep

<

A

calculate next point
Xnexr = Xnow ¥ Xstep
Znen = f(Xnea)

Y change step size
X51ep=0.5% Xy,

calculate distance d,,,,.
between current point and
next point from eqn. (4-7)

A

not feasible

check feasiblity
abs(dyygp-dpon)<e

feasible

accept point position

Figure 4-6 Flow Chart of Iterative Next Point Determination,
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First, xsep is initialized at dy., and the next point is calculated. The distance of the current
point and the next point is calculated from eqn. (4-7). After that, the difference of d., and
dnow 1s calculated. If the difference is higher than given tolerance e, the Xsiep 18 divided by 2.
The next point is re-calculated and the process continues until the difference of dsep and dnow
is below the given tolerance. Assume that the tool-bit is always perpendicular to the surface

of the part, the orientation planning can be conducted by calculating the normal vector of

each position.

4.1.2 Joint Space Trajectory Planning

After the task space trajectory planning, the command points of joint space are calculated by
inverse kinematics. For the tripod used in this thesis, the inverse kinematics equations can be

found in section 4.1.2.2.

4.1.2.1 General CNC Machines

CNC is the abbreviation of Computer Numeric Control system. CNC machine is a multi-
body with the motion under computer control. The common CNC machines are three-axis
machine and five-axis machine [9]. The three-axis CNC machine provides motion along x, y
and z axis, and the five axis CNC machine provides two more degree of freedom, pitch and
roll rotation around the x and y axis respectively. The most basic task is to move the end
effector to reach certain position at certain orientation. To reach this goal, multiple motors
need to act coordinately. For each motor, there is a close loop control system. Discrete PID is
the most widely used controller in CNC. The goal of CNC machine is to control the motion

of the end effector by controlling the motion of the motors.

Tool trajectory planning for CNC machine is to generate discrete set points for the tool. The
time interval between two commands is the control period of CNC. Axis motion control is a
trajectory following system. The set point to the system is the discrete command points

generated from the tool trajectory planning block. The goal of the axis motion control is to

provide a smooth and accurate motion.
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4.1.2.2 Tripod

As mentioned in the first chapter, the presented system has been implemented on the Tripod

University.

o

Figure 4-7 Tripod Developed by Ryerson University.

For a robot, the first thing to examine is mobility. That is, how many freedom of the robot

has. The mobility requirement of this device can be examined by

R
M=dn-g-1+)_f (4-9)
i=l

In eqn. (4-9), M denotes the mobility of the system DOF (Degree of freedom). d is the order
of the system, (d=3 for planar motion and d=6 for spatial motion). » is the number of the
links includes the frames. g is the number of joints and f; is the number of the degree of

freedom for ith joint.
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For the Tripod presented in this thesis, d is 6, n is 8 including three legs, three guideways,
and two platforms, and g=9 including three sphere joints, three revolute joints and three lead
screw joints. Also, the number of the degree of freedom for sphere joint is 3, DOF for a
revolute joint is 1 and DOF for a lead screw is 1. Replacing the above parameters into the

equation, the DOF of the system is calculated as 3 which means the tripod has three degree of

freedom and three dependent movements.

The inverse kinematics problem for Tripod is to calculate the active joint variables s;, s> and

s3 given the position and orientation of the position of the tool head or center of the platform.

Figure 4-8 Vector Loop for Slider Leg.

The vector loop for each sliding leg is shown above. Now, the algebraic vector sum becomes:

I‘zu+RCE—°Z—"g—"l;T=O (4-10)
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In eqn. (4-10), h is the translation vector from {O] to {C}. ¢ ,g? is the platform point with
respect to {C). oi: is the leg vector with respect to {O). o?,.) is the guideway vector with

respect to {O}. And 05; is the base point with respect to {O}.

The vector 5’ may also be expressed as:
0P 5 0 4-11)

o
0 w‘ is the unit direction vector of vector s

: : w

where s, is the magnitude of vector ’s;,.
. e . W . . . . . .th

The unit direction vector u; remains constant since it represents the direction of the i fixed

guide way. Also, the platform points may be expressed with respect to {0} by noting that:

°b =h+R%p (4-12)
Therefore, the vector loop sum becomes:

0P o} —5,99-%, =0 | @13
Rearranging this equation and tgking the magnitude of both side‘s:

B -s o8]t B

or
<0Pix - 5,°u;, b, )2 + <0pi.v _sioui;’obiy )2 + (opiz ‘sioui; _‘obiz )2 = (Oli)2

(4-15)

If the pose of the platform is known, that is ;zu and R are defined, then the components of the

platform points, °p;,, °p;y and °p,,, are also known. The joint variable s, can then be readily
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obtained, which has two solutions due to the 2™ order polynomial, 5, and 5,”. Choosing -

the correct solution is based on motion continuity, where the previous value of s, is known:

_ (k) . .
0= (5. minfs® — 5, 1)) (4-16)

In which j is the time step.

During operation, the initial value of s, is provided by the encoders.

4.2 Axis Motion Control

After the trajectory is planned. The discrete command point is sent to the CNC machine
controller. The motion control task is performed in this block. As mentioned in the last
section, the goal of the CNC is to control the motion of the tool in the task space by driving

the motors mounted on the active joints.

For each joint, there is a discrete PID close loop as shown in the Figure 4-9. The main task of
the close loop is trajectory following. In this system, the close loop system receives the
discrete command from a host computer. The controller compares the desired position
command with the current position of the motor and generates a controlled signal through the
controller. Often the generated signal is a low power signal, after amplification, the signal is
sent to motor and the position of the next step is sensored and fed back to the controller to
generate the next control command. The frequency at which the host computer sends

command to the controller is called control frequency.

Paosition + E v 1
Host Command + PID
Computer Controller

Position
Amplifier Motor —>

Position Sensor |
(Encoder)

Figure 4-9 System Diagram of PID Close loop of CNC.
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4.3 Alignment System

In CNC machining, part alignment is often required. Alignment block is considered as the
preprocess block of tool trajectory planning. For example, in laser scanning, when the
digitized data comes from two views, alignment is needed to align the digitized data from
different views. Another example is polishing, even the accurate CAD model is known, the
part alignment is required to align the CAD coordinate system to the machine coordinate

system. In this section, a three-point alignment method proposed by Nancoo is reviewed [54].

4.3.1 Nancoo’s Three Point Alignment Method

The alignment is to align the point coordinates in one coordinate system with another
coordinate system. Nancoo presented and compared three methods to align the digitized data
from two views (two coordinate systems) for laser scanning. The most accurate method is

reviewed in this section.

4.3.1.1 Alignment Without Considering Noise

It is simple to align the points from two different coordinate systems without considering
noise. When there is a transformation between two different coordinate systems, a known

linear relation exists between them, which can be expressed as

aR, =b (4-17)
where a and b are the coordinate vectors of the same point in two different coordinate
systems. R, is the rotation matrix of the transformation. To determine R,, three points are

required as shown in the matrix format,

MR, =M, (4-18)
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where M, and M, are the coordinates of the three points in two coordinate system written in

matrix format.

The rotation matrix can be directly calculated from

X=M"'.M, (4-19)

4.3.1.2 Alignment Considering Measurement Noise

When considering the measurement noise, the eqn. (4-18) has to be rewritten as
MX=M, (4-20)

At this time, estimation has to be made to find an X to minimize the alignment error. In [54],
Nancoo proposed and compared three methods to estimate the rotation matrix X. They are
Least Squares parameter estimation (LS), Total Least Squares parameter estimation (TLS)
and Constrained Total Least squares parameter estimation (CTLS). Nancoo found that the

CTLS has the least estimation error. The procedure of CTLS is shown below:

Stepl. Multiply the matrix of 3-D points in the second coordinate system by the transpose of

the 3-D points in the first coordinate system.
M, M,>M,M, (4-21)

Step2. Do the singular value decomposition (SVD) on
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svd(M,'M,)=UY V" a , (4-22)

Step3. Calculate the X =UV" (4-23)
4.3.2 Extension of the Three Point Alignment

Nancoo’s methods solved the problem of aligning digitized points. To apply the method in
CNC machining, there are still two questions need to be figured out. The first question is how
to align the CAD model. The second question is how to align the trajectory containing tool
location and orientation. For the first question, since the point alignment method has been
developed by Nancoo, the question turns out to be how to select points from the CAD model,
which depends on the detail format of the CAD file. In this thesis, the method is based on the
STL format. The data format of STL can be found in [66]. For the second question, the point
alignment method is applied to find out the transformation matrix. After that, further
derivations are carried out to align position and orientation of the tool based on this

transformation matrix.

Two methods are proposed to deal with different cases. In the first case, a method is
proposed to align the CAD file based on the STL format and tool trajectory based on NC
code. The detailed description of the NC code format can be found in [67]. After that, a
special case is discussed. When the rotation matrix is known, only one point is required to be

measured.

4.3.2.1 Extended Three Points Alignment System

The transform equation of the point from one coordinate (CAD coordinate) to another

coordinate (machine coordinate) is
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Pm = Rx ' Pc +PT (4‘24)

or
'xm 'xc 'xT
‘ ym =Rx' yc + yT (4‘25)
Zm Zc 2:T

R, is the rotation matrix from the CAD coordinate system to the machine coordinate system,
which can be calculated by Nancoo’s method. P.(x. , y., z) is the coordinate from the CAD
coordinate system and Pu(Xn , Ym , Zw ) is the coordinate from the machine coordinate system.
Pr (x1, yr, zr) is the translation between two coordinate system. R represents the rotation

matrix between two coordinate systems.

When the CAD and the command points are given, the alignment should be capable of
aligning the CAD model, position and orientation of the command points. From the
Nancoo’s syétem, the rotation matrix R and translation vector Py can be calculated. The
positions of the command points can be directly transformed by R and Pr from eqn. (4-24).
For aligning the orientation of the command points, further derivation is needed. The format
of the command point is given as (x,y,z,4,B,C). (x,y,2) is the position vector and (A,B,C) is
the rotation vector corresponding to the angle of pitch, row, yaw. The transformation matrix
R, is calculated from eqn. (4-23) . The rotation matrix R., from the tool coordinate system to

the CAD coordinate system can be calculated by the following equation.

cosBcosC —cosBsinC sinB
R =| sinAsinBcosC +cosAsinC —sinAsinBsinC+cosAcosC —sinAcosB

(o

—cosAsin BcosC +sinAsinC  cosAsin BsinC +sin AcosC cosAcosB

(4-26)
After that, Rpna, which is the rotation matrix from the tool coordinate system to the machine

coordinate system, can be calculated from
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Ry =R, R _ ‘ . (4-27)

Rgnarcan be written in the following format,

h ha s
ny ™m N
By I N

and Ap, By, Cin, Which is the rotation vector from the tool coordinate system to the machine

coordinate system, can be derived as

(

-,
A = arctan(—2)
I3

{B,, = arcsin(r;,) (4-28)

-r
C,, = arctan(—2)
hi

\

4.3.2.1 One Point Alignment System

When the rotation matrix R, is known, there are only three independent unknown variables,
(xr, yr, zr). Since one point measurement can provides three independent functions, one

point alignment is capable to provide enough equations for solving the unknowns.
Take the following transformation as an example, in which the transformation is between the

OpenGL default coordinate system to the Tripod coordinate system as shown in Figure 4-10.

The transformation can be written as shown in eqn. 4-29.
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OpenGL Default Coordinate System Tripod Coordinate System
¥l z2

/01 -y X2 02
1

z Y2

Figure 4-10 Transform Between Two Coordinate Systems.

X, -1 0 0] x Xy
Ym (=10 O 1|y |+ ¥, (4-29)
2,1 L0 1 0)jz | |z

X X, -1 0 0] ]=x x, +x,.
yT = ym - O O 1 . yc = ym+zc (4-30)
Zr Zm 0 1o Z. Zm + Ye

4.4 Summary

In this chapter, tool trajectory planning, axis motion control and alignment blocks were

discussed. Task pace trajectory planning and joint space trajectory planning were studied. For

task space trajectory planning, a new method was proposed and compared with the

conventional methods. In joint space trajectory planning, the inverse kinematics of the Tripod

was investigated to transform the trajectory from the task space to the joint space. For axis

motion control, PID controller was introduced. Part alignment block was the pre-process

block for tool trajectory planning. Two alignment methods, one-point alignment and three-

point alignment, were introduced to deal with different cases.
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Chapter 5 Implementation and Software Development

Computer Aided Design (CAD) is the technology to use computer to design products.
Computer Aided Manufacturing (CAM) is the technology to use computer systems to
manufacture products. One of the key issues in CAD/CAM is three-dimensional visualization.
OpenGL is one of the enabling technologies for three-dimensional graphics. In this chapter, a
CAD / CAM software is developed to implemented the methods presented in the previous
chapters. In this chapter, first, the existing Tripod software is introduced briefly. Second, the

new software is discussed in details.

3.1 Structure of the Existing Tripod Control Software

The existing tripod software only covers two blocks, tool trajectory planning and tool motion

control. The software structure is shown below.

Control Point Set

|

Point to Point Based Tool
rajectory Planning

Planned Trajectory
A

Motion Control

|

Figure 5-1 Method of Approach of Old Software. -
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Tool Trajectory Planning
User Control

::-:> GUI . Point to Point Based Tool ;

rajectory Planning

...............................
.......................................

-

Axis Motion Control

»| Downloading Trajectory to PMCI
User Contro Motion Control Card

l:§> GUI i :

;

< Motion Control

Encoder Feedback

Figure 5-2 Software Structure of Old Software.

The input of the system is a text file containing control point set. The trajectory planning is
performed on the control point set. After that, the planned trajectory is sent to the Tripod
motion controller, which performs the motion control tasks. Figure 5-3 shows the GUI that
loads control point sets. Figure 5-4 shows the motion control interface. Figure 5-5 shows the

feedback information of the tripod.
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5.2 New Software Structure



The existing software provides basic functions for a motion control system including point-

to-point based tool trajectory planning and axis motion control. There are some

disadvantages including:

e It is incomplete as a CAM software, as there is no three dimensional visualization;
e The input of the control point set is in its own format, not standardized;

e The tool trajectory planning is a based on point-to-point approach which is not

accurate.

These three problems are addressed in the new software. Furthermore, three blocks are added
to the system, including surface measurement, surface reconstruction and part alignment.
The new software structure is shown in Figure 5-6 and Figure 5-7. In order to make the
figure readable, the part alignment block is listed separately. Compared with Figure 5-2,
more functions are introduced. There are two modules in surface measurement block, edge
probe and surface probe. Edge probe is to probe the edge of the part and surface probe is to
probe a rectangle area. Surface reconstruction block includes three modules, B-Spline edge
reconstructor, B-Spline surface reconstructor and OpenGL visualization. Tool trajectory
block includes four modules, G-Code editor/parser, STL file parser, point-to-point tool
trajectory planning, accurate trajectory planning and OpenGL visualization. In axis motion
control, there are three modules, trajectory downloading, motion control and OpenGL
visualization. In alignment block, there are two modules, alignment and OpenGL

visualization. In what follows, the blocks of the new software are presented.
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Digitized Points
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i Visualization « B-Spline Curve :
: Interpolator :

Figure 5-6 New Software Structure (1).
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Command'Pom 7 e
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Aligned CAD File 1
Aligned Trajectory
Aligned Command
Point Set

Figure 5-7 New Software Structure (2) — Alignment.

5.2.1 Surface Measurement

Surface measurement has two functions, edge probe and area probe. Edge probe can probe
multiple plane curves and area probe can probe an area. Both measurements are implemented
using the iterative spectra comparison method presented in chapter 3. Figure 5-8 shows the
main interface of the edge probe block. In the figure, the Area A shows the configuration of
the edge probing, such as probe direction, starting and ending points and the parameters of
iterative probing. Area B shows the digitized data set of one curve. Area C shows all the
digitized data set of the edge. The spectra comparison resuit of a curve probe is shown in the

Area D. Figure 5-9 shows the GUI of the Area Probe.
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Figure 5-9 GUI of Area Probe.

5.2.2 Surface Reconstruction

Figure 5-10 shows the surface reconstruction window. After the surface measurement, the

digitized points are interpolated by B-Spline as show in this window.
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£3reverse Engineering

Figure 5-10 OpenGL Visualization of Interpolated Curve.

5.2.3 Tool Trajectory Planning

The tool trajectory planning block has the following functions:

e Tool trajectory planning using G-codes;
e Tool trajectory planning using the interpolated B-Spline surface;
e Offline Simulation of the planned trajectory;

e Load and show STL CAD file.

The main interface is shown in the Figure 5-11. It mainly consists of three windows. The left
window shows the G-Code editor. The middle window shows the state of the Tripod. The
visualization of the command point set and the CAD model is shown in the right window.
Figure 5-12 shows the simulation of the planned trajectory in progress. In the mid-window,
the state of Tripod is visualized. In the right window, the command point set and planned

trajectory are compared in different colors.
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Figure 5-11 Main Interface of Trajectory Planning.
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Figure 5-12 Offline Simulation of the Tool Trajectory Planning.

5.2.4 Axis Motion Control

Figure 5-13 shows the main interface of the axis motion control. It mainly consists of two
windows. The left window shows the current state of the tripod. The right window shows the
online monitoring of the actual tool path. At the current state, the tripod is at the home

position, (0,0,0, 0,0,0). In the motion, the two areas of the window will be synchronized with

the motion of the Tripod as shown in Figure 6-5.

-7



™ polishing Control - [FormOnlineWindow] . _-.L:le

o5 5 /e o Dmmm

Figure 5-13 Main Interface of Axis Motion Control.

5.2.5 Part Alignment

Figure 5-14 to Figure 5-16 show the interface for the part alignment. In this case, the G-Code
and CAD model have the coordinate systems based on OpenGL. Since the coordinate system
of the OpenGL is not aligned with the coordinate system of the Tripod as explained in
section 4.2.3.1, the CAD model and command point set cannot be loaded correctly as shown
in Figure 5-14. One point alignment has to be performed. Figure 5-15 shows the result of one
point alignment. After that, the CAD model and the command point set are aligned to the

Tripod coordinate system,

When the part is installed not aligned to the Tripod coordinate system, three-point alignment

is required to align the CAD model and the command point set. The interface and aligned

result are shown in Figure 5-16. Window A shows the coordinates of the three points from
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the default OpenGL coordinate system and from the Tripod coordinate system. The main

window shows the aligned CAD and command point set.
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Figure 5-14 Before One-Point Alignment.
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Figure 5-15 After One-Point Alignment.
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Figure 5-16 After Three-Point Alignment.

5.3 Summary

The structure of the existing tripod control software was reviewed. In order to improve the

functions of the current system, a new software structure was developed which includes five

blocks. New modules, including G-code parser, OpenGL visualization, part alignment,

surface measurement, and surface reconstruction modules were added and implemented in

the new system.
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Chapter 6 Simulations and Experiments

This chapter presents simulation and experiment. The experiment is on polishing the edge of
a doorstop using the Tripod. This experiment validates the software developed in chapter 5
and demonstrates the effectiveness of the proposed methods. The simulation is carried out by
MATLAB program. It demonstrates how to use the iterative method presented in chapter 3 to
determine the optimal sampling frequency of a damaged part from partially known
information. After that, the part surface is reconstructed by B-Spline interpolation. The
trajectory planning is performed on the reconstructed B-Spline surface. Finally, the tracking

errors of the three-axis motion control are plotted.
6.1 Experiment

The experiment set up is shown in Figure 6-1. The task of the experiment is to polish the
edge of the doorstop without CAD model. The enlarged picture of the doorstop is shown in
Figure 6-2. The edge of the doorstop consists of several plane curves. Each curve is probed
point by point based on the iterative spectra comparison method presented in Chapter 3.
Figure 6-3 shows the main interface of the edge following. Area D shows the spectra
comparison of the two times sampling of the first plane curve, edge 1 as shown in Figure 6-2,
The probe stops after the second probing since the spectra error is less than the given
tolerance. B-Spline curves are reconstructed as a wire frame CAD model for the part as
shown in Figure 6-4. The trajectory is planned based on the reconstructed B-Spline curves as
shown in figure 6-5. Then the TTP is changed to a polishing tool-bit. Since the length of the
TTP and the polish tool-bit is different, alignment has to be performed on the planned tool
trajectory. Finally, the tripod drives the polish tool-bit to perform the edge following task
while polishing the edge. Figure 6-5 shows the result after the following task. Window B

shows the planned trajectory. Window B shows the actual visualized tool track. Window C

shows the current state of Tripod.
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Figure 6-1 Experiment Setup.

Edge 1

Figure 6-2 Doorstop Used in the Experiment.
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6.2 Simulation

In this sectioh, simulation is carried out for the problem of repairing a damaged part. The
assumed surface of the perfect part is modeled by eqn. (6-1), as shown in Figure 6-6. The
damaged surface is modeled using eqn. (6-2), as shown in Figure 6-7. The task is to model

the damaged part and plan an accurate path to follow the contour.

2,(x,y) =31 —x)2 e 10(?-;:-‘ —yle™ ) —%e“‘"”:_’: (~1dm S x < 1dm;=2dm S y < 2dm)

(6-1)

2(x,y)=0 (-ldm<x<-0.3dm; 0.5< y <0.8dm)
z(x,y) = 2,(x,y)  (others) (6-2)
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Figure 6-8 Power Spectrum of the FirstLSegryriént.

First, the part is evenly divided to 2 by 4 segments. The widths of the segment in the x

direction and y direction are all 1 decimeter (dm). The first segment along x is from -1 dm to

0 dm and along y is from —2 dm to 1 dm. In the surface measurement, two-dimensional FFT
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are performed on each segment and 99% BW for each segment are found. Figure 6-8 shows

the power spectrum of the first segment.

From the spectrum, the initial digitizing distance is chosen as 1/20 dm and 1/16 dm. After
that, the damaged part is digitized twice. The two spectra are compared and relative MSE is
calculated as 2.081%, which is lower than the preset value of 10%. Therefore, none of these
two digitizing are undersampling and no more digitizing is needed for this segment. For the
third segment where x i1s from—1 dm to O dm and y is from O to 1dm, the relative MSE of the
first two digitizing is calculated as 11.04% that is large than the preset value. Therefore, one
more iteration is needed and the MSE of the second time is calculated as 6.7279% that is
acceptable. After all the segments are finished, the digitized points are shown in Figure 6-9.
In these segments, the MSE error is below 5% except the third segment which contains the

damaged portion. The digitized data are sent to surface reconstruction block.
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Figure 6-9 Digitized Data.

Resampled Dala

274
Y Axig LA

“Figure 6-10 Resampled data.

XAds . -

T

81



X
TR

TR
TN \}\\\\\\\\\\\‘&:

¥ Axis

Figure 6-11 Reconstructed Surface.

Figure 6-10 shows the re-sampled data and Figure 6-11 shows the final reconstructed surface.
The reconstructed surface is sent to the tool trajectory planning block. Figure 6-12 shows the
top view of the planned command points and Figure 6-13 shows the discrete command points
viewed from the side. It can be seen that when the slope is sharp, the command points are

dense.
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Figure 6-12 Top View of the P]ahﬁéd Trajetory.
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Figure 6-14 Three-axis Tracks and Tracking Errors.

After trajectory planning, the discrete command points are sent to the Simulink model of a
three-axis machine to simulate the result. Figure 6-14 shows the comparison of the command
points and the tracking of the toolhead of the first line of x axis motion and y axis motion. In
Figure 6-14, the solid line donates the command points and the dot line donates the tracking
of the tool. The solid lines and the dot lines coincide with each other in the picture since the
deviation between them are small. Figure 6-14 also shows the tracking error of the Simulink

model. The result shows that the Simulink model can accurately follow the planned trajectory.

6.3 Summary

This chapter presented the simulation and experiment. The task of the experiment is to polish
the edge of a doorstop using the Tripod. This experiment validated the software developed in

chapter 5, and demonstrated the effectiveness of the proposed methods. The simulation was

83



carried out by MATLAB program. It demonstrated how to use the iterative method presented
in chapter 3 to determine the optimal sampling frequency of a damaged part from partially
known information. After that, the part surface was reconstructed by B-Spline interpolation.
The trajectory planning was performed on the reconstructed B-Spline surface. Finally, the

tracking errors of the three-axis motion control were plotted.
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Chapter 7 Conclusions

A new shape adaptive motion control system is proposed in this thesis. The system consists
of five blocks, surface measurement, surface reconstruction, tool trajectory planning, axis
motion control and alignment. The method for each block is presented and their integration is

provided. The effectiveness of the proposed system is demonstrated by simulation on

damaged part repair and experiment on edge polishing.
The main contribution of the thesis is the integration of the five blocks.

e In the surface measurement block, a new iterative spectra comparison method is
proposed to determine the optimal sampling frequency with or without CAD model.

e In the surface reconstruction block, spatial spectral analysis method is applied to
compare the performance of different interpolation methods. B-Spline interpolation
method is selected and implemented in the spatial spectral domain.

e In the tool trajectory planning block, a new trajectory planning method is introduced
for accurate trajectory planning based on CAD model.

e In the part alignment, an existing three-point alignment method is extended to align
both CAD model and tool trajectory.

e A new software package based on the proposed methods has been implemented on

Tripod, together with three-dimensional visualization.
Further work is suggested as follows:

e In surface measurement, the Short Time Fourier Transform has been implemented A
nature extension of this work will be on wavelet-based techniques.
e In surface reconstruction, the further work would be on investigating the Non

Uniform Rational B-Splines (NURBS) surface reconstruction method.
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In tool trajectory planning, more topics such as collision detection and avoidance
would be included.
In part alignment, the current method can align CAD model in STL file format. The

methods to align the CAD model in other file formats can be studied.
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Appendix A Introduction to Spatial Spectral Analysis

In signal processing, there are three commonly used domains, time domain, spatial domain,
and spectral domain. The time domain is used when a signal is measured with respect to time,
such as current. The spatial domain is used when a signal is measured with respect to space,
such as curve, surface. The spectral domain is defined when signals are transformed to use

frequency as an independent variable [24].

There are two points of view of spatial spectral analysis, namely, from signal point of view
and from system point of view. For the first viewpoint, the objects under study are Fourier
transform, power spectrum, and bandwidth. Fourier transform is one of the basic tools used
to transform signals from one domain to another domain. For the spatial spectral analysis, the

Fourier Transform of a two dimensional spatial curve z=f{x) can be written as:

flx)= ch IR (A-1)

k=—00

where coefficient c(k) is calculated as
_ i . p—j2afpx A-2
ct)=- _[z eIV gy (A-2)

In egs. (A-1) and (A-2), F, is the base frequency of the signal. For two- dimensional spatial
signal with length L, F, is the reciprocal of L. ¢, is usually called Fourier Series. In [7 ~ 10],

ci is defined as Fourier Descriptor.

The reason that the Fourier series are commonly used is because it has clear physical
meaning. From the viewpoint of signal decomposition, when a signal is decomposed to a

harmonic series, ¢ are the coefficients of the decomposed series. Therefore, discrete series ¢

can be used to determine the continuous spatial signal f{x).
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Two commonly used frequency features are power spectrum and bandwidth. Spectrum is
used to extract the frequency contents from a signal [24]. Power spectrum is the square of the
magnitude of the Fourier coefficients. The physical meaning of the power spectrum is the

power distribution of the harmonic components.

Parseval Theorem is an import theorem in the spatial spectral analyzing, as given below

[ |z ax= [ |zw) dx A3)

The left-hand side of the eqn. (A-3) is the signal energy expressed in the spatial domain. The
right-hand side of the equation is the signal energy expressed in the spectral domain. The
Parseval’s relation unveils that the signal energy is fully conserved in the frequency domain
after the Fourier Transformation. Since a spatial signal has only limited length and carries
only finite energy, it is possible to find a frequency, above which all the power of the
harmonic components of the spectrum is 0. This frequency is defined as bandwidth (BW). A
signal with BW is defined as band limited signal. In some research [24], the sum of the

power spectrum below certain value f is defined as the accumulation spectrum.

Usually, the spatial signals of geometrical parts are all band-unlimited. This means that the
spectra of these signals extend to infinity. However, based on the Parseval’s relation, the
energy of all the frequency components must be limited in the spectral domain. Since the
signal carries only limited energy in the spatial domain, the trend of power spectrum
decreases as the frequency increases. The percentage of energy at a frequency may be
defined relative to BW. For example, a 99% BW corresponds to a -20dB loss in spectrum
[16].

The main problem associated with the Fourier transform is that the spectrum does not contain
the location information. That is, from the spectrum, it is not known where high components

lie. The intuitive solution to this problem is to segment the entire spatial axis to small lengths
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and apply the Fourier transform on each one. The transform of this type is called the Short

Time Fourier Transform (STFT). For a signal z=f(x), the STFT is expressed as

F(m w) = i f(n)-wn—m)e™ ™ (A-4)

n=-oo

where w(n-m) is the sliding window of function w(n) located at m, and w(n) is selected as a

rectangle window or Gaussian window [24].

For curves, one-dimensional Fourier transform is used, and for surfaces, two- dimensional
Fourier transform is used. In general, a surface is expressed as z=f{x,y), and two-dimensional

Fourier transform is given as

Flu,v)= [ [f 0 y)e ™ dxdy

—oo—oca

' (A-5)
fx,y)= _[ I F(u,v)e’ ™ dudy

—o0—00

It can be seen that the two-dimensional Fourier transform has a similar concept of spectrum

and bandwidth. In this case, the spectrum is two-dimensional, and the bandwidths are defined

in both x and y direction.

The objects under study from the viewpoint of systems are system and its properties
including inpur and output, impulse response and frequency response. In general, systems

can be classified into

e Continuous time or discrete time;
e Causal or non-causal,;
e Linear or nonlinear;

¢ Time-invariant or time-varying.
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The signal input and output relation may be expressed as
x(t) > T — y(#) or T(x(1)) = y(¢)
where T is the system model, x(z) is the input signal, and y(z) is the output signal.

In this thesis, we are concerned about the characteristics of Linear Time-Invariant Systems
(LTT). A time-invariant system means that the parameters of the system model do not change

with time. A system is defined as linear when all input and output signals satisfy:

T(A-x(1))=A-T(x(1)

(A-6)
T(x (1) +x, (1)) =T (x, (1)) + T (x, (1))

A very important function is impulse function or delta function. Delta function is defined as

8(t)=0 x(t)#0

[ swar=1 (A
In the physical world, the delta function is the abstraction of the phenomenon, which lasts at
a very short interval. One of the most intuitive representations of the delta function in the
physical world is the ideal digitizing process in which the digitizing time is supposed to
approach zero. At this time, once digitizing is represented by the multiplication of the delta
function and the surface model. The multiple digitizing (Figure A-1(c)) is represented as the

multiplication of the delta train (Figure A-1(a)) and the surface model (Figure A-1(b)).

T

L] 11,

Ldl
0 x

- (a). Delta train
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(b). Curve

LT

0

(c) Digitized Samples

Figure A-1 Delta Train and Sampling

The impulse response (IR) of a LTI system is defined as the response of the system to the

delta function. It can be expressed as
h(t)=T(S(@®)) (A-8)

The frequency response (FR) of the system is defined as the Fourier transform of the impulse

response.
H(w)=FT(h(t)) (A-9)

From the definition of the LTI and the sampling characteristic of delta function, it can be

derived that

y(t) = Lx(t)-h(t—r)dr (A-10)
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where x(t), h(t) and y(t) are input signal, impulse response and output signal of the system,

respectively.

Anther important concept is Convolution. For a discrete system, we have
y(n) =2 x(n)-h(n—F) (A-11)
k=0

The above calculation is defined as convolution and expressed as

y(n) = x(n)*h(n) (A-12)
Furthermore, from the definition of the Fourier transform, we have

Y(w)=X(w)-H(w) (A-13)

where Y(w), X(w) and H(w) are the Fourier transform of the y(z), x(t) and h(t), respectively.

The Nyquist theorem is also called the sampling theorem for it answers the question of what
size of digitizing points is sufficient to fully recover the signal from the digitized point set.
As explained in the spatial spectral analysis, the ideal surface measurement is to multiply the
original spatial signals by the delta train [24]. From the convolution theorem, the
multiplication in the spatial domain equals the convolution in spectral domain and vice visa.
Therefore, a, and b, are the coefficients of the decomposition and defined as a Fourier Series.
Conversely, when the signal is sampled less than the twice of the bandwidth, the spectral
spectrum has alias effects in the spectral domain and distortion in the spatial domain. In this

case, the signal cannot be fully recovered.

From the view point of signal processing, surface interpolation and surface reconstruction
can be considered as processing the digitized data by a reconstruction filter. Therefore, the

procedure of calculating the coefficients involves de-convolution and filter operations.
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Figure A-2 Spatial Spectral Analysis of Measurement and Reconstruction.

The above figure explains the surface digitization and surface interpolation in spectral
domain. Figure A-2 (a) shows the spectrum of the original signal, and Figure A-2 (b) shows
the spectrum of the digitized data. The spectrum of the digitized data is the convolution of
the spectrum of the original signal with the spectrum of the delta function. In Figure A-3 (b),
the dot-line represents a ideal low pass filter. By multiply the spectrum by a low pass filter,

the spectrum of the original signal can be fully recovered.
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