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ABSTRACT

Susceptible-infective-removed epidemic models with horizontal and verti-

cal transmissions and linear treatment rates are investigated. All the ranges

of the parameters involved in the models for the infection-free equilibrium

and the epidemic equilibrium to be positive are found. Like the previous re-

sults on the models without vertical transmissions or the linear treatments,

we study stability of these equilibria. The novelty is that we justify that these

positive equilibria are stable focuses or stable nodes under suitable conditions

on the parameters. These results provide more detailed descriptions of be-

haviours of the epidemic diseases near the equilibria. Our results will exhibit

the effect of the vertical transmissions and the linear treatment rates on the

epidemic models. Some simulations results are provided to understand the

phase portraits near the equilibria.
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Chapter 1

Introduction

Infectious-diseases have been a concern for a while now. When they enter

a population it can be very difficult to control the spread. A well known

example of this is the bubonic plague that affected most of Europe in the

mid 14th century. This disease was deadly and it spread quickly, it wiped

out more than half of the population in Europe in just a few years. A more

recent epidemic that occurred in the early 2000. Was the SARS epidemic,

or severe acute repository syndrome. This was first identified in Asia and

spread quickly around the world affecting over 5000 people. Epidemic models

help us understand the interaction of diseases when they affect a population.

Through mathematical analysis, we can understand how treatment can help

eradicate or maintain the spread of disease. Treatments (public health in-

tervention) such as isolation or quarantine are useful methods to prevent

epidemic diseases. An example of this can be the Ebola out-break that oc-

curred recently, which originated in Africa. All the individuals that were
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infected at the time were quickly quarantined even though no cure was read-

ily available or existed at the time. The purpose was to prevent it from

spreading, and eradicate the disease that way.

1.1 Objectives

Recently there have been a few epidemic models which have been introduced,

each has their advantages and disadvantages and some are more suitable to

represent a specific class of diseases over others. The main objective of this

thesis are the following

• 1. To modify a previously introduced SIR epidemic model and study

its dynamical behaviour.

• 2. To find all of the positive equilibria of the model and study the

qualitative behaviour of each equilibria through each of the parameters

involved.

The model that we modify is the SIR-epidemic model introduced in [12].

We add the following treatment function T (I) = hI, where 0 ≤ h <∞. We

define h later in the paper. It is important to note that we can not combine

h with our other parameters.
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1.2 Methodology

To perform our mathematical analysis we will use the theory and methods

introduced in chapter 2. We will reduce our system of three non-linear dif-

ferential equations to just two non-linear differential equations, letting us

analyse the model in R2. We will introduce the reproduction number R0

and through it we will give the ranges of parameters for the model to have

positive equilibria. After we have determined the equilibria we will study the

stability of the model for each of its equilibrium.

Thesis organization

• Chapter 1: We have provided a brief introduction to the motivation

and study of epidemic models, our objective and method.

• Chapter 2: We introduce the mathematical theory, definitions and

methods that we will use through out our paper to determine the equi-

libria of the model and the theory required to study the stability of

each equilibrium.

• Chapter 3: We give some background on epidemic models and moti-

vation for them. We introduce one of the very first epidemic models.

We show a flow diagram to illustrate how we build an SIR epidemic

model. The parameters and their biological meanings are introduced.

We introduce the model that we study, and some previous results are

mentioned. Lastly, we give all the positive equilibria of the model and

the conditions for the parameters involved.
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• Chapter 4: We study the stability for each positive equilibria. Some

figures are shown to illustrate our results.

• Chapter 5: This chapter contains the discussion of our results.

4



Chapter 2

Theory of dynamical systems

2.1 Introduction

In this chapter we will introduce the mathematical theory that we will use

throughout our thesis. In particular, the theory of dynamical systems will

allow us to analyse our model. We introduced the following theory because

the model we study is a non-trivial dynamical system composed of ordinary

non-linear differential equations. Thus it is not possible to find explicit so-

lutions of the system in question. The theory we introduce will allow us to

study the behaviour of the system near its equilibria. This will allow us to

better understand the long term behaviour of our model.
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Consider the following planar system


ẋ(t) = f(x(t), y(t)),

ẏ(t) = g(x(t), y(t)),

(2.1.1)

subject to the initial value condition:

(x(0), y(0)) = (x0, y0), (2.1.2)

where f, g ∈ C1(R2).

Definition 2.1.1. (x, y) is said to be a solution of (2.1.1)-(2.1.2) if x, y ∈

C1(R+) and satisfy (2.1.1)-(2.1.2). A solution (x, y) is said to be positive if

x, y ∈ P , where

P = {x ∈ C1(R+) : x(t) ≥ 0 for t ∈ R+}.

Since f, g ∈ C1(R2), it is well known that for each initial value (x0, y0) ∈ R2,

(2.1.1)-(2.1.2) has a unique solution. Moreover, if f and g satisfy

f(0, y) ≥ 0 and g(x, 0) ≥ 0 for x, y ∈ R+,

then for each initial value (x0, y0) ∈ R2
+, the unique solution of (2.1.1)-(2.1.2)

is positive (see [15, Proposition B.7]).

Let us introduce the following autonomous dynamical system


ẋ = f(x, y),

ẏ = g(x, y),

(2.1.3)
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2.2 Definition of autonomous differential equa-

tion

An autonomous system is a system of ordinary differential equations of the

form, ẋ(t) = f(x(t)). That is, it is a system of ordinary differential equa-

tions which do not explicitly depend on the independent variables. Where t

represents time.

2.3 Equilibria of differential equations

An equilibrium point of a system of differential equations is a constant solu-

tion of the system. They allow us to understand the behaviour of the system

in a neighbourhood of each of the equilibrium points. With respect to epi-

demic models, they are of interest since they represent resting or stationary

states of the system. For example, if there exists an equilibrium point of the

form (x, 0), where x > 0, then this would represent a disease-free equilibrium

point. This would represent the state when the disease dies out.

Definition 2.3.1. A point (x, y) ∈ R2
+ is said to be an equilibrium point of

(2.1.3) if (x, y) satisfies f(x, y) = 0 and g(x, y) = 0. It is said to be a positive

equilibrium point if x ≥ 0 and y ≥ 0; an interior equilibrium point if x > 0

and y > 0.
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2.4 Phase plane analysis

In order to analyse the behaviour of our system near each of the equilibrium

points we need to introduce the following well-known qualitative theory. Be-

fore we introduce some of the results we will use, let us first introduce the

linearization of a non-linear system about its equilibrium point.

Definition 2.4.1. [20] Linearization is a method that will allow us to analyse

the local stability of an equilibrium point of a system of non-linear differential

equations.

Consider system (2.1.3), a first order autonomous differential system with

two variables x and y. The local stability of an equilibrium point is deter-

mined by the eigenvalues of the Jacobian matrix. The functions f and g are

expanded using Taylor formula about the equilibrium point (x̄, ȳ). Assume

that f and g have continuous-second order partial derivatives in an open set

containing the point (x̄, ȳ). Let u = x− x̄, and v = y − ȳ. Then

du

dt
= f(x̄, ȳ) + fx(x̄, ȳ)u+ fy(x̄, ȳ)v + fxx(x̄, ȳ)

u2

2
+ ...,

dv

dt
= g(x̄, ȳ) + gx(x̄, ȳ)u+ gy(x̄, ȳ)v + gxx(x̄, ȳ)

u2

2
+ ...,

where

fx(x̄, ȳ) =
∂f(x, y)

∂x
|x=x̄,y=ȳ and gx(x̄, ȳ) =

∂g(x, y)

∂x
|x=x̄,y=ȳ and so on. Recall

from definition 2.3.1, that an equilibrium point (x̄, ȳ) of the system (2.1.3)

satisfies f(x̄, ȳ) = 0 and g(x̄, ȳ) = 0.
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The system linearized about the equilibrium (x̄, ȳ) is

dZ

dt
= AZ,

where Z = (u, v)T and A is the Jacobian matrix evaluated at the equilibrium

point. see (2.4.1) below.

Now we introduce some results on stability and phase portraits of planar

systems near the equilibria in qualitative theory see [1, 13, 15].

We denote by A(x, y) the Jacobian matrix of f and g at (x, y).

A(x, y) =


∂f

∂x

∂f

∂y
∂g

∂x

∂g

∂y

 (2.4.1)

and by |A(x, y)| and tr(A(x, y)) the determinant and the trace of A(x, y)

respectively.

The characteristic polynomial of A(x, y) is

λ2 − tr(A(x, y)) + |A(x, y)|.

It is well known that the solutions of a planar system near its equilibria

(x̄, ȳ) can be studied by the eigenvalues of A(x, y), which are determined by

|A(x, y)| and tr(A(x, y)).

Definition 2.4.2. An equilibrium point (x∗, y∗) is said to be globally asymp-

totically stable if it is locally asymptotically stable and each solution (x, y)

of (2.1.1)-(2.1.2) with (x0, y0) ∈ R2
+ converges to (x∗, y∗) in R2, that is,

limt→∞(x(t), y(t)) = (x∗, y∗).
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Definition 2.4.3. An equilibrium point is a node if the Jacobian matrix

has two distinct real eigenvalues with the same sign. If the eigenvalues are

real and negative then it is a stable node. The solution will approach the

equilibrium point regardless of the starting point.

Definition 2.4.4. An equilibrium point is a focus if the Jacobian matrix has

complex eigenvalues with non-zero real parts. The solutions start from any

point other then the equilibrium point and spiral towards the equilibrium

point.

Definition 2.4.5. An equilibrium point is a saddle node if the Jacobian

matrix has one zero eigenvalue. Two equilibrium points, a saddle and a node

collide with each other and disappear.

The following results can be found in [13] and have been used in [4, 8, 10,

11, 19].

Lemma 2.4.1. [20] If (x∗, y∗) is an equilibrium of (2.1.1), then the following

assertions hold.

(i) If |A(x∗, y∗)| < 0, then (x∗, y∗) is a saddle of (2.1.1).

(ii) If |A(x∗, y∗)| > 0, tr(A(x∗, y∗)) < 0 and

(tr(A(x∗, y∗)))2 − 4|A(x∗, y∗)| ≥ 0 then (x∗, y∗) is a stable node of (2.1.1).

(iii) If |A(x∗, y∗)| > 0, tr(A(x∗, y∗)) < 0 and

(tr(A(x∗, y∗)))2 − 4|A(x∗, y∗)| < 0 then (x∗, y∗) is a stable focus of (2.1.1).

(iv) If |A(x∗, y∗)| > 0 and tr(A(x∗, y∗)) < 0, then (x∗, y∗) is locally asymp-

totically stable.
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Lemma 2.4.2. Assume that each positive solution of (2.1.1)-(2.1.2) with

(x0, y0) ∈ R2
+ is contained in a bounded closed subset B of R2. Assume that

B contains only one equilibrium (x∗, y∗) of (2.1.1) and (x∗, y∗) belongs to the

boundary of B. Then each positive solution of (2.1.1)-(2.1.2) converges to

(x∗, y∗).

Definition 2.4.6. A map T : R2 → R2 defined by T (x, y) = (f(x, y), g(x, y))

is said to be regular if T is one to one and onto, T and T−1 are continuous

and |A(x, y)| 6= 0 on R2. If T is regular, then the following transformation

 u = f(x, y),

v = g(x, y)

is said to be a regular transformation. If (2.1.1) is changed into another

system under suitable regular transformations, then the two systems are

said to be equivalent. It is known that under regular transformations, the

topological structures of solutions of a planar system near equilibria including

a variety of dynamics like saddles, topological saddles, nodes, saddle-nodes,

foci, centers, or cusps remain unchanged.

Lemma 2.4.3. [8] Let (x∗, y∗) be an equilibrium of (2.1.1). Assume that

|A(x∗, y∗)| = 0, tr(A(x∗, y∗)) 6= 0 and (2.1.1) is equivalent to the following

system 
u̇ = p(u, v),

v̇ = %v + q(u, v)

(2.4.2)
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with an isolated equilibrium point (0, 0), where % 6= 0,

p(u, v) =
∑∞

i+j=2,i,j≥0 aiju
ivj and q(u, v) =

∑∞
i+j=2,i,j≥0 biju

ivj are convergent

power series. If a20 6= 0, then (x∗, y∗) is a saddle-node of (2.1.1).

12



Chapter 3

Introduction to the epidemic

models

In the first section of this chapter we will introduce the background of the

epidemic model that we will study. We will show how the model is con-

structed and the motivation behind it. In the second part of the section we

will present our model of interest. The model is an extension of a model

studied in [12].

3.1 Background of the epidemic model

The study of infectious disease models or epidemic models is useful in under-

standing the spread of disease in a population, or the interaction of disease

in a community. The following paper [5] introduces this idea using basic

epidemic models. Kermack introduced one of the first SIR model composed
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of non-linear ordinary differential equations to explain the interaction that

diseases such as the great plague (1665-1666), the cholera epidemic in Lon-

don (1865), and the plague in Bombay (1906) had on a population. The

following is the model Kermack introduced


dS
dt

= −βSI
N
,

dI
dt

= βSI
N
− rI,

dR
dt

= rI,

(3.1.1)

where the population is divided into three subgroups, S, I, and R. S

represents the portion of the population that is susceptible to the disease.

I represents the portion of the population that is infected or infectious. R

represents the portion of the population that is removed from the susceptible

and infectious subgroups. Note that in this model it is assumed that once an

individual has recovered from the disease (infection) they can not contract

it again. They are immune to it (lifelong). It is assumed that the total pop-

ulation is unchanged, S + I + R = N , where N is the total population at

some time t. The above model is limited in the sense that it does not accu-

rately capture a real world setting. For example, it assumes no birth-rate or

natural death-rate, or treatment of any kind. Moreover, this models assumes

only horizontal transmission. That is, it assumes that individuals can only

be infected by direct contact. Meng and Chen [12] improved the model by

introducing vertical transmission. Vertical transmission is the passing of the

infection from the mother to her offspring. Further, they also introduced

14



a birth-rate b, and a natural death-rate d. It is assumed that b = d. The

above modifications to the model allows it to represent more diseases such

as measles, rubella and HIV-AIDS. The following section will introduce this

model and show how it is constructed and our modification on it.

3.2 Construction of the model

In this section we introduce the model studied in [12], and how it is con-

structed. We show our modification to the model and its significance. The

following model is the SIR model in [12].


Ṡ = −βSI − dS + pbI + b(S +R),

İ = βSI − dI − rI + qbI,

Ṙ = rI − bR,

(3.2.1)

where S(t), I(t), R(t) represent the densities of the three subgroups of the

population at time t ≥ 0 as mentioned earlier.

• β > 0 denotes the effective per capita contact rate of infective individ-

uals (effective rate of transmission).

• q ∈ [0, 1] denotes the fraction of the infected unborn or newly born

offspring of the infective parent.

• b > 0 denotes the birth rate of the susceptible population, which is as-

sumed to equal the death rate, to keep the total population unchanged.

15



• r > 0 denotes the recovery rate of the infective individuals.

• p ∈ [0, 1] denotes the proportion of offspring’s of infective parents that

are susceptible individuals.

• d > 0 denotes the natural death rate.

The following diagram can aid the reader in understanding how the model

was set up.

Figure 3.1: Flow diagram of the SIR model.

We modify the model by introducing a linear treatment rate hI, where

h ≥ 0 is a constant representing the capacity of the treatment for a disease

in a community. It is important to note that treatment isn’t necessarily done

in the form of antibiotics or medication of any sort. A form of quarantine or

isolation would also be considered as a form of treatment. Treatment here is

assumed to be proportional to the level of the infectious population. Thus,

the model becomes

16




Ṡ = −βSI − dS + pbI + b(S +R),

İ = βSI − dI − rI + qb− hI,

Ṙ = rI − bR + hI,

(3.2.2)

Note that the population has a constant size which we normalize to unity.

So S(t) + R(t) + I(t) = 1 for t ≥ 0. Further, p + q = 1, so we have

R = 1 − (S + R), and p = 1 − q. For simplification, we let x(t) = s(t) and

y(t) = I(t). Thus, the above model can be rewritten as


ẋ = b− βxy − bx− qby := f(x, y),

ẏ = βxy − by − ry + qby − hy := g(x, y),

(3.2.3)

where x(t) and y(t) denote the densities of the populations of the suscep-

tible and infective respectively at time t ≥ 0.

3.3 Previous results

The above model with h = 0 and q ∈ (0, 1) becomes the SIR model only

with horizontal and vertical transmissions considered by Meng and Chen

[12]. They showed that the model contains a disease free equilibrium (S∗0 , 0)

and a positive interior equilibrium (S∗1 , I
∗
1 ). They showed that under suitable

conditions the disease-free equilibrium (S∗0 , 0) is unstable or locally stable,

and the positive interior equilibrium or epidemic equilibrium (S∗1 , I
∗
1 ) can

be unstable or locally stable. They showed these results in terms of R0,
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where R0 is the basic reproduction number. R0 is defined to be the number

or infections caused by an infected individual in a completely susceptible

population.

The model (3.2.3) with constant treatment rates was studied by Luo,

Zhu and Lan [11]. They studied the phase portraits near the equilibria for

the epidemic models with horizontal and vertical transmissions and constant

treatment rates. They provided the conditions on the parameters involved

and justified that under these conditions, the equilibria are stable focuses,

stable nodes, saddle-nodes or cusps with dimension 2. Bogdanov-Takens bi-

furcations containing saddle-node bifurcations, Hopf bifurcations and homo-

clinic bifurcations were studied in [11].

The SIR models (3.2.3) with q = h = 0 is the classic model only with hor-

izontal transmissions studied by Hethcote [5], where no vertical transmission

or treatment is accounted for.

3.4 Positive equilibria of the model

Recall that (x, y) ∈ R2 is an equilibrium of (3.2.3) if f(x, y) = 0 and g(x, y) =

0. An equilibrium (x, y) of (3.2.3) is said to be positive if x ≥ 0 and y ≥ 0;

and to be a positive interior (endemic) equilibrium if x > 0 and y > 0.

Notation: Let

η := η(r, b, q) = r + (1− q)b and q1 = b+r−β
b

.

18



The following result gives necessary and sufficient conditions among the

parameters, which are useful to understand the conditions used in the rest

of results.

Lemma 3.4.1. (1) β < η if and only if either r ≤ β < b+ r and 0 ≤ q < q1

or β < r and 0 ≤ q ≤ 1.

(2) η < β if and only if b + r < β and 0 ≤ q ≤ 1 or r < β ≤ b + r and

q1 < q ≤ 1.

(3) η ≤ β if and only if either b + r < β and 0 ≤ q ≤ 1 or r ≤ β ≤ b + r

and q1 ≤ q ≤ 1.

(4) η ≤ β < η + b if and only if either b + r < β < 2b + r − qb and

0 ≤ q ≤ 1 or r ≤ β ≤ b+ r and q1 ≤ q ≤ 1.

(5) β = η if and only if r ≤ β ≤ b+ r and q = q1.

Proof. By definition of η and q1 we have,

η − β = b(
b+ r − β

b
− q) = b(q1 − q) (3.4.1)

and,

η + b− β = b(
2b+ r − β

b
− q) = b(q1 + 1− q) (3.4.2)

(1) If r ≤ β < b + r then 0 < q1 < 1 and q1 = 1 if β = r. This together

with 0 ≤ q < q1 and equation (3.4.1) imply the result.

If β < r then q1 > 1. This together with 0 ≤ q ≤ 1 and equation (3.4.1)

imply the result.
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(2) If r + b < β then q1 < 0.This together with 0 ≤ q ≤ 1 and equation

(3.4.1) imply the result.

If r < β < b + r then 0 ≤ q1 < 1. This together with q1 < 1 ≤ 1 and

equation (3.4.1) imply the result.

(3) This result follows from result (2) with q = q1. If q = q1, by equation

(3.4.1) we have η − β = 0.

(4) If b + r < β then q1 < 0. Since β < 2b + r − qb then η + b − β =

2b+ r − qb− β > 0. So β < η + b. Thus η ≤ β < η + b.

If r ≤ β ≤ b+ r then 0 ≤ q1 ≤ 1. Further, since q ∈ [0, 1] then 1− q ≥ 0.

The result follows from equation (3.4.2).

(5) r ≤ β ≤ b + r then 0 ≤ q1 ≤ 1, since q = q1 by equation (3.4.1) we

have η − β = 0. The result holds.

We denote by R0 the basic reproduction number of the model (3.2.3).

Then

R0 =
β

η + h
. (3.4.3)

Lemma 3.4.2. (1) R0 > 1 if and only if η < β and 0 ≤ h < β − η.

(2) R0 < 1 if and only if either 0 < β < η and h ≥ 0 or η ≤ β and

h > β − η.

(3) R0 = 1 if and only if η ≤ β and h = β − η.

Proof. By definition of R0 we have,

R0 − 1 =
β − η − h
h+ η

. (3.4.4)
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Note, that h ≥ 0 and η > 0 so h+ η 6= 0. Thus (3.4.4) is well-defined.

(1) If η < β and 0 ≤ h < β − η by equation (3.4.4) we have R0 − 1 > 0.

The result follows.

(2) If 0 < β < η and h ≥ 0 then β − η < 0. By equation (3.4.4) we have

R0 − 1 < 0.

If η ≤ β and h > β − η then β − η ≥ 0. By equation (3.4.4) we have

R0 − 1 < 0. The result follows.

If η ≤ β then β− η ≥ 0. Since h = β− η by equation (3.4.4), R0− 1 = 0.

The result follows.

We prove the following main result on the number of equilibria of (3.2.3).

Theorem 3.4.3. (1) If R0 ≤ 1, then (1, 0) is the unique positive equilibrium

of (3.2.3).

(2) If R0 > 1, then (3.2.3) has only two positive equilibria: (1, 0) and

(x̄, ȳ), where

x̄ =
η + h

β
and ȳ =

b(β − η − h)

β(b+ r + h)
. (3.4.5)

Proof. It is clear that (x, y) is an equilibrium of (3.2.3) if and only if (x, y)

satisfies the following system
b− βxy − bx− qby = 0,

βxy − by − ry + qby − hy = 0.

(3.4.6)

For b, r, β > 0, q ∈ [0, 1] and h ≥ 0, it is clear that (1, 0) is a solution of

(3.4.6) and is a positive equilibrium of (3.2.3). It is easy to see that (3.4.6)
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with y 6= 0 is equivalent to the following system
b− βxy − bx− qby = 0,

βx− r − b− h+ qb = 0.

(3.4.7)

Solving the second equation of (3.4.7) we obtain

x =
r + (1− q)b+ h

β
=
η + h

β
. (3.4.8)

This, together with the first equation of (3.4.7), implies

y =
b[β + qb− (r + b+ h)]

β(r + b+ h)
=
b(β − η − h)

β(r + b+ h)
. (3.4.9)

If R0 > 1, then by Lemma 3.4.2 (1) we have η < β and 0 ≤ h < β − η.

This, together with (3.4.9), implies y > 0. Hence, (x̄, ȳ) given in (3.4.5) is

a positive interior equilibrium of (3.2.3). If R0 < 1, then by Lemma 3.4.2

(2) we have either 0 < β < η and h ≥ 0 or η ≤ β and h > β − η. This

implies that β − η− h < 0 and y < 0. Hence, (3.2.3) has no positive interior

equilibria. If R0 = 1, then by Lemma 3.4.2 (3) we have η ≤ β and h = β−η.

This, together with (3.4.9) and (3.4.8), implies y = 0 and x = 1. The results

follow.

Theorem 3.4.3 improves [5, Theorem 6.1] and the result on the number

of positive equilibria obtained in [12, section 2]. We generalize the results for

positive equilibria obtained in [12, section 2] and provide the range on the

parameters involved to achieve a positive equilibrium.
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Chapter 4

Qualitative behaviour of the

equilibrium points

4.1 Phase portraits of the equilibria points

In this section, we study the stability and phase portraits of each positive

equilibrium of (3.2.3).

Let A(x, y) be the Jacobian matrix of f and g defined in (3.2.3). By

(3.2.3) and (2.4.1), we have

A(x, y) =

 −βy − b −βx− qb

βy βx− η − h

 .

Note that η = r + (1− q)b, we have

|A(x, y)| = βy(b+ r + h)− bβx+ b(η + h) (4.1.1)
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and

tr(A(x, y)) = −β(y − x)− (b+ η + h). (4.1.2)

We first prove the following result on the global stability and phase portraits

near the infection-free equilibrium (1, 0) of (3.2.3).

Theorem 4.1.1. (1) If R0 > 1, then (1, 0) is a saddle of (3.2.3).

(2) If R0 < 1, then (1, 0) is a stable node of (3.2.3). Moreover, the

infection-free equilibrium (1, 0) of (3.2.3) is globally asymptotically stable.

(3) If R0 = 1, then (1, 0) is a saddle-node of (3.2.3).

Proof. By (4.1.1) and (4.1.2) with (x, y) = (1, 0), we have

|A(1, 0)| = b(h− β + η) (4.1.3)

and

tr(A(1, 0)) = β − η − h− b. (4.1.4)

(1) Since R0 > 1, by (4.1.3) and Lemma 3.4.2 (1), we have |A(1, 0)| < 0.

The result follows from Lemma 2.4.1 (i).

(2) Since R0 < 1, by Lemma 3.4.2 (2), (4.1.1) and (4.1.2) we obtain

|A(1, 0)| > 0 and tr(A(1, 0)) < 0. Moreover, we have

tr(A(1, 0))2 − 4|A(1, 0)| = (β − η − h− b)2 − 4b(h− β + η)

= (β − η − h)2 − 2b(β − η − h) + b2 + 4b(β − h− η)

= (β − η − h)2 + 2b(β − η − h) + b2

= (β − η − h+ b)2 ≥ 0.

The first result follows from Lemma 2.4.1 (ii).
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Let B = {(u, v) ∈ R2
+ : u+ v ≤ 1}. Then B is a bounded closed subset of

R2 and contains only the equilibrium (1, 0) of (3.2.3). Since (1, 0) is on the

boundary of B, it follows from Lemma 2.4.2 that every positive solution of

(3.2.3) converges to (1, 0) as t→∞. Hence, (1, 0) is globally asymptotically

stable.

(3) Since R0 = 1, by Lemma 3.4.2 (3), (4.1.1) and (4.1.2), we have

|A(1, 0)| = 0 and tr(A(1, 0)) < 0. We change the equilibrium (1, 0) to the

origin (0, 0) by the change of variables u1 = x − 1 and v1 = y. Note that

h = β − η. Then system (3.2.3) becomes
u̇1 = ẋ = b− β(u1 + 1)v1 − b(u1 + 1)− qbv1 = −βu1v1 − (β + qb)v1 − bu1,

v̇1 = ẏ = β(u1 + 1)v1 − (η + h)v1 = βu1v1 − (η + h− β)v1 = βu1v1.

Let ξ = (β+qb)b−1, u2 = u1 +ξv and v2 = v1. Then the last system becomes

u̇2 = u̇1 + ξv̇1 = −βu1v1 − (β + qb)v1 − bu1 + ξβu1v1

= (ξ − 1)βu1v1 − (β + qb)v1 − bu1

= (ξ − 1)β
[
u2v2 − ξv2

2

]
− (β + qb)v2 − b(u2 − ξv2)

= (ξ − 1)βu2v2 − ξ(ξ − 1)βv2
2 − bu2

and v̇2 = βv2[u2 − ξv2] = −ξbv2
2 + βu2v2.

Let u = v2 and v = u2. Then the above last two equations become
u̇ = −ξbu2 + βuv,

v̇ = −bv + (ξ − 1)βuv − ξ(ξ − 1)βu2.

Since % := −b 6= 0 and a20 := −ξb 6= 0, it follows from Lemma 2.4.3 that

(1, 0) is a saddle-node of (3.2.3).
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Remark 4.1.1. When R0 < 1, Theorem 4.1.1 (2) shows that the infection-

free equilibrium (1, 0) is a stable node and is globally asymptotically stable.

By Lemma 3.4.2 (2), we see that the biological interpretation of Theorem

4.1.1 (2) is that if 0 < β < η with any treatment rate h ≥ 0 or η ≤ β and

the treatment rate h > β − η, then the epidemic disease will be eradicated

and the epidemic can not maintain itself (see Figure 1 (a) below).

Theorem 4.1.1 (3) is new and from its proof, we see that if we move the

saddle-node (0, 0) back to the infection-free equilibrium (1, 0), then (1, 0) is

a saddle-node in the neighbourhood of (1, 0), which is unstable. But we only

consider the solutions in the triangle B = {(u, v) ∈ R2
+ : u+ v ≤ 1}, so from

the Figure 1 (b) below, we see that all the positive solutions in B converge

to (1, 0) and (1, 0) is stable in B, which is consistent with the result when

q = h = 0 given in [5, Theorem 6.1]. Theorem 4.1.1 (1) and (2) with h = 0

were obtained in [12, section 2].

Now, we turn our attention to the positive endemic equilibrium (x̄, ȳ)

given in (3.4.5) of (3.2.3). We first prove the following result which shows

that under suitable conditions, (x̄, ȳ) is locally asymptotically stable.

Theorem 4.1.2. If R0 > 1, then (x̄, ȳ) is locally asymptotically stable.

Proof. Since R0 > 1, it follows from Theorem 3.4.3 (2) that (x̄, ȳ) given in

(3.4.5) is well defined. By (4.1.1) and (4.1.2) with (x, y) = (x̄, ȳ), we have,

|A(x̄, ȳ)| = βȳ(b+ r + h) + b(η + h)− βbx̄ = βȳ(b+ r + h). (4.1.5)

and

tr(A(x̄, ȳ)) = −β(ȳ − x̄)− (b+ h+ η) = −(βȳ + b) (4.1.6)
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Figure 4.1: Phase portrait for 4.1.1 (2).

Since ȳ > 0 and b, r, β > 0, by (4.1.5) and 4.1.6, we have |A(x̄, ȳ)| > 0 and

tr(A(x̄, ȳ)) < 0. The result follows from Lemma 2.4.1 (iv).

Remark 4.1.2. By Lemma 3.4.2 (1), we see that R0 > 1 if and only if

η < β and 0 ≤ h < β − η. Hence, Theorem 4.1.2 generalizes the result in

[12, section 2] from h = 0 to h ∈ [0, β − η). The biological interpretation of

Theorem 4.1.2 is that if η < β, then the epidemic can not be eradicated if

the treatment rate h is smaller than β − η.

We remark that it seems difficult to justify whether (x̄, ȳ) is a stable node

or stable focus for each h ∈ [0, β−η). Our main goal in the rest of this paper

is to find sufficient conditions on the parameters b, r, β, q, h under which (x̄, ȳ)

is a stable node or stable focus. All the results obtained below are new even

when q = 0 or h = 0.

Our first result shows that (x̄, ȳ) could be a stable node or stable focus
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Figure 4.2: The unique solution of h(x) = 0.

for sufficiently small h. To do that, we first prove the following lemmas.

Let

β1 :=
2(b+ r)

3
2

√
b+ r +

√
r

and β2 :=
2(b+ r)

3
2

√
b+ r −

√
r
.

Lemma 4.1.3. Let h(x) = 16x(1 + x)3 − 1 for x ∈ R+. Then the following

assertions hold.

(i) The equation h(x) = 0 has a unique solution γ1 ∈ (0.05, 0.055).

(ii) h(x) < 0 for x ∈ [0, γ1) and h(x) > 0 for x ∈ (γ1,∞).

Proof. Since h′(x) = 16(1 + x2)(1 + 4x) > 0 for x ∈ [0,∞), h is strictly

increasing on [0,∞). Since h(0.05) < 0 and h(0.055) > 0, the result (i) and

(ii) follow.

The graph of the function h in Lemma 4.1.3 is given in Figure 2, and we

can see that the unique solution of h(x) = 0 lies between 0.05 and 0.055.

Lemma 4.1.4. (1) If b > 0, r > 0, then

r < β1 − b < b+ r < β2 − b (4.1.7)
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and the following assertions hold.

(i) If r < β < β1 − b, then 0 < q1 < 1 < β1−β
b

< β2−β
b

.

(ii) If β1 − b < β ≤ b+ r, then 0 < q1 <
β1−β
b

< 1 and β2−β
b

> 1.

(2) If b > 0 and r > γ1b, then

r < β1 − b < b+ r < β1 < β2 − b < β2 (4.1.8)

and the following assertions hold.

(i) If b+ r < β ≤ β1, then 0 ≤ β1−β
b

< 1 and β2−β
b

> 1.

(ii) If β1 < β < β2 − b, then β1−β
b

< 0 and β2−β
b

> 1.

(iii) If β2 − b < β < β2, then β1−β
b

< 0 and 0 < β2−β
b

< 1.

(3) If 0 < r < γ1b, then

r < β1 − b < b+ r < β2 − b < β1 < β2 (4.1.9)

and the following assertions hold.

(i) If b+ r < β < β2 − b, then 0 < β1−β
b

< 1 and β2−β
b

> 1.

(ii) If β2 − b < β ≤ β1, then 0 ≤ β1−β
b

< 1 and 0 < β2−β
b

< 1.

(iii) If β1 < β < β2, then β1−β
b

< 0 and 0 < β2−β
b

< 1.

(4) If r = γ1b, then

r < β1 − b < b+ r < β2 − b = β1 < β2 (4.1.10)

and the following assertions hold.

(i) If b+ r < β < β2 − b, then 0 < β1−β
b

< 1 and β2−β
b

> 1.

(ii) If β1 < β < β2, then β1−β
b

< 0 and 0 < β2−β
b

< 1.
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Proof. (1) Let b > 0 and r > 0. Since

β1 =
2(b+ r)

3
2

√
b+ r +

√
r

=
2(b+ r)

1 +
√

r
b+r

>
2(b+ r)

1 + 1
= b+ r,

it follows that r < β1 − b. Since

β1 − (2b+ r) =
2(b+ r)

1 +
√

r
b+r

− (2b+ r) =
2(b+ r)− (2b+ r)

[
1 +

√
r
b+r

]
1 +

√
r
b+r

=
r − (2b+ r)

√
r
b+r

1 +
√

r
b+r

=
r2 − (2b+ r)2 r

b+r[
1 +

√
r
b+r

][
r + (2b+ r)

√
r
b+r

]
=

r2(b+ r)− r(2b+ r)2

(b+ r)
[
1 +

√
r
b+r

][
r + (2b+ r)

√
r
b+r

]
= − rb(4b+ 3r)

(b+ r)
[
1 +

√
r
b+r

][
r + (2b+ r)

√
r
b+r

] < 0.

we have β1 − b < b+ r. Since

β2 − (2b+ r) =
2(b+ r)

1−
√

r
b+r

− (2b+ r) =
2(b+ r)− (2b+ r)

[
1−

√
r
b+r

]
1−

√
r
b+r

=
r + (2b+ r)

√
r
b+r

1−
√

r
b+r

> 0,

we have b+ r < β2 − b. Hence, (4.1.7) holds. Note that q1 = (b+ r − β)b−1.

By (4.1.7), it is steadily verified that the results (i)-(ii) hold.

Let b > 0 and r > 0. By definition of β1 and β2 we have

β2 − b− β1 =
2(b+ r)

3
2

√
b+ r −

√
r
− 2(b+ r)

3
2

√
b+ r +

√
r
− b =

4
√
r(b+ r)

3
2

b
− b

=
4
√
r(b+ r)

3
2 − b2

b
=

16r(b+ r)3 − b4

b[4
√
r(b+ r)

3
2 + b2]

=
b3
[
16 r

b
(1 + r

b
)3 − 1

]
4
√
r(b+ r)

3
2 + b2

=
b3h( r

b
)

4
√
r(b+ r)

3
2 + b2

(4.1.11)

(2) If b > 0 and r > γ1b, then r
b
> γ1 and by Lemma 4.1.3, h( r

b
) > 0. It

follows from (4.1.11) that β1 < β2 − b. Since β1 > b+ r, we have r < β1 − b.
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Hence, (4.1.8) holds. By (4.1.8), it is steadily verified that the results (i)-(iii)

hold.

(3) If 0 < r < γ1b, then r
b
< γ1 and by Lemma 4.1.3, h( r

b
) < 0. It follows

from (4.1.11) that β2 − b < β1. It is obvious that β1 < β2. Since

β2 =
2(b+ r)

3
2

√
b+ r −

√
r

=
2(b+ r)

1−
√

r
b+r

>
2(b+ r)

1− 0
> 2b+ r,

we obtain b+r < β2−b. It has been proved in (1) that β1−b < b+r. Hence,

(4.1.9) holds. By (4.1.9), it is steadily verified that the results (i)-(iii) hold.

(4) If r = γ1b, then β1 = β2 − b. Hence, (4.1.10) holds and (i) and (ii)

hold.

Let

(x̄, ȳ) =
(η + h

β
,
b(β − η − h)

β(b+ r + h)

)
be same as in (3.4.5) and let

∆(q, h) = tr(A(x̄, ȳ))2 − 4|A(x̄, ȳ)|. (4.1.12)

The following result gives a useful formula which will be used later.

Lemma 4.1.5. If R0 > 1, then

∆(q, h) =
b

(b+ r + h)2

[
b(β + qb)2 − 4(b+ r + h)2(β + qb) + 4(b+ r + h)3

]
.

(4.1.13)

Proof. Noting that η = b+ r − qb, we have

βȳ + b =
b(β + qb)

b+ r + h
and 4βȳ(b+ r + h) = (β + qb)− (b+ r + h).
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This, together with (4.1.5) and (4.1.6), implies

∆(q, h) := tr(A(x̄, ȳ))2 − 4|A(x̄, ȳ)| = (βȳ + b)2 − 4βȳ(b+ r + h)

=
b2(β + qb)2

(b+ r + h)2
− 4b[(β + qb)− (b+ r + h)]

=
b

(b+ r + h)2

[
b(β + qb)2 − 4(b+ r + h)2(β + qb) + 4(b+ r + h)3

]
.

The result follows.

Theorem 4.1.6. (1) Assume that one of the following conditions (H1)-(H4)

holds.

(H1) b > 0, r > 0, β1 − b < β ≤ b+ r and β1−β
b

< q ≤ 1.

(H2) b > 0, r > γ1b and one of the following conditions holds.

(i) b+ r < β ≤ β1 and β1−β
b

< q ≤ 1.

(ii) β1 < β < β2 − b and 0 ≤ q ≤ 1.

(iii) β = β2 − b and 0 ≤ q < 1.

(iv) β2 − b < β < β2 and 0 ≤ q < β2−β
b

.

(H3) b > 0, 0 < r < γ1b and one of the following conditions holds.

(i) b+ r < β < β2 − b and β1−β
b

< q ≤ 1.

(ii) β = β2 − b and β1−β
b

< q < 1.

(iii) β2 − b < β ≤ β1 and β1−β
b

< q < β2−β
b

.

(iv) β1 < β < β2 and 0 ≤ q < β2−β
b

.
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(H4) b > 0, r = γ1b and one of the following conditions holds.

(i) b+ r < β < β2 − b and β1−β
b

< q ≤ 1.

(ii) β = β2 − b and β1−β
b

< q < 1.

(iii) β2 − b < β < β2 and 0 ≤ q < β2−β
b

.

Then there exists h0 ∈ (0, β − η) such that (x̄, ȳ) is a stable focus of (3.2.3)

for h ∈ [0, h0).

(2) Assume that b > 0, r > 0 and one of the following conditions holds.

(i) r < β < β1 − b and q1 < q ≤ 1.

(ii) β = β1 − b and q1 < q < 1.

(iii) β2 < β <∞ and 0 ≤ q ≤ 1.

(iv) β2 = β and 0 < q ≤ 1.

Then there exists h1 ∈ (0, β − η) such that (x̄, ȳ) is a stable node of (3.2.3)

for h ∈ [0, h1).

Proof. Under the conditions of (H1), by (ii) of Lemma 4.1.4 (1), r < β ≤ b+r

and q1 < q ≤ 1. This, together with Lemma 3.4.1 (2), implies η < β.

Similarly, by Lemma 4.1.4 (2), (3), (4), each of the hypotheses in (H2)-(H4)

implies b+ r < β and 0 ≤ q ≤ 1. By Lemma 3.4.1 (2), we obtain η < β.

Let 0 ≤ h < β − η. By (4.1.13), we have

∆(q, h) =
b2Γ(h)

(b+ r + h)2
, (4.1.14)

where

Γ(q, h) = (β + qb)2 − 4(b+ r + h)2(β + qb)

b
+

4(b+ r + h)3

b
. (4.1.15)
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We prove

Γ(q, 0) = b2
(
q − β1 − β

b

)(
q − β2 − β

b

)
. (4.1.16)

Indeed, by (4.1.15) we have

Γ(q, 0) = (β + qb)2 − 4(b+ r)2(β + qb)

b
+

4(b+ r)3

b

=
[
β + qb− 2(b+ r)2

b

]2

− 4r(b+ r)3

b2

=
[
β + qb− 2(b+ r)2

b
+

2
√
r(b+ r)

3
2

b

][
β + qb− 2(b+ r)2

b
− 2
√
r(b+ r)

3
2

b

]
=
[
β + qb− 2(

√
b+ r −

√
r)(b+ r)

3
2

b

][
β + qb− 2(

√
b+ r +

√
r)(b+ r)

3
2

b

]
=
[
β + qb− 2b(b+ r)

3
2

b(
√
b+ r +

√
r)

][
β + qb− 2b(b+ r)

3
2

b(
√
b+ r −

√
r)

]
= (β + qb− β1)(β + qb− β2)

and (4.1.16) holds.

We prove that under each of the conditions in (H1)-(H4),

β1 − β
b

< q <
β2 − β
b

. (4.1.17)

(H1) If b > 0, r > 0, β1 − b < β < b + r and β1−β
b

< q ≤ 1. then by (ii)

of Lemma 4.1.4 (1), we have

β1 − β
b

< q ≤ 1 <
β2 − β
b

.

(H2) (i) If b+ r < β < β1 and β1−β
b
≤ q ≤ 1, then by (i) of Lemma 4.1.4

(2),

β1 − β
b

< q ≤ 1 <
β2 − β
b

.
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(ii) If β1 < β < β2 − b and 0 ≤ q ≤ 1, then by (ii) of Lemma 4.1.4 (2),

β1 − β
b

< 0 ≤ q ≤ 1 <
β2 − β
b

.

(iii) If β2 − b < β < β2 and 0 ≤ q < β2−β
b

, then by (iii) of Lemma 4.1.4

(2),

β1 − β
b

< 0 ≤ q <
β2 − β
b

.

Hence, under each of the conditions (i), (ii) and (iii) in (H2), (4.1.17) holds.

Similarly, (4.1.17) holds under each of the conditions in (H3) or (H4). By

(4.1.16) and (4.1.17), we see that Γ(q, 0) < 0. It follows from the continuity

of Γ that there exists h0 ∈ (0, β − η) such that Γ(h) < 0 for h ∈ [0, h0), and

by (4.1.14), ∆(q, h) < 0 for h ∈ [0, h0). By Theorem 4.1.2 (1), (4.1.5) and

(4.1.6) we see that for h ∈ [0, h0), |A(x̄, ȳ)| > 0 and tr(x̄, ȳ) < 0. The result

follows from Lemma 2.4.1 (iii).

(2) (i) If r < β < β1 − b and q1 < q ≤ 1, then by (i) of Lemma 4.1.4 (1),

we have

1 <
β1 − β
b

<
β2 − β
b

. (4.1.18)

(ii) If β = β1 − b and q1 < q < 1, then

q1 < q < 1 =
β1 − β
b

<
β2 − β
b

. (4.1.19)

(iii) If β2 < β <∞ and 0 ≤ q ≤ 1, then we have

β1 − β
b

<
β2 − β
b

< 0. (4.1.20)

By (4.1.16) and each of (4.1.18), (4.1.19) and (4.1.20), we have Γ(0) > 0. It

follows from the continuity of Γ that there exists h1 ∈ (0, β − η) such that
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Figure 4.3: Phase portrait of theorem 4.1.6 (H2)(ii) and 2(iii) respectively.

Γ(h) > 0 for h ∈ [0, h1). It follows from (4.1.14) that ∆(h) > 0 for h ∈ [0, h1).

The result follows from Lemma 2.4.1 (ii).

The simulation results for Theorem 4.1.6 (H2)(ii) and (2)(iii) are given

in the following figure 3.

By Theorem 4.1.6 with h = q = 0, we see that if β1 < β < β2, then (x̄, ȳ)

is a stable focus of (3.2.3) with h = q = 0 and if β > β2, then (x̄, ȳ) is a

stable node of (3.2.3) with h = q = 0. Theorem 4.1.6 with h = q = 0 is

inconclusive if b+ r < β ≤ β1 or β = β2.

Using the formulas (4.1.14) and (4.1.16) obtained above, we can provide

a direct proof to the following new result on the classic model (3.2.3) with

h = q = 0.

Theorem 4.1.7. (1) If β1 < β < β2, then (x̄, ȳ) is a stable focus of (3.2.3)

with h = q = 0.
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(2) If either b+r < β ≤ β1 or β ≥ β2, then (x̄, ȳ) is a stable node of (3.2.3)

with h = q = 0.

Proof. By (4.1.14) and (4.1.16), we have

∆(0, 0) =
b2

(b+ r)2
(β − β1)(β − β2).

(1) If β1 < β < β2, then ∆(0, 0) < 0. By Lemma 2.4.1 (iii), the result (1)

holds.

(2) If either b + r < β ≤ β1 or β ≥ β2, then ∆(0, 0) ≥ 0 and the result (2)

follows from Lemma 2.4.1 (ii).

Theorem 4.1.6 shows that the interior equilibrium (x̄, ȳ) of (3.2.3) can be

a stable focus or a stable node for sufficiently small h. However, Theorem

4.1.6 does not provide any upper bounds for h. Hence, the question is that

under which range of h, can the interior equilibrium (x̄, ȳ) be a stable focus

or a stable node?

In the following, we enhance the result (iii) of Theorem 4.1.6 (2) and

partially answer the above question. We provide a range of h under which

(x̄, ȳ) is a stable node of (3.2.3). To do this, we first prove the following

lemma.

Let

β0 =
4(b+ r)2

b
and h1 =

√
b(β + qb)

2
− b− r.

Lemma 4.1.8. (1) β2 < β0 − b.

(2) If β0 − b ≤ β ≤ ∞ and max{0, β0−β
b
} ≤ q ≤ 1, then 0 ≤ h1 < β − η.
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Proof. (1) Since

2(b+ r)

b
=

1

1 +
√

r
b+r

+
1

1−
√

r
b+r

,

β0 − β2 − b =
4(b+ r)2

b
− 2(b+ r)

1−
√

r
b+r

− b =
2(b+ r)

1 +
√

r
b+r

− b

=
2(b+ r)− b

(
1 +

√
r
b+r

)
1 +

√
r
b+r

=
b
(
1−

√
r
b+r

)
+ 2r

1 +
√

r
b+r

> 0.

(2) We first prove that under the given hypotheses,

b− 4β − 4qb < 0. (4.1.21)

In fact, if β0−β
b
≥ 0, then q ≥ β0−β

b
and

b− 4β − 4qb ≤ b− 4β − 4(β0 − β) = b− 4β0 =
b2 − 4(b+ r)2

b
< 0.

If β0−β
b

< 0, then q ≥ 0 and

b− 4β − 4qb ≤ b− 4β ≤ b− 4(β0 − b) =
5b2 − 16(b+ r)2

b
< −11b < 0.

Next, we prove that h1 < β − η. Indeed, since

h1 − (β − η) =

√
b(β + qb)− 2(b+ r)

2
− (β − b− r + qb)

=

√
b(β + qb)

2
− (β + qb) =

(β + qb)[b− 4β − 4qb)]

2
[√

b(β + qb) + 4(β + qb)
] .

This, together with (4.1.21), implies h1 < β − η. Finally, we prove that

38



h1 ≥ 0. In fact, since

h1 =

√
b(β + qb)− 2(b+ r)

2
=

b(β + qb)− 4(b+ r)2

2[
√
b(β + qb) + 2(b+ r)]

=
b(β + qb)− 4(b+ r)2

2[
√
b(β + qb) + 2(b+ r)]

=
b[(β + qb)− β0]

2[
√
b(β + qb) + 2(b+ r)]

=
b2
(
q − β0−β

b

)
2[
√
b(β + qb) + 2(b+ r)]

,

it follows from q ≥ max{0, β0−β
b
} that q − β0−β

b
≥ 0 and h1 ≥ 0.

Theorem 4.1.9. If β0− b ≤ β ≤ ∞, max{0, β0−β
b
} ≤ q ≤ 1 and 0 ≤ h ≤ h1,

then (x̄, ȳ) is a stable node of (3.2.3).

Proof. By Lemma 4.1.4, we see that b+ r < β2 and by Lemma 4.1.8, b+ r <

β2 < β0 − b ≤ β. Hence, by Lemma 3.4.1 (ii), Lemma 3.4.2 and Theorem

3.4.3 (2) we see that for max{0, β0−β
b
} ≤ q ≤ 1, (x̄, ȳ) given in (3.4.5) is well

defined. It is easy to verify that if h ≤ h1, then 2(b + r + h) ≤
√
b(β + qb)

and

b(β + qb)− 4(b+ r + h)2 ≥ 0.

This, together with (4.1.13), implies

∆(q, h) =
b

(b+ r + h)2

{
(β+qb)

[
b(β+qb)−4(b+r+h)2

]
+4(b+r+h)3

}
> 0.

The result follows from Lemma 2.4.1 (ii).

Theorem 4.1.9 provides a range for h under which (x̄, ȳ) is a stable node

of (3.2.3), see Figure 4 below for a simulation result. By Lemma 4.1.8 (1),

we see that under the hypothesis of Theorem 4.1.9: β0 − b ≤ β ≤ ∞, we
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Figure 4.4: Phase portrait of theorem 4.1.9.

have β2 < β0 − b ≤ β. Hence, Theorem 4.1.9 strengthens the result (iii) of

Theorem 4.1.6 (2) which holds for sufficiently small h.
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Chapter 5

Discussion

We studied an SIR epidemic model with horizontal, vertical transmission

and a linear treatment rate. We proved that the basic reproduction number

R0 ≤ 1, the model has a unique disease-free equilibrium (1, 0), and when

R0 > 1, the model has both a disease-free equilibrium (1, 0) and an interior

(epidemic) equilibrium (x̄, ȳ). Secondly, we studied the phase portraits near

the equilibria. Our results on the infection-free equilibrium (1, 0) provide

more detailed understandings on its dynamical properties. For example, we

showed that when R0 > 1, (1, 0) is a saddle, when R0 < 1, (1, 0) is a stable

node, and when R0 = 1, it is a saddle-node and is stable in the triangle

region {(u, v) ∈ R+ : u + v ≤ 1}. While the previous results in [12] only

focused on its local stability.

For the epidemic equilibrium (x̄, ȳ), we provide sufficient conditions on

the parameters and prove that the epidemic equilibria is a stable focus or a

stable node under different conditions.
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