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Abstract

THREE-DIMENSIONAL FILTERS FOR MULTIVIEW STEREOSCOPIC

APPLICATIONS USING LAYERED DEPTH IMAGES

Alexander S. Babalis

Master of Applied Science

Department of Electrical and Computer Engineering

Ryerson University

2011

This thesis proposes an extension of two-dimensional (2D) spatial filtering into three-

dimensions for multiview stereoscopic applications using the layered depth image (LDI)

representation. The proposed filtering scheme takes advantage of the depth informa-

tion available when an image is represented with layers, and can return results that are

comparable to or better than 2D filtering techniques for smoothing or sharpening stereo-

scopic images. In addition, the proposed filtering scheme is more efficient for multiview

stereoscopic applications using LDIs than conventional 2D filtering since the filter needs

to be applied only once for n views, whereas 2D filtering requires each view to be filtered

separately (increasing computation time).

The proposed filtering method for smoothing stereoscopic images was also subjectively

evaluated in a study involving 15 people. The results from this study indicated that the

proposed filtering scheme received similar scores for both viewer comfort and naturalness

when compared to the 2D bilateral filter.
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Chapter 1

Introduction

We are always seeing transitions.

We have seen media change before our eyes on many occasions. Technology like video

cassettes changing to DVDs, and then to Blu-ray. Likewise, the way we reproduce images

onto a display device has also evolved. We have seen television (TV) change from black

and white, to colour, and from standard definition, to high-definition (HD). Now, we are

seeing the transition of HDTV to stereoscopic (3D) TV (3DTV).

Stereoscopic imaging has also been evolving within itself. We are seeing more systems

move from traditional forms of single view stereoscopic video (also known as conventional

stereo) to multiple stereoscopic views or multiview stereo. Likewise, we are even seeing

promising signs for the possible future transition to volumetric systems for 3D given

recent successes in research [1].

1.1 Stereoscopic Imaging

Stereoscopic imaging and 3DTV is a more realistic form of image reproduction than 2D

TV since it stimulates both eyes of the human visual system, similarly to the natural way

one views the world. By seeing two different images (from slightly different angles), the

viewer is able to perceive depth, known as stereopsis, which is different from monocular

1
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depth seen/portrayed in 2D images (see Fig. 1.1).

(a) (b) (c)

Figure 1.1: Comparison of monocular depth and binocular depth. (a) Monocular depth

cues (ex. converging parallel lines, texture gradients) from a single image. (b,c) 2D

images of the same scene taken from different angles. When viewed separately by each

eye, the viewer perceives depth. Images (b,c) are different views of the Middlebury stereo

dataset ‘Monopoly’ as mentioned in [2].

Since the renaissance of 3D cinema in 2009, catalized by advances made in digital

cinema, stereoscopic 3D has become a very promising technology for the near and distant

future. With the ever growing success of 3D movies at the box office, 3DTV in the

home has yet to really take off for various reasons including lack of content, uncertainty

regarding the technology (i.e. is it a fad?) and having to wear special glasses.

Ongoing research is actively taking place in the area of stereoscopic image/video

processing to solve/reduce some of these problems associated with the display device.

Namely, the transition to glasses-free displays is surfacing with autostereoscopic displays

being produced with increased resolution. However, a fundamental problem that restricts

the ability of current screens to appear more realistic to the consumer is the restriction

to a single view of a 3D scene. To put it more clearly, the current state of 3DTV (or

conventional stereo video) shows a viewer the same perspective of an image regardless

of their viewing position, which is counter intuitive to what one would expect from a

“life-like” technology. Specifically, if the viewer moves their head (also known as head
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motion parallax [3]), they would expect the scene to change as it would in real life, but

this is not the case.

To grant the viewer with visual freedom, the problem of a single view can be solved

through the extension of stereoscopic images into multiple stereoscopic views. One such

solution to the challenge of multiple stereoscopic views is the concept of multiview video.

1.2 Multiview Imaging

In multiview imaging [4], the viewer is able to see the scene from more than one viewpoint

(i.e. multiple views are available). This is achieved by capturing the original scene with

multiple cameras from different angles and encoding each view into a single stream as

in [H.264/MPEG-2 AVC]. When presented to the viewer, the stream can be used to

render arbitrary locations (even where a camera did not exist) through interpolation

techniques [5]. Ultimately, presenting the user with more views of the scene makes for a

(potentially) more realistic 3D experience. Television manufacturers are looking toward

multiview imaging for stereoscopic displays to give viewers freedom to move their heads

and see the image change perspectives as it would happen in real life. Subsequently,

multiview stereo has been dubbed the next, more immersive, form of stereoscopic imaging

before other advanced technologies such as true holography are adopted [6].

Multiview video has a range of applications, in addition to multiview stereoscopic

TV (which are applicable to both 2D, and stereoscopic imaging). Two examples of

such applications are Free Viewpoint Television and Virtual Museums. Each of these

applications are described below for the reader to have a better sense of how multiview

video is applicable and beneficial to these applications.

• Free Viewpoint Television: Television, as we know it, is a one-way medium. The

screen displays a 2D image, and the viewer watches. When viewing your favourite

show, you do not have the ability to change the perspective from which you view
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the scene. To combat this limitation, a video format known as free view point

television will allow the user to move around and chose from where they wish to

view the scene [7]. This idea of a free-view can be accomplished using the concept

of multiview video.

• Art: The preservation, admiration, and the study of 3D art objects, such as statues,

pottery, and other antiques pose a challenge for museums. One way that this 3D

art can be easily accessible for research purposes, or for admiration by those who

are unable to visit the exhibit, is through the idea of virtual museums [8]. Virtual

museums replicate 3D art on a monitor using 2D, or 3D technology. To make the

virtual museum more realistic, multiview stereo technology can be adopted [9] such

that the viewer can easily move around the scene and view the art from different

angles. Having a system that is multiview capable, and one that produces stereo

images can increase the realism of such art.

Multiview stereo can be achieved in an efficient manner using the concept of layered

depth video which was derived from layered depth images [10]. A layered depth image

(LDI) is an image representation for a three-dimensional scene using an array of two-

dimensional image slices (also known as layers or an array of layered depth pixels as

defined in [10]).

The benefit of using the LDI representation for multiview images [11] arises when one

wishes to render a view of the multiview data from a different nearby viewpoint since the

pixel information from the various layers can become visible to fill in regions that would

have otherwise been occluded if Depth-Image Based Rendering (DIBR) was used [12].

Layered Depth Video also has the advantage of being a more compact representation than

multiview video plus depth [13], [14] while also being invariant to the display type [15].
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1.3 Image Processing for Multiview Stereo

Even though multiview stereo leads to a more realistic form of 3D imaging, it is still

displayed on a 2D screen, and thus, many of the operations taking place from image

acquisition until the display rely on 2D image processing. Moreover, many of the ele-

mentary image processing operations that have been successful in digital imaging to this

day have predominantly been formulated for 2D images, and therefore do not consider the

depth of the image. In order for stereoscopic and multiview imaging to be successful for

the future in areas highly dependent on signal processing [6] (such as compression, noise

reduction, and enhancement), an extension of the many 2D image processing operations

into 3D is necessary for results to become more natural. One such image operation that

has yet to be formally addressed in the context of stereoscopic images is filtering.

Image filtering is used throughout the field of image processing, whether for noise re-

duction, enhancement, or analysis of images. It is therefore very important for these types

of operations to be carried over into 3D for stereoscopic images and future technologies

such as multiview stereo.

1.4 Past Research in Filtering Stereoscopic Images

Numerous stereoscopic image processing techniques exist, but few of them have consid-

ered how to effectively perform spatial filtering on a stereoscopic image. Gonzalez and

Woods [16] have described 2D spatial filtering, but filtering a stereoscopic image by ap-

plying a 2D spatial filter to the left and right images can lead to undesirable results. For

example, using a smoothing filter on left and right images separately leads to blurring of

the image components between the background and foreground. This is an undesirable

effect that occurs with stereoscopic images that can lead to the viewer not having a clear

distinction of the foreground and background.

Morgenthaler described three-dimensional digital image filtering in [17], but did not
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consider its effects in a stereoscopic image sense, and rather focused on medical images.

Papari et al [18] proposed a method to generate artistic stereo images by applying an

edge preserving smoothing filter to left and right images. The method used the depth of

objects to determine the degree of filtering. The work assumed that closer objects have

more detail then those that were further away. In addition, the work did not perform any

human subjective testing to support the method’s ability to preserve the stereo effect.

Horng et al [19] applied a directional Gaussian filter to reduce holes in conventional

(single view) stereoscopic images generated from DIBR while maintaining the perceived

depth quality. The resulting images were evaluated by human subjects and the conclu-

sions were that the proposed method could obtain warped stereoscopic images with good

perceived naturalness and depth quality. Computation time, or how many iterations it

took to arrive at the results were not mentioned.

Another area where filtering has been applied to stereoscopic imaging is in post-

processing of images to aid in reducing viewer discomfort. Specifically, even though

multiview stereo leads to a more realistic form of 3D imaging, it is still displayed on a

2D screen, which will lead to viewing discomfort.

1.4.1 Filtering for Reducing Viewer Discomfort

The problems associated with multiview images being shown on a screen are similar

to those encountered by conventional (single view) stereo. One such problem is that

the images displayed on the screen appear unnaturally sharp across all depths (which

contradicts the basic nature of the human visual system) [20]. For example, when our

eyes are focused on a certain object in space, our eyes accomodate (the lens inside our

eye focuses on the point in space) while our eye moves inwards or outwards to locate the

point (known as vergence). When this happens, after a certain limit (set by Panum’s

fusional area) all points beyond or in front of this region of focus appear blurred or as

double images. An example of this type of scenario is shown in Fig. 1.4.1.
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Figure 1.2: Example of a typical image seen with depth of focus. The soccer player

slightly to the right from the center of the image appears sharp while the player infront

and the spectators further behind appear blurred. The image was obtained from ESPN

Internet Ventures 2011: <http://soccernet.espn.go.com/report/_/id/304728?cc=

5901>.

On the other hand, when looking at a computer display, every pixel appears in focus.

The vergence of our eyes remains fixed onto the display, while the accomodation in our

eyes adjusts to locate the points of focus, leaving both the vergence and accomodation

out of sync. This notion of the differing accomodation and vergence when viewing a

stereoscopic image on a 2D screen can lead to visual discomfort [20].

Various post-processing techniques have been developed to mitigate the symptoms

caused by viewing unnaturally sharp images.

In computer graphics, Blohm et al [21] developed a synthetic depth of field for com-

puter images using a lens model to replicate the human eye. This method has shown to

reduce viewing discomfort and aid in making computer generated images appear more

realistic. Shinya [22] developed a ray distribution technique to defocus other layers for

computer graphics.

In the case of natural images, Gi Mun Um et al [23] developed disparity-based asym-

metrical filtering by blurring a single image to reduce discomfort, while still maintaining

image quality. This method was applied in a conventional (single view) stereoscopic con-
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text. A previous study also revealed that blurring a single image did not impact the

human visual perception [24].

Liu et al [25] developed a system comprised of three cameras to acquire images from

a natural scene to perform color segmentation and stereo matching to compute disparity

maps. After segmentation, the regions would be arranged into layers where the layered

depth representation was used to render intermediate views (for multiview stereo). To

reduce discomfort, the system included a gaze tracker to find the user’s fixation point on

an output image and would then calculate the distance infront and behind the point to

be displayed in full resolution. The methods of [21] and [22] were used to defocus the

other layers.

In addition, when applying the methods of [21] into a system as in [25], the acquired

camera images would have already been in focus at a certain level by the camera operator

(ex. recall Fig. 1.4.1). Once these images are obtained, there is no way to adjust the

depth of focus to sharpen layers that were out of focus during the capturing process. For

example, the soccer player slightly to the left of the center of Fig. 1.4.1 appears blurred

in the captured image (which would be its maximum resolution). Therefore, the level

of sharpness in the original image cannot be increased. Moreover, the method did not

perform any subjective evaluation of the resulting natural images.

Before being able to perform alternative smoothing methods for the depth of field

replication, further investigation of the human perception of smoothing stereoscopic mul-

tiview images needs to be undertaken.

1.4.2 General Spatial Filtering of Multiview Stereoscopic Im-

ages

A simple approach to the problem of blurring (smoothing) a stereoscopic image would be

to use a two-dimensional (2D) spatial filter and apply it separately to both the left and

right images. This would achieve considerable smoothing, however, as mentioned earlier,
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this method would not respect the depth of the image and it would lead to blurring of

the foreground and background components since the filter does not consider depth (see

Fig. 1.3(a), 1.3(b)).

Using a 2D bilateral filter would allow for edge-preserved smoothing (see Fig. 1.3(c)),

however it too would require the filter to be applied to each view separately which can be

time consuming when required for a large set of images such as in multiview video. Using

the 3D bilateral filter could solve this problem, but it would require intricate meshes of

data (more often used in computer graphics), which are not available for images acquired

by a set of cameras without additional post-processing. Furthermore, the 3D bilateral

filter would not be an efficient choice for systems conscious of computation cost, where

image quality does not need to be perfect (i.e. cell phones, mp3 players, etc.) but instead,

would prefer to have quick computation time. Which leads to an unanswered question:

in general, how can one perform spatial filtering of stereoscopic multiview images?

1.5 Thesis and Motivation

To date, no method has investigated, or formally addressed how to successfully filter a

multiview stereoscopic image using the LDI representation from a general image pro-

cessing perspective for image smoothing and sharpening. The benefits of developing a

general case stereoscopic spatial filter would be the application of filtering on various

types of images (both synthetic and natural), in addition to having a method that gener-

ates natural looking stereoscopic images. The major challenge to incorporate filtering in

a stereoscopic context is how to effectively consider the depth of each pixel when comput-

ing the filter output and understanding what impact spatial filtering has on the human

perception (viewer discomfort and naturalness of the images) of the resulting image.

The benefit of developing a filtering technique for multiview images would allow post-

processing systems to have the ability to perform realistic spatial filtering, and generate
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(a) (b)

(c)

Figure 1.3: Image filtering without considering depth. (a) Original image of the Mid-

dlebury stereo dataset ‘Bowling2’ as mentioned in [2]. (b) Result of filtering (a) using a

9 × 9 averaging filter. (c) Result of filtering (a) using a 2D bilateral filter of size 9 × 9,

σr = 4 and σs = 4.

natural looking stereoscopic images. However, another major challenge stands in the way

of incorporating natural filtering on multiview stereoscopic systems such as those using

more advanced image representations as layered depth video. Specifically, one challenge

that exists in creating a filtering technique for this representation would be to account

for the sparse distribution of pixels residing in occluded layers of the image.
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To solve these problems, this thesis presents a 3D adaptive filtering technique, and an

investigation of its impact on human stereoscopic 3D perception based on the experimen-

tal data collected from a group of humans. During the experiment, the human subjects

assessed both the naturalness and viewing discomfort of stereoscopic multiview images

filtered using the well-established 2D bilateral filter and the proposed 3D adaptive filter.

The results will show whether or not either of them can produce a more natural filtering

result, which can lead to lower discomfort, what optimal filter coefficients are, and how

much quality is given up for increased processing time. These results will become useful

in future research/imaging systems, since they will aid in developing a better understand-

ing of how to design a set of filters to be used on already acquired multiview image sets

or multiview video systems.

The results will also be useful in the future by aiding in the design of other complex

imaging systems, such as an alternative to the ones that can blur multiview images to

mimic the human visual system (with the aim of reducing viewer discomfort), or for use

as a building block in pre/post-processing steps for compression, noise removal, edge-

detection, or image enhancement. The proposed method can also be easily modified

(by adjusting filter coefficients) for extending other 2D image operators to 3D for future

research purposes or validation.

1.6 Outline

The remaining chapters of this thesis will contain the material outlined below.

Chapter 2: Background Information on Stereoscopic Imaging

This chapter describes background information on stereoscopic imaging that is intended

for a reader who is unfamiliar with the domain of stereoscopic image processing. It

contains information related to how humans perceive stereoscopic 3D, and gives a brief
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outline of some of the historical events that have led up to the current state of knowledge.

Various forms of technology (past, present and future) used to display stereoscopic images

are described.

Chapter 3: Layered Depth Images and Rendering

This chapter describes the fundamentals regarding the image representation of Layered

Depth Images (LDIs). Topics that are covered within this chapter include how LDIs

are generated, and how they can be rendered. Additionally, the chapter also covers the

implemented techniques used to improve the rendering capabilities of already existing

methods.

Chapter 4: 2D Image Filtering

This chapter covers the basics of linear spatial filtering and describes some of the common

filters used for image smoothing and sharpening. The chapter also covers the more

advanced 2D bilateral filter that can be used for edge preserving smoothing.

Chapter 5: 3D Spatial Filtering for Multiview Images

This chapter covers the proposed method for filtering multiview images using the LDI

representation. The mechanics of the filter, as well as the algorithm used to adaptively

change the filter size to tailor it to the varying size of the depth layers in the LDI are

explained. As well, the chapter also describes the experiments performed on human

subjects to evaluate the capabilities of the proposed filtering method against using the

2D bilateral filter. Filters for stereoscopic (3D) smoothing and sharpening are proposed.

Chapter 6: Results and Evaluation

This chapter presents the results obtained from using the proposed filtering method on

typical stereoscopic multiview images. Some of the images used in the experimental study
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are also presented, in addition to the subjective results obtained from the subjects. The

results of the proposed filtering method are compared to the 2D filtering techniques and

analyzed in terms of visual, computational cost, and the evaluation of their usefulness

for differing applications.

Chapter 7: Conclusion

This chapter presents a summary of the thesis, the scientific contribution and future work

to be investigated.



Chapter 2

Background Information on

Stereoscopic Imaging

Imaging systems have become second nature in our everyday lives. From televisions, to

billboards, to the little screens on our portable music players and cellular devices. All of

these screens are two-dimensional and they can be adequately perceived with one eye. In

contrast to the actual world that we see, which requires two eyes to distinguish depth,

these 2D screens lack the idea of true depth and rely on monocular depth cues to project

a realistic image onto a 2D screen.

To produce images that make use of both of our eyes, the process of Stereoscopic

Imaging can be used. Stereoscopic Imaging can be described as any technique capable

of recording three-dimensional visual information or creating the illusion of depth in an

image.

14
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2.1 How Humans Perceive 3D from Two Separate

(2D) Images

As humans, we are born with two eyes that see the world from slightly different positions.

It is through these slightly different views (horizontal disparity) of the same scene that

our brains are able to perceive depth in a process known as stereopsis. Therefore, if a

human is shown two-dimensional images of the same scene taken from different viewpoints

(similar to the displacement of the eyes), where each eye is shown only a particular view,

then the brain can fuse a 3D image with depth. This technique is used in stereoscopic

imaging to produce stereoscopic 3D images.

In 2D imaging, each eye is shown the same image. Since each eye does not see a

slightly different view, the image will appear on the screen and have no depth. On the

other hand, if the images for eye each are shown crossed-over (negative parallax), the

viewer will see an image appearing infront of the screen, thereby creating an image with

depth. Conversely, if the two images are separated by a distance that is less than the

inter-occular distance (i.e. the distance between the two eyes), than the image will appear

behind the screen or what is known as positive parallax. These notions of perceiving 3D

are shown in Fig. 2.1..

2.2 History of Stereoscopic Imaging

The following section describes some of the events and technologies that have developed

single view stereoscopic 3D into what it is today.
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(a) (b)

Figure 2.1: Depth from two separate images. (a) Eyes are crossed (negative parallax),

the image appears in front of the screen. (b) Example of positive parallax where the

image appears behind the screen.

2.2.1 First References - Euclid, Artistic Effects of Monocular

Depth

Some of the first references to an interest in binocular vision can be attributed to the

mathematician Euclid (300 BC). He considered the problem of observing a sphere with
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two eyes and noted that if a viewer directly faces a sphere, then using one eye, they will

see a slightly smaller sphere (likewise with only using the other eye). He also mentioned

that using both eyes together, the viewer would be able to see half the sphere if its

diameter was equal to the distance separating both eyes [26].

Knowing that depth can be perceived using a single eye, artists were able to convey

information about the depth of a scene inside a 2D painting making it appear more

realistic. Using these forms of monocular depth cues, artists were able to make a 2D

image appear to be 3D. Some of these techniques include converging parallel lines, texture

gradients, and relative size of objects. Texture gradients usually reveal objects that

are closer to the viewer will have more small detail information, while objects that are

further away will have less detail. In terms of size, objects that are larger in a scene

are typically closer to the viewer, while objects that appear smaller are further away.

Lastly, converging parallel lines usually indicate that the closer they are to each other,

the further away from the viewer. These ideas were shown in Fig. 1.1(a). Many of these

ideas are also present in 3D computer graphics when rendering 3D geometry onto a 2D

screen. Similarly, a set of shaders, and projection geometry is used to to make a 2D

images appear as though it were 3D.

2.2.2 Stereoscope and First Stereoscopic Movies

The first time that an individual was able to reproduce a stereoscopic image using two

(separate) 2D images was during the 1830s when Sir Charles Wheatstone invented the

“Stereoscope” [26]. The Stereoscope was a device where each eye of a viewer could see a

distinct 2D image using a mirror (shown in Fig. 2.2). Sir Wheatstone was later credited

with the publication of the discovery of stereopsis, the process by which the brain can

perceive depth by looking at two (slightly different) 2D images of the same scene.



Chapter 2. Background Information on Stereoscopic Imaging 18

Figure 2.2: Sir Charles Wheatstone’s Stereoscope. Image was obtained directly from [26].

2.2.3 Anaglyph Technology

Since the 1830s, anaglyph technology has been used as a method to separate left and right

views to facilitate the process of stereopsis. The anaglyph method uses complementary

colour filters to separate the view for each eye. An example anaglyph image is shown in

Fig. 2.3.

The anaglyph method of vieweing stereoscopic images is an inexpensive method be-

cause the filter glasses are inexpensive, and the production challenge only lies in sepa-

rating the left and right views by using different colours. Therefore, it is easy to produce

low quality stereoscopic 3D for a large audience. The main disadvantage of this system

is that it has poor colour reproduction.

Some of the most common uses of stereoscopic anaglyph has been seen in old Holly-

wood movies, and also in comic books. This technology is still present in computer games

(the Nvidia 3D Vision Kit has an anaglyph option), and it is also still used to produce
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Figure 2.3: Anaglyph image of a dog.

stereoscopic television programs using standard definition televisions or high definition

televisions (along with the 2D broadcasting backbone). Some of the recent events shown

on TV in Canada using anaglyph stereo were the, “Queen Elizabeth in 3D,” shown on

CBC on September 20, 2010, which was also the first 3D documentary broadcast in

Canada [27], and MTV Live shown on MTV Canada on March 17, 2011 [28].

2.2.4 Recent Technology and Applications

The stereoscopic technology that is widely being used today still has integral components

that date back many decades. We will limit the discussion in the following sections to

passive stereo, active stereo, and autostereoscopic technology that is intended for single

view stereo. A discussion of multiview stereoscopic technology that currently exists, and

that is envisioned for the future, will be briefly discussed.
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Passive Stereo

Passive stereo was first used in the 1930s with the aid of the polarization of light. Using

the phenomenon of polarized light, left and right images could be projected using cir-

cularly polarized light and could then be selected using glasses with opposite polarizing

filters on each eye. This is another cost effective method for theatres since the glasses are

inexpensive and only a projector is needed that can project two images using orthogonal

polarizations of light (and a silver screen - i.e. one that maintains the polarization of

light as best as possible).

Passive stereo is most often used presently in 3D cinema (ex. IMAX 3D and RealD

3D) since the glasses are cost effective and images produced are high quality with no loss

of colour. The problem that exists with this method is increased “ghosting” that results

when one filter cannot fully reject the opposite signal. This is usually caused since the

projectors and screen do not fully conserve the polarization of light causing the image to

leak into the wrong eye.

Another use of passive stereo that is slowly picking up momentum is present in 3D

televisions. Manufacturers such as JVC [29], and LG [30], are using passive stereo tech-

nology since consumers can have high resolution 3D, without having to pay upwards of

$100 for each set of glasses (which can become expensive for a family of four or more).

Using similar glasses to the ones in the theatre, the cost is shifted toward the actual

television set. To produce polarized light, the television is setup with a polarizing sheet

on the outer layer that makes opposite polarizations for every other row of pixels. This

results in a lower screen resolution, but it is cheaper in terms of glasses, and it can

still accurately reproduce colours. However, much like the theatre, it can nonetheless be

hindered by ghosting effects.
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Active Stereo

Active stereo technology uses the concept of “active” glasses. These glasses typically

have LCD shutter lenses that rapidly turn off (or block) the image from one eye by not

allowing any light to pass through. During this time, the first image of the stereo pair is

shown on the screen (in full resolution) and is viewed in the first eye. Subsequently, when

the source shows the following frame in the sequence, the lens that was previously open

becomes opaque, and the previously opaque lens becomes transparent. This allows the

other eye to view the second image of the stereo pair. The frame rate used is typically

120 frames per second so that the brain cannot distinguish any lag in the image sequence,

but rather perceives a continuous video stream from each eye.

The increase frame rates are a requirement that must be met for active stereo. In

the past, movie theatres used active stereo using a viewport in front of each chair in the

cinema [26]. These viewports were mechanically controlled by a motor that alternated

with the images in the film. However, due to lack of synchronization and restricted

positioning, this method was abandoned. More recently, active stereo has been realizable

using glasses which are triggered using a signal that is synchronized from the video source

(either wired or wirelessly using infra red). These glasses are typically very expensive,

but the display source does not have to giveaway any screen resolution in the process

(such as passive stereo TV that gives up every other row for each eye). Active stereo is

usually the choice for applications requiring the greatest level of visual quality.

The typical applications of active stereo used presently include 3DTV (the ones with

the “cool” looking glasses), or in computer applications for visualization of 3D images

or games. One example of such a system is the Nvidia 3D Vision Kit. These computer

applications require a special monitor that has a refresh rate of 120 Hz and a graphics

card equipped with specific Nvidia GPUs.
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Autostereo

Up to this point, all of the technologies used to display stereoscopic 3D required the use

of special glasses to separate views for each eye. In contrast to these types of technology,

an autostereoscopic 3D system is one that does not require the use of special glasses to

separate views. Autostereo typical use a special cover that is made up of a 2D array of

tiny lenticular lenses above each pixel of the original source. The purpose of the array of

lenses is to direct light (from a pixel) toward an appropriate eye. Please see Fig. 2.4 for

an image referring to this process.

L
R

Monitor

Lens Cover

Left/Right 

Pixels

Figure 2.4: Autostereoscopic Monitor Example with Lenticular Lenses.

Autostereoscopic technology is only possible by reducing the spatial resolution of
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the display source. Consequently, a display source that is setup to accommodate many

viewers in distinct “channels” will result in a decrease in available resolution for each

user. In addition, each viewer will be confined to what is known as a, “sweet spot”,

where the user must have their head in order to see the 3D effect, otherwise, they will

see a double image. This poses a restriction on the position from where one is allowed

to view the display.

Currently, autostereoscopic televisions exist, but are more expensive than active/passive

stereo televisions. However, the advantage of not having to wear a set of glasses has the

industry gearing towards this technology as the way for the future [31]. Eye-tracking

systems are in existence, with this technology the position of the viewer’s head is tracked

and fedback to the display where the picture is adjusted to meet the changing position.

The applications where autostereoscopic displays are most commonly found today,

besides televisions, are in handheld devises, or other systems that have a good idea of

the location of the viewer. For example, 3D screens for the iPhone, the Nintendo 3DS,

Fuji FinePix 3D digital camera, all use autostereoscopic screens because the position of

viewer will not deviate too much from the normal orthogonal view (which is directly in

front of the screen). This idea is also useful in laptops or computer monitors where the

viewer typically has a narrow viewing angle. In contrast, viewers of autostereo television

sets may wish to view the screen from a wider viewing angle and thus, it is more difficult

to predict and accommodate. This may pose problems for buyers who wish to align the

autostereo television with the seating arrangement in their living rooms.

2.3 Future Outlook of Stereoscopic 3D Applications

and Research

Having a separate image for each eye helps to re-create a more life-like image or video,

after all, we have two eyes. Likewise, most display systems will eventually become stereo-
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scopic once a few of the kinks are worked out, some of which are currently plaguing the

success of 3DTV in the consumer market.

Some of the future applications that will be focused on stereoscopic technology will be

teleconferencing/telepresence, the use of stereo imaging for machine vision, broadcasting,

television, handheld/mobile devices, advertising, and medical.

2.3.1 Medical Applications

The are many applications that can be used for stereoscopic displays in the medical

field. There have already been accounts of doctors using computer vision during surgery

to make gestures to a camera with depth to cycle through pictures [32]. Likewise, the

power of stereoscopic images will allow for a better reconstruction of images taken where

a medical specialist will be able to see a 3D image, which is what our body actually is

(since our bodies are not 2D structures).

Medical applications will also benefit from stereoscopic technology since viewing stereo

is linked with higher decision making confidence [33]. It would therefore be possible to

use stereoscopic images to help doctors make better decisions when viewing images of

the body in 3D (rather than 2D).

2.3.2 Consumer Applications

Since 2009, the consumer has been bombarded with hype regarding 3DTV. Two consec-

utive consumer electronics shows (2010 [34] and 2011 [35]) have been centered around

television manufacturers and the release of their latest televisions, some with glasses, and

others without. They are all pushing for the consumer to get onboard, but that has yet

to be adopted with open arms.

Many consumers have just recently made the jump to High-Definition. Most often,

the concerns that are holding back the average consumer from diving headfirst into this

new form of technology include, the increased cost, lack of content, and uncertainty with
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the technology (i.e. will this be a fad?).

The questions involving content are being addressed in combination with industry and

research. Many companies are releasing 2D to 3D conversion systems so that archived

material can be re-released in 3D format to help generated new revenue streams for

different markets.

But, there are other problems which can be classified as more important in the eyes

of the consumer. These problems are those involving all aspects of viewing discomfort,

having to wear glasses, and not being impressed with the images they are seeing. This

usually happens when a viewer seeing 3D for the first time, sees a poor 3D image,

leaving them dissatisfied. However, with each of these problems, there exists tremendous

potential for future research and growth to occur. One area that can lead to more

impressive 3D is the concept of multiview stereo that was introduced in the first chapter.

Multiview

As mentioned in the introduction, multiview stereo will be the next form of 3D since it

will offer the viewer a more immersible experience by allowing them to view the scene

from any position. This will enable more life-like telepresence and make watching tv and

movies a lot more of an ‘active’ experience for the user (not simply a passive system).

More details regarding the viability of multiview stereo for the future of stereoscopic

imaging can be found in the introductory chapter (Section 1.2).

Volumetric Displays

As it was briefly mentioned in the introduction, another future technology that will

improve the stereoscopic viewing experience are volumetric displays. These displays are

considered to be the optimal stereoscopic display systems of in the future. The reason

that volumetric systems will be successful is because the viewer will not require any

glasses, and since the structure will appear as a volume in space, it will not lead to the
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vergence-accomodation mismatch that happens when viewing stereoscopic images on a

2D screen.

Researchers are currently working towards making volumetric displays achieveable

in the near future. Specifically, a current limitation exists in the refresh rates. One

group has already developed a system that is capable of two-second refresh rates, which

is promising since only a few years ago the highest refresh rates were on the order of

minutes [1]. In addition, this same group has a prototype of a 10-inch screen and is

looking towards increasing display size, improving resolution, and reducing system size

and power usage.
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Layered Depth Images and

Rendering

Layered Depth Images are commonly used in computer graphics, but also for multiview

imaging since they can be used efficiently for the storage and transmission of image data.

Only the main layer, plus residual data and depth are needed to be stored/transmitted,

while the receiver can then render any view of the scene similar to depth-image based

rendering.

3.1 Background on Layered Depth Images

A Layered Depth Image (LDI) as proposed in [10], is a representation for a three-

dimensional scene using an array of two-dimensional image slices (also known as layers or

an array of layered depth pixels as defined in [10]). Each LDI has a reference view point

from which only those pixels in the first layer (i.e. the pixels that are seen as the closest

to the reference view) are visible while the rest of the pixels in other layers are occluded

from this view as shown in Fig. 3.1. The benefit of using this representation arises when

one wishes to render a 2D view of the three-dimensional scene as seen from a different

near-by viewpoint rather than the reference view since the pixel information from layers

27
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Figure 3.1: Layered Depth Structure.
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Figure 3.2: Rendering different views.

2 to n can now become visible (if they are seen as closer to the viewer than pixels in layer

1) as shown in Fig. 3.2. These newly visible pixels can then fill in regions that would

have otherwise been occluded if only a regular (i.e. not an LDI) image was warped to

the nearby viewpoint. This is particularly useful in multiview video and free viewpoint

video since the LDI can be used to interpolate high-quality views between known camera

views [5]. A similar argument regarding the practicality of the LDI can be made in the

context of stereoscopic imaging since the representation can render arbitrary left and

right eye (2D) images from a 3D scene where the additional layers in the LDI can be

used to fill in disocclusions at different viewpoints.
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3.2 How to Generate Layered Depth Images

Layered depth images can be generated using either acquired camera images and depth

maps, real images taken from 360 degrees around an object, or computer graphics images.

Each of these methods of generating an LDI are described in the subsections below.

3.2.1 Acquired Camera Images with Depth Information

An LDI of a 3D scene can be constructed using a set of 2D views taken from different

viewpoints and the depth map of each of these viewpoints as shown in Fig. 3.3. for

a four view case. The depth maps can be estimated in a number of ways including: i)

computing pixel correspondences across images [36], [37], ii) using classification [38], [39],

iii) analysis of object motion [40], [41], iv) human assisted techniques [42], or v) structure

light [43]. In Fig. 3.3, since the four camera views capture the 3D scene from different

viewpoints, they require warping into a common reference view to construct the LDI.

This can be achieved by warping each of the views in Fig. 3.3 similar to (3.1). Once all

views and depth maps are warped to the reference view, the LDI can then be constructed

by sorting the pixels with the same (x, y) coordinates according to their depth values.

For example, the warped versions of each camera view will have different depth values

for its respective pixels. Of these warped pixels, the ones that are seen as closest to the

reference view (i.e. pixels that have the smallest depth) will be used to construct the

first layer of the LDI. The remainder of the pixels are then categorized by depth value,

and sorted into layers 2 to 4, where layer 4 is the furthest away. When the difference of

the depth values between pixels (with identical coordinates) in adjacent layers are less

than a preset epsilon (as in [10]), the average pixel value is placed in the closer layer (to

the viewer), while the other layer is left empty.

An example of warping four of the camera views from one frame of the breakdancing

set [5] is shown in Fig. 3.4. For simplicity, in Fig. 3.4, the reference view was selected
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Figure 3.3: Multiple camera views and depth maps from a 3D scene.
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Figure 3.4: Warping views to the reference view.
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to be that of view 2 (to reduce the number of times a view needs to be re-sampled). As

shown, when warping view 2 to itself there is no change.

3.2.2 Computer Graphics Models

The LDI representation can also be used for computer graphics images. Normally, com-

puter graphics images are represented as intricate meshes of data in a 3D space. To

generate 2D views of objects to be presented on the screen, the 3D mesh is projected

onto the 2D view in a process known as rendering. The difference with the LDI represen-

tation is that less data is used to store the information presently in the 3D scene. Only

the pixels that are visible in the reference view are stored in the first layer, followed by

any subsequent pixels that have additional depth information. The depth information of

the scene can then be obtained using the z-buffer.

The benefit of using computer graphics images is that the depth information returned

from a z-buffer is more accurate than the depth maps obtained through the computation

of pixel correspondences or depth map estimation (which is used in the case of acquired

camera images). A comparison of depth maps generated from these previously mentioned

methods is shown in Fig. 3.5.

3.2.3 Real Images from 360 Degree Rotation

LDIs can also be constructed by rotating an object (usually on a computer-controlled

turntable) 360 degrees and taking photographs at constant intervals. Using the real

photographs of the object from 360 degrees, the LDI can be constructed using a process

similar to voxelization (a process where pixels are projected onto candidate voxels similar

to [44]), except this time the voxelization becomes view centered similar to the LDI

structure.
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(a) Image from [5] (b) Depth map from [5]

(c) A computer graphics image (d) Depth map obtained from (c)

Figure 3.5: Comparison of depth maps generated from pixel correspondences (acquired

camera images) and depth maps generated from a z-buffer (computer graphics). The

model for the “hand” in (c) was obtained from the Stereolithography Archive at Clemson

University.

3.3 How to Render Layered Depth Images

The process of obtaining the coordinates of a point (x2, y2) in an output view using the

point (x1, y1) from the reference LDI view can be described (as in [10]) by:

T1,2 ·



x1

y1

z1

1


=



x2 · w2

y2 · w2

z2 · w2

w2


, (3.1)
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where T1,2 is the transfer matrix defined as T1,2 = C2 · C−11 where C1 and C2 are the

4 × 4 camera matrices of the LDI and output camera, respectively. The coordinates of

(x2, y2 ) in the output camera view can then be obtained by dividing by w2.

3.3.1 Problems After Rendering

The rendered left and right views should not be viewed immediately after warping since

they suffer from: i) Pixel Discontinuities (i.e. cracks in the image), ii) Image Artifacts

(or holes), iii) Ghost Pixels, and iv) Disocclusion regions visible. Each of these problems

are described below and can be seen in Fig. 3.6.

Pixel Discontinuities

Pixel Discontinuities (sometimes referred to as empty pixels, or image cracks [45]) arise

from rounding to the nearest integer pixel coordinate position when warping image views.

As a result, certain pixels are left empty and the image appears to have one-pixel wide

cracks (also refer to Fig. 3.4 bottom row view 1, 3 and 4).

Ghost Pixels

Visible Ghost Pixels is a problem that occurs due to the inaccuracies in the depth map,

particularly at discontinuities occurring at object boundaries. The points at the object

boundaries contain colour information from both the foreground and background. When

warped to the new view, the inaccuracies in the depth map cause these points to be

warped to wrong locations causing what is known as “ghost contours”. To aid in the

viewing of Fig. 3.6(b), the areas of the image showing ghost contours have been enlarged

and displayed in Fig. 3.7.
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Figure 3.6: Problems after image warping. (a) Original Camera View. (b) Image (a)

warped to another view with rendering problems indicated.
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Ghost 

Pixels

(a) (b)

Figure 3.7: Ghost contours after rendering Fig. 3.6(a). (a), (b) sections of the warped

image zoomed in.

Image Artifacts and Disocclusion Filling

Image artifacts (also called image holes) are disocclusion regions of pixels that were

occluded in the reference view [46]. When warped to the new view, these occluded pixels

become visible and appear as a set of holes (since no pixel information is available). A

common cause for this problem is due to the sharp changes in the depth maps of the

image.

3.3.2 Existing Techniques and Proposed Refinements

To remove these problems, various techniques have been adopted from the papers written

on how to improve the rendering of LDIs [45], [46], [47], [48]. These techniques have been

adopted to construct a rendering algorithm (shown in Fig. 3.15) to refine the rendered

views (and stereo image pairs) from the LDI data. The details regarding the processes
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used in the algorithm are discussed in the sections below.

Removing Pixel Discontinuities

This error can be corrected by replacing the empty pixel with the median filter value

of the 3 × 3 neighborhood [47] around it. However, unlike [47], our method to render

the LDI used the median value of the 7 × 7 neighborhood around it to obtain a higher

degree of confidence. In addition, performing median filtering on the entire image can

be tedious (due to long processing time), thus, a labeling of empty points is conducted.

Following the labeling of each empty pixel, the median filter is applied to each point in

the 7×7 neighborhood of the crack location (see Fig. 3.8(b) and the crack removal result

in Fig. 3.8(c)).

This refinement requires less processing time than median filtering the entire image,

fills in the cracks with suitable replacements, and corrects other pixels that were warped

to incorrect locations (i.e. pixels that were not necessarily empty). Depending on the

processing time required, this step can be tweaked to reduce processing time by adjusting

the median filter width w. Reducing the filter width comes at the expense of crack

filling/pixel replacement suitability (in the event that there is a large degree of noise in

the small median filter window for a given pixel).

Removing Ghost Pixels

Ghost pixels can be removed using the labelling technique given in [45]:

∀x,y∈S,

(
1∑

i=−1

1∑
j=−1

D(x+i, y+j)

)
−9(D(x, y)) > Td, (3.2)

where S is the image, and D is the depth map of the reference camera. Td is a predefined

threshold as stated in [45]. When (3.2) is satisfied, the point (x, y) is labeled as a ghost

pixel on the right-hand side. Subsequently, the pixels flagged as ghost pixels are not

warped to the new view during rendering. An additional labeling step is then used for

the left-hand pixels.
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(a) (b)

(c)

Figure 3.8: Labeling and removing cracks. (a) Image showing cracks, (b) Labeling of

cracked pixels from (a) and their 7 × 7 neighborhood. (c) Result of removing cracked

pixels with a 7× 7 median filter.

A simpler technique to correct ghost pixels, one that has been used throughout image

rendering systems to remove outliers from the perimeter of a hole, has been adopted.

Namely, the morphological operation of binary dilation of the binary mask BM by SE

or BM ⊕ SE where the mask BM defines the empty pixel locations with a value of ‘1’

and SE is the structuring element. The dilation operation thereby grows the regions of

BM representing the empty pixels (i.e. grows the holes in the image outwards), which in

turn removes the outliers which lie on the perimeter of these holes. This operation can

be represented by the set of pixel locations z in which the reflected structuring element

overlaps with the empty pixel locations in BM or:
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BM ⊕ SE = {z|(ŜE)z ∩BM 6= ∅}. (3.3)

The structuring element used for the purposes of dilating the holes is given in (3.4).

1 1 1

1 1 1

1 1 1

(3.4)

Removing Image Artifacts and Disocclusion Filling

To remove/fill the holes, the rendered image is scanned for the remaining empty pixels

and a binary mask M is generated with these candidate hole pixels (see Fig. 3.9(a)).

Each of the holes Hi in M are then labeled as either small holes, disocclusion regions, or

border holes using:

Hi =



SmallHole pixelcount(Hi) < Th

Disocclusion (pixelcount(Hi) > Th)

AND(Hi ⊆ Centre)

Border else

, (3.5)

where Th is a predetermined threshold value, and Centre is a mask defining all pixels

that are more than 20 pixels away from a border.

The small holes are filled using the average of the non-zero pixels around the boundary

of the artifacts as in [48]. The result of filling the small holes in Fig. 3.8(c) is shown in

Fig. 3.9(b). This filling method was not used for the large regions because it would result

in a unnatural looking image. The method in [48] works well in small regions because the

blur is not very noticeable in the background. However, discretion should be used when

setting the value of Th since larger values will result in larger holes appearing blurred.

A number of examples indicating the limitation of this filling method are shown in Fig.

3.10. It is therefore preferable to limit the use of this filling method to small holes in the
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(a) (b)

Figure 3.9: (a) Binary mask M of empty pixels after crack filling and dilation of holes.

(b) Result of filling the small holes with the method of [48].

(a) (b) (c) (d)

Figure 3.10: (a)-(d) Examples of hole filling using interpolation in detailed regions of the

image. These images were generated using a Th = 200 pixels.

background of the image since the performance of interpolation is not easily discernible,

and instead, use more sophisticated methods for larger holes. The procedure for filling

large holes is described next.

The large disocclusion regions in the rendered image are filled by first propagating
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the background pixels across the empty region, as in [46] using:

pfg ∈ ∂Ω → pbg ∈ ∂Ω

Bε(pfg) → Bε(pbg)
, (3.6)

where pfg are foreground points on the boundary of the disocclusion region ∂Ωfg (within

the foreground region). Equation (3.6) implies that these foreground points on the

boundary are replaced with the background points pbg on the boundary ∂Ωbg. Bε(pfg),

the known neighborhood around point pfg, are replaced with the known neighborhood

Bε(pbg) around point pbg. The source pixel can also be extracted at a finite offset from

the disocclusion region boundary (see ‘Offset Width’ in Fig. 3.11). This replacement

process takes place across pixels with the same relative y-position, and is repeated for a

six-pixel thickness (see ‘Replication Width’ in Fig. 3.11).

After the manipulation of the image, the remainder of the hole is removed using the

method of Criminisi et al in [49]. However, for our purpose the source region Φ as defined

in [49] should ideally be set to

Φ− pfg, (3.7)

which is the source image without the foreground pixels since the disocclusion region

typically contains components of the image background.

To compute the appropriate region of Φ− pfg for each large hole, the first step taken

is to determine a crude approximation of a source region to reduce the eventual search

area. This crude source region is deduced by determining the maximum and minimum

column and row values of the large hole and then extending each by a pre-determined

factor λ. The source region can then be represented as a rectangular subimage from the

original (which does not exceed the original image boundaries) with corners defined as,

(xmin − λ, ymin − λ), (xmax + λ, ymin − λ),

(xmin − λ, ymax + λ), (xmax + λ, ymax + λ).
(3.8)
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Figure 3.11: Example of background manipulation.

Increasing the value of λ will result in a larger source region, which will return a more

accurate hole inpainting at the expense of processing time since a larger search area

will exist (see an example of a crude source region in Fig. 3.12(d)). Using this value

for Φ − pfg is a crude approximation and will not work well for filling large holes since

the crude source region is likely to contain foreground points adjacent to the large hole.

Therefore, the foreground points of the image (which can be obtained by thresholding

the depth map as in Fig. 3.13(b)) must be removed from the crude region. An example

of such a source region without the foreground points or pixels within the hole itself is
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(a) (b)

(xmin, ymin)

(xmax, ymax)

+ λ

+ λ

+ λ

+ λ

Crude Region

(c) (d)

Figure 3.12: (a) Image with disocclusion (Fig. 3.9(b) re-shown for convenience). (b)

Binary mask indicating large hole location. (c) Crude selection of the source region

extended by λ pixels from the extremities of the disocclusion region. (d) Binary mask of

crude source region for λ = 50 pixels.

shown in Fig. 3.13(c).

The result of using this source region to fill the disocclusion region is shown in Fig.
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(a) (b)

(c)

Figure 3.13: (a) Image with disocclusion region and foreground pixels (with depth map

intensity range of 55 to 60) removed. (b) Binary mask of the foreground region. (c)

Binary mask of the final source region. Pixels with value ‘0’ indicate the final source

region.

3.14. The border pixels are also filled using the method in [49], however, this time

background pixels are not propagated across the region and Φ is reverted back to its

original definition.

3.3.3 Proposed Rendering Algorithm for Work in this Thesis

In this thesis, four layered depth images were constructed using four of the camera views

and depth maps of the breakdancing scene from [5]. The rendering algorithm used for
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all LDIs from herein is given in Fig. 3.15.

In order to perform filtering of the LDI representation, we first review the character-

istics of 2D spatial filtering in the following chapter.

Figure 3.14: Large hole filling example using the method of [49]. The input image was

that of Fig. 3.9(b) and the source region was set using the mask in Fig. 3.13(c).
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Figure 3.15: LDI rendering algorithm.



Chapter 4

2D Image Filtering

The majority of stereoscopic displays that exist today (in the year 2011) are 2D screens

capable of presenting 2D images. The stereoscopic effect is obtained by directing the

appropriate 2D image to each of the viewer’s eyes using either a special type of lens

placed above the display, or by wearing special glasses (please refer to Chapter 2 for

more details). Since these images are typically stored/transmitted as 2D image pairs,

the basic method to process these images is through use of 2D image processing techniques

applied to the left and right images separately.

Images are processed for many reasons including analysis, and for enhancement to

improve image re-production. When images are captured by a camera, they are subject

to various forms of noise emanating from, but not limited to, the camera sensor, lens

distortions, and low light conditions. Additionally, these images can appear out of focus

if the camera focal length is not properly adjusted for the scene being captured. These

types of problems can be corrected by using signal processing techniques achieved through

filtering the images in either the frequency domain or by using linear spatial filtering in

the spatial domain since they have a one-to-one correspondence.

When considering the choice of using spatial/frequency filtering for stereoscopic im-

ages, the method best suited to filtering layered depth images is spatial filtering since

46
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we can implement nonlinear filtering operations (which wouldn’t be possible using a fre-

quency domain filter). We therefore focus the remainder of the discussion in this chapter

on 2D spatial filtering. Specifically, the following chapter discusses 2D spatial filtering

and some of the common filters used for image smoothing and sharpening.

4.1 Basics of Linear Spatial Filtering

Filtering a 2D image f (x, y) by a 2D spatial filter w(x, y) of size m×n can be represented

as in [16] by:

g(x, y) =
a∑

s=−a

b∑
t=−b

w(s, t)f(x+ s, y + t), (4.1)

where g(x, y) is the filtered image and a = (m− 1)/2 and b = (n− 1)/2.

The process of spatial filtering is usually accomplished by zero-padding the border

of the image with m − 1 rows, and n − 1 columns. Subsequently, the filter w(x, y)

traverses the image by visiting each pixel and computing the result g(x, y) using (4.1).

The collection of all individual results g(x, y) are then combined to form the final result,

which is the filtered image.

In order to achieve desired filter results, the filter coefficients in w(x, y) need to be

adjusted such that they correspond to the type of filter required. A description of image

smoothing and sharpening (two common filtering operations), along with some of the

common filters used to perform these operations follow.

4.1.1 Smoothing Filters

Image smoothing (also referred to as blurring) is a process by which the high frequency

components of an image are de-emphasized. In a spatial filtering context, this process

occurs by taking an average of pixels inside the filter window w(x, y). Smoothing or low

pass filtering (which is the suppression of high frequency components) is achieved in this
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manner since smooth regions of an image (i.e. where intensity changes are gradual or

very minimal, like DC components) will generate a result which is very similar to the

majority of the pixels in this region. In regions with greater variations of intensity change,

these filters may produce results that are drastically different than the center point in

the window itself, resulting in a very different pixel value (which is the suppression

or blocking of high frequency regions of the image) and replaces them with less sharp

intensity transitions.

Two examples of spatial smoothing filters that function in this manner are the box

filter and the weighted average filter.

4.1.2 Box Filter

To smooth a 2D image, a common low pass filter (LPF) that is used is known as the box

filter (or smoothing filter). The coefficients used in a 3× 3 mask of this kind of LPF are,

1 1 1

1 1 1

1 1 1

× 1

9
, (4.2)

and the result of applying this filter from [16] onto a 2D image is shown in Fig. 4.1(b).

The 2D box filter can achieve a very coarse blur for an image since the filter result is

equally dependent on all pixels in the window. This type of filter is very primitive and

significantly degrades the image as the filter dimensions increase. This occurs because

all points neighbouring the center pixel are given an equal amount of weight in the filter

result. Additionally, one can think that when a filter size is large, pixels that are distant

from the center (i.e. near the perimeter of the filter window) are likely to be significantly

different than the pixels nearest to the center. Thus, giving equal proportions of weight

in the filter can significantly degrade quality in high frequency areas of an image.

When dealing with stereoscopic images, there is a 2D left eye image, and a 2D right

eye image. By applying the 2D box filter to each view separately, the result produces
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(a) Original Image from [5] (b) Image (a) Filtered using 3× 3 Box Filter

Figure 4.1: Effects of 2D Box Filter.

a blurring between foreground and background objects (see edges of the man’s arm in

Fig. 4.1(b). The problem with using this technique is that pixels in the background

should not be filtered with the pixels in the foreground because the resulting image will

show inconsistencies where pixels appear to have incorrect depth locations. The resulting

image may lead to unnatural visualization. It is believed that spatial inconsistencies are

a factor leading to visual discomfort [20].

To correct this problem, a wiser choice for a smoothing filter would need to be used

where the effects of background pixels are minimized when filtering pixels in the fore-

ground.

4.1.3 Weighted Average Filter

In order to decrease the amount of coarse blurring that occurs in high-frequency areas,

the filter in (4.2) can be modified such that pixels closer to the center of the mask are

given a greater relative weight in the filter result than pixels further away. Namely, (4.1)

can be modified in this fashion to become a weighted average filter. The general form of
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a 2D weighted averaging filter of size m× n is described by [16] as,

g(x, y) =

∑a
s=−a

∑b
t=−bw(s, t)f(x+ s, y + t)∑a
s=−a

∑b
t=−bw(s, t)

, (4.3)

where the denominator in (4.3) is the sum of the mask coefficients and is constant. This

result can also be written as,

gWA(x, y) =
g(x, y)

w(s, t)
, (4.4)

where g(x, y) is from the definition in (4.1) and w(s, t) is taken as the sum of mask

coefficients. A 2D weighted average filter mask where the center pixel has approximately

27 percent of the filter weight can be represented by,

1 3 1

3 6 3

1 3 1

× 1

22
, (4.5)

An example of an image filtered using this approach is shown in Fig. 4.2(d) where

the filter mask used is shown in (4.5). A comparison of the filtering result of the 2D

box filter and a 2D Weighted Average filter is shown in Fig. 4.2. From Fig. 4.2, it is

obvious that the two filters achieve the same results in areas of zero intensity change.

However, in regions of high frequency (such as the edges of the man’s hat and face with

the background), we notice that the box filter achieves more blur since the center pixel

does hold more weight in the overall result. In terms of PSNR, the box filter (when

compared to the original) was 37.2481 dB and the weighted average filter was 38.2992

dB. The resolution of the original image was 1024× 768 pixels.

When considering the use of a smoothing filter for stereoscopic images, an important

consideration when blurring the entire image would be to maintain consistent blurring in

regions of similar depth. Generally, in 2D images, components that are in the foreground

are typically in focus, while components of the background are out of focus. When

using a box filter, blurring the boundaries of foreground objects increases the amount
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of influence by the background, which yields an image that is unnatural (also causing a

mismatch when viewed stereoscopically, causing viewer discomfort). Instead of relying

on purely 2D filtering techniques that have no knowledge of foreground and background,

a better choice would be to use the weighted average filter since pixels on the boundaries

will have higher relative weight than pixels in the background of an image. This will

help to maintain the separation of foreground and background over the use a of box filter

and reduce image inconsistencies where pixels appear to have incorrect depth locations

(where the resulting stereo image may lead to unnatural visualization). However, the

improvement in separately filtering the foreground and background is minimal, to say

the least. Some knowledge of image depth would be required to influence the outcome

of the filter, or a process of edge-preserving smoothing.

4.2 Bilateral Filter

Edge-preserving smoothing can be accomplished by using a 2D bilateral filter as described

in [50] by:

BF [I]p =
1

Wp

∑
q∈S

Gσs(‖p− q‖)Gσr(Ip − Iq)Iq, (4.6)

where p, and q are pixel positions in the gray-scale image I, S is the set of possible

positions in the image, and where the normalization factor Wp is defined as:

Wp =
∑
q∈S

Gσs(‖p− q‖)Gσr(Ip − Iq). (4.7)

In (4.6), the term Gσ(x) represents the two-dimensional Gaussian kernel and Gσs is a

spatial Gaussian that decreases the influence of distant pixels. Moreover, the choice of

σs, which dictates the width of the Gaussian kernel, adjusts the relative size of image

features to be blurred (i.e. the greater the width, the larger the feature that can be

blurred). The bilateral filter can also preserve edges because the term Gσr is a range
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(a) Original Image from [5] (b) Image (a) detail

(c) Image (a) detail using 2D Box Filter (d) Image (a) detail using 2D Weighted Av-

erage Filter from (4.5)

Figure 4.2: Comparison of 2D linear spatial filtering.

Gaussian that decreases the influence of pixels with different intensities from that of the

centre pixel Ip [50].

An example of a 2D bilateral filter applied to an image is shown in Fig. 4.3(b). As

shown in the image, there is a clear distinction of the foreground and background since

the edges of the image have been preserved. A comparison of these 2D smoothing filters

(box, weighted average, and bilateral) are shown in Table 4.1. Please note that each of

the filters in Table 4.1 were implemented in brute force and without any optimization.

Although the 2D bilateral filter is a good choice for 2D images, it is not ideal for a

multiview system. Specifically, when used in a multiview system, to achieve a smoothing
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(a) Fig. 4.2(a) detail (b) Image (a) detail after 2D Bilateral Filter

of size 9× 9, σr = 4 and σs = 4

Figure 4.3: Effects of 2D bilateral filtering.

Table 4.1: Comparison of 2D smoothing filters.

Smoothing Filter Window Size PSNR (dB) Processing Time (sec)

Box size 3× 3 37.2481 3.1

Weighted Average 3× 3 38.2992 3.1

Bilateral 9× 9 44.2577 76.1

of all possible views will require the bilateral filter to be applied separately to each

possible image view (increasing the required processing time). If the multiview system

is capable of rendering n views, then the 2D bilateral filter will need to be executed 2n

times since each view has a left and right eye image.

To alleviate the requirement of filtering each view separately, this thesis presents an

adaptive 3D spatial filter that is designed to take advantage of the LDI representation

to achieve the desired filtering result. The following chapter introduces this filter.

4.3 Sharpening Filters

When images appear out of focus or blurry, they are over emphasizing the low frequency

components of the image. Images captured by camera are usually blurry when the lens
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is not properly focused for the scene being captured. To correct the problem, the family

of spatial sharpening filters can be used. Two of these common sharpening filters are

described in the subsections below.

4.3.1 Unsharp Masking

In 2D, image sharpening can be achieved by subtracting the unsharp (i.e. smoothed)

version of an image b(x, y) from the original image f(x, y). The sharpened image s(x, y)

can then be expressed as:

s(x, y) = f(x, y) + k[f(x, y)− b(x, y)], (4.8)

where k is a weight that is set to 1 for unsharp masking [16]. The result of applying this

filter onto a subsection of Fig. 4.2(a) is shown in Fig. 4.4, where the box filter was used

to obtain b(x, y). When comparing the images in Fig. 4.4, the edges and details in the

stereo have been emphasized in Fig. 4.4(b). Specifically, the contours of the speakers

inside the box are more obvious. In addition, since image sharpening enhances the high-

frequency components of the image, the noise in the image has also been accentuated.

(a) Subsection of original image in Fig. 4.2(a) (b) Subsection after unsharp masking

Figure 4.4: Effects of 2D unsharp masking.
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4.3.2 Laplacian

Another sharpening filter that can be used to emphasize the edges in an image is the

Laplacian filter. As described in [16], the Laplacian can perform sharpening since it

implements a derivative operation. The derivative is used for digital sharpening because

when the intensity of an image is constant, the derivative is zero, and when the intensity

is changing, the derivative is non-zero - which is the basis of image sharpening. This can

be done as in [16] by,

g(x, y) = f(x, y) +∇2f(x, y), (4.9)

where g(x, y) is the sharpened image and f(x, y) is the original image. The term∇2f(x, y)

can be implemented using a mask (from [16]) such as,

0 −1 0

−1 4 −1

0 −1 0

, (4.10)

which must then traverse the image as described in Section 4.1.



Chapter 5

3D Spatial Filtering for Multiview

Images

An extension of the 2D linear spatial filter into 3D can be achieved by adding a third

dimension, the z-axis, to (4.1). Specifically, the 3D FIR spatial filter w(x, y, z ) of size

m × n × p when applied to a 3D image f (x, y, z ), which in our case is the LDI, can be

represented now as:

g(x, y, z) =
a∑

s=−a

b∑
t=−b

c∑
u=−c

w(s, t, u)f(x+ s, y + t, z + u), (5.1)

where g(x, y, z ) is the filtered image (or LDI), a = (m − 1)/2, b = (n − 1)/2 and

c = (p− 1)/2. A filter w(x, y, z) with size m× n× p and associated coefficients wx,y,z is

shown in Fig. 5.1.

5.1 Explanation (Mechanics)

To perform spatial filtering on an LDI, one must follow the same mechanics as those

required for a 2D image as stated in [16] with the addition of zero padding and traversing

the filter in the z -direction. When performing 3D spatial filtering on an LDI, p number

of layers are engaged in each calculation. An example of these mechanics are shown in

56
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Figure 5.1: A general 3D spatial filter w(x, y, z) of size m× n× p.

Fig. 5.2.

5.2 3D Smoothing Filter

A basic filter that can be used to smooth an LDI using (5.1) would be the extension of

the 2D box filter in (4.2) to 3D. Specifically, the 3D version of this mask would be,

w(:, :,−1)=
1

27
×


1 1 1

1 1 1

1 1 1

 w(:, :, 0)=
1

27
×


1 1 1

1 1 1

1 1 1

 w(:, :,+1)=
1

27
×


1 1 1

1 1 1

1 1 1

 . (5.2)

The extension of the 2D box filter to 3D in (5.2) is not ideal for smoothing the LDI
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Figure 5.2: Mechanics of 3D spatial filtering.

since the resolution of the LDI in the z -direction is much less than those of x and y.

This will lead to uneven/unnatural blurring across depths, since successive depth pixels

in the LDI with the same (x, y) coordinate may have a large difference in their true

z coordinates. Thus, a better smoothing filter to use in this case would be a weighted

average filter that gives more weight to pixels residing in the center plane. The general

form of a 2D weighted averaging filter of size m × n was shown in (4.3). The extension

of this filter to 3D would lead to,

g(x, y, z) =

∑a
s=−a

∑b
t=−b

∑c
u=−cw(s, t, u)f(x+ s, y + t, z + u)∑a

s=−a
∑b

t=−b
∑c

u=−cw(s, t, u)
. (5.3)

The denominator in (5.3) is the sum of the mask coefficients and is constant. This

straightforward extension would be ideal for smoothing a 3D volume where each image

slice has equal resolution. However, in the case of the LDI, the resolution in the residual

layers becomes more sparse for deeper layers. Consequently, filtering over pixels that are

empty can lead to a result that is invalid since not every pixel in the neighborhood will

be defined.
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5.2.1 Adaptive Qualities of the Filter

In order to be able to use the extension of (4.3) in 3D for LDIs, the size of the mask

would need to become adaptive to accommodate the varying distribution of layered depth

pixels. Specifically, since not all layered depth pixels have depth pixels in each plane (see

Fig. 5.3), the filter mask would need to change size based on the number of non-empty

pixels present for each depth plane. Moreover, the number of depth pixels is usually

dependent on the complexity of the scene where the higher the complexity, the greater

the amount of depth pixels. We can then define the number of non-empty pixels in an

arbitrary depth plane z = i by βz=i. An example of this adaptive nature is shown in Fig.

5.4.

For one to better understand this concept of βz=i, an example is shown using a 3D

weighted average filter (where the center plane has a 60% weight) as shown in Fig. 5.5.

When considering the mask in Fig. 5.5, the sum of the valid mask coefficients (that

have defined pixels in the LDI structure) and the size of the mask is dependant on βz=i.

Therefore, the denominator of (5.3) would be equal to,

a∑
s=−a

b∑
t=−b

c∑
u=−c

w(s, t, u)=

(
2

βz=i

)
βz=i +

(
6

βz=i+1

)
βz=i+1 +

(
2

βz=i+2

)
βz=i+2 = 10, (5.4)

which is the sum of all mask coefficients that have existing pixels in the LDI. We can use

the following to achieve a 3D filtered LDI using a weighted average filter from Fig. 5.5,

gWA(x, y, z) =
g(x, y, z)∑a

s=−a
∑b

t=−b
∑c

u=−cw(s, t, u)
=
g(x, y, z)

10
, (5.5)

where g(x, y, z) is from the definition in (5.1). Note that when the pixels of a specific layer

under the filter are all empty (meaning that the layer does not contain any information

in this part of the image or βz=i = 0), the result is dropped from the calculation of

the filtering result. Instead, an average of the remaining layers is taken to carry out
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Figure 5.3: Sparse nature of an LDI compared to a ideal volume.

the filtering calculation. Subsequently, the denominator in (5.3) would need to change

based on the new calculation of w(s, t, u) with the appropriate planes dropped. If this

adaptation is not taken into account, then the straightforward extension of a 3D spatial

filter for the LDI will be inaccurate since depth pixels that may not exist in space will

be allocated a weight in the calculation (which may yield a resulting image with invalid

colours).

After the 3D filtering is completed in the “layered depth domain”, the left and right

views can then be rendered using the techniques described in Chapter 3.
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Figure 5.4: Example of the adaptive nature of the proposed filter. The example uses a

filter of size 3× 3× 3.

5.3 Human Perception Experiments

The following section describes the experiment used to compare the differences in hu-

man perception between rendering smooth multiview images using either the 3D filter

proposed or 2D bilateral filters, as in [51].
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Figure 5.5: Three-dimensional weighted average mask.

5.3.1 Subjects

A total of 15 subjects participated in the preliminary stages of this study. Their mean

age was 24 years old. All of the subjects participating in the study had normal visual

acuity and normal binocular depth perception. None of the participants were feeling ill,

dizzy, or sick prior to the experiment.

The participants were unaware of the purpose of the experiment. They were told that

they were participating in a study to assess the naturalness and level of viewing discomfort

experienced when viewing stereoscopic images. They were told that the findings would

help to better understand viewing discomfort and further knowledge into creating more

natural images.

5.3.2 Test Images

Stereoscopic images from LDI data were rendered using both the filtering techniques of

the 2D bilateral filter and the proposed 3D filter. A total of fifteen stereoscopic image

pairs were shown to each of the subjects. Of the 15 pairs, five of them were filtered

using a 3D filter, five were filtered with the 2D bilateral filter using a σr = 0.05, and the

other five were filtered with the 2D bilateral filter using a σr = 0.2. The full list of filter
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specifications used in the experiment are shown in Table 5.1. In Table 5.1, the “Level”

represents the relative weight of the center pixel for the 2D filters. For the 3D filter, the

parameter CW represents the relative weight of the central plane with respect to the

other planes. These parameters were set according to the relative “Level” used for the

2D filters (for comparative purposes).

Specifically, for every given “Level”, the average percent difference between the weight

of each coefficient in the 3D mask and the coefficient of the central pixel was set similarly

to the percent difference of the coefficients in the counterpart 2D filter. It is worth noting

that the 3D mask in “Level 1” indicates a 3D box filter, whereas the 3D mask in “Level

5” indicates a weighted average filter where almost the entire weight of the calculation

depends on the center plane. In addition, all filters used in the experiment had a window

size of 3× 3 for the 2D filters tested, and 3× 3× 3 for the 3D filters tested. An example

of two stereo image pairs used in the study are shown in Fig. 5.6 and Fig. 5.7.

The 15 stereo pairs were presented, using a single-blind method, to the users in a

random order (using a random number generator to determine the order). These orders

were obtained prior to testing and were only known to the investigators. The 15 stereo

pairs were arranged into three distinct sequences (sequence A, B, C) so as to randomize

the order of viewing so that users could not guess any pattern in the images they were

shown. Five of the subjects saw sequence A, five others saw sequence B, and five others

saw sequence C.

Table 5.1: Filter specifications used in the experiment (where CW represents the weight

of the central plane with respect to the other planes).

Filter Level 1 Level 2 Level 3 Level 4 Level 5

2D Bilateral (σr = 0.2) σs = 10 σs = 1.5 σs = 1 σs = 0.8 σs = 0.6

2D Bilateral (σr = 0.05) σs = 10 σs = 1.5 σs = 1 σs = 0.8 σs = 0.6

3D Proposed CW = 0.33 CW = 0.5 CW = 0.6 CW = 0.71 CW = 0.8
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The test images used in this experiment were generated using four camera views of

the breakdancing scene from [5]. The original camera view (shown in detail in Fig. 5.8)

used as the reference view for the LDI was generated using camera view 4.

5.3.3 Experiment Design

The subjects, investigated one at a time, sat in front of a 3D monitor at a viewing

distance of 2.5 feet from the screen and wore special LCD shutter glasses. They were

shown 15 images and asked to fill out a short questionnaire, based on the Double-Stimulus

(a) 2D bilateral filtered σr = 0.2 and σs = 1.0

(b) 3D filtered CW = 0.6

Figure 5.6: Example of filtered stereo pairs used in the experiment. These images will

become available online at www.ryerson.ca/digitalmedialab
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(a) Detailed result from Fig. 5.6(a) (b) Detailed result from Fig. 5.6(b)

Figure 5.7: Example of detailed filter results (right views).

Figure 5.8: Detail of original image used for LDI reference view.

Continuous-Quality Scale protocol from the International Telecommunication Union rec-

ommendations (ITU-R BT.500-11), throughout the duration of the experiment. The

experiment time line was:

1. Subjects were shown a reference 3D image that had no filtering applied to it (for

six seconds).
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39-20: Unnatural

19-0: Very Unnatural

Figure 5.9: Rating scales for visual comfort and ‘naturalness’.

2. Subjects were then shown a grey screen (for six seconds).

3. Subjects were then shown an image announced as “image one” (for six seconds).

4. Subjects were then shown a grey screen (for six seconds).

5. Subjects then had 10 seconds to fill out their scores for their perceived ‘naturalness’

of the images and the level of visual comfort by assigning a mark out of 100 using

the respective scales shown in Fig. 5.9.

6. Steps 3 to 5 were then repeated in a similar fashion for the remainder of the images

in the test sequence.

5.3.4 Equipment

The images were shown on a 23” Alienware 3D LCD display. The LCD shutter glasses

used in the experiment were the pair included as part of Nvidia’s 3D Vision Kit.

5.3.5 Experimental Conditions

The images were shown in a room that had control of the ambient light and ambient

noise.

The filter described in (5.3) can also be easily used to perform sharpening of a stereo-

scopic image. This extension is discussed in the following subsection.
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5.4 3D Sharpening Filter

To apply the unsharp masking technique to a stereo image (using the LDI representation),

the 3D weighted average filter of (5.3) can be used to smooth the LDI to obtain a

smoothed version of each layer bz=i(x, y, i). Following this operation, the sharpened

result of each layer in the image can be computed using,

sz=i(x, y, i) = k(fz=i(x, y, i)− bz=i(x, y, i)) + fz=i(x, y, i), (5.6)

where sz=i(x, y, i) represents the sharpened version of layer fz=i(x, y, i) as in [52].



Chapter 6

Results and Evaluation

The following chapter discusses the results and evaluation of the proposed filtering

method from Chapter 5 using acquired camera images. The original multiview images

used to present the results in this chapter were obtained from [5]. This dataset was cho-

sen since it encompassed two sequences with many frames in addition to the specification

of extrinsic/intrinsic camera parameters and depth maps for each image.

It is worth mentioning that each of the images shown in this chapter were obtained

by extracting one view from a multiview stereo image. The full stereoscopic images are

available at www.ryerson.ca/digitalmedialab.

6.1 Smoothing Results

The images shown in Fig. 6.1 through Fig. 6.4 show a comparison of the proposed 3D

smoothing filter with 2D image filters. Each of the images were generated using a four

layer LDI. In Fig. 6.1 through Fig. 6.4, the 2D box filter had a 3×3 window size, the 2D

bilateral filter used a 3×3 window size and a σr = 4 and σs = 4, while the 3D smoothing

used the 3× 3× 3 proposed filtering method for LDIs.

In Fig. 6.1, the 3D filtered image shows blurring of the original image, but a distinct

separation between the foreground and background is maintained (see edge of the person’s

68
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face and hand). In contrast, this separation is not possible if a 2D box filter were used

for smoothing as shown in Fig. 6.2 (edge of person’s face and hand are blurred with the

background).

The 2D bilateral filter which solves this problem of separately filtering different com-

ponents of the image is shown in Fig. 6.3 (which shows blurring of foreground and

background while maintaining sharp edges). When comparing the images in 6.3, the

differences in smoothing are very subtle where the main discernible difference is in the

distinction of edges (where the bilateral filter is more pronounced). Lastly, the small

artifacts in the images discussed were caused from inaccuracies in the depth maps and

ghost contours. A second example image, with the same comparisons as in Fig. 6.1

through Fig. 6.3, is shown in Fig. 6.4.

6.2 Sharpening Results

The images shown in Fig. 6.5 and Fig. 6.6 show a comparison of the 3D sharpening

method proposed with 2D unsharp masking. In both Fig. 6.5 and Fig. 6.6, the 2D

unsharp masking used a 3× 3 box filter to obtain the unsharp mask, while the proposed

3D sharpening method for LDIs used a 3 × 3 × 3 filter (using the proposed smoothing

method for LDIs) to obtain the unsharp mask.

In Fig. 6.5(b), the 3D filtered image shows sharpening of the original image shown

in Fig. 6.5(a). Specifically, the high frequency details in the image have been amplified.

For example, the edges between the person’s fingers and other details (such as noise) are

also more visible. This is similar and very hard to distinguish from the result obtained

using the 2D unsharp masking technique as shown in Fig. 6.5(c). A second example

image, with a similar comparison as in Fig. 6.5, is shown in Fig. 6.6.
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6.3 Evaluation of 3D Smoothing (Comparison to the

2D Bilateral Filter)

6.3.1 Visual and Human Perception Results

After conducting the experiment described in Section 5.3, the data collected from each

of the participants was compiled and matched to its respective filter. For each filter,

the mean ratings for visual comfort and naturalness were then tabulated along with the

standard deviations for the sample. A comparison of these ratings for the bilateral filters

and 3D filters, along with their associated 95% confidence intervals, are shown in Fig.

6.7 and Fig. 6.8 for the visual comfort and naturalness, respectively. The 95% interval

was calculated as was proposed in recommendation ITU-R BT.500-11.

Evaluating stereoscopic images subjectively is currently a common practise since mea-

sures such as MSE, or SNR (that are seldom used for 2D images) don’t accurately reflect

the quality of stereoscopic images. Furthermore, stereoscopic images are fused by the

brain to give a sensation of depth, and high SNR does not necessarily mean the brain

will have an easier time to perceive depth or interpret natural looking stereoscopic images.

Therefore, it is more important to evaluate the presented work subjectively because it

will reflect to a greater extent, the actual human perception of these stereoscopic images

and the filtering methods.

The results in Fig. 6.7 and 6.8 show that the proposed 3D filter achieves comparable

results for comfort and naturalness to the various levels of the bilateral filter. Specifically,

for visual comfort, the proposed 3D filter compared to the 2D bilateral filter had an

average percent difference of 7.15% for the sample. For naturalness, the average percent

difference of the proposed 3D filter compared to the 2D bilateral filter was 7.31%. Overall,

the worst difference for an individual mean was 14.6%, while the best case (i.e. the

smallest difference between the mean of the 3D filter and the mean of the highest rated



Chapter 6. Results and Evaluation 71

2D bilateral filter) was 1.69%.

More over, the displayed confidence intervals show significant overlap between the

proposed 3D filter and the 2D bilateral filters. When taking into account the small

sample size, there is greater margin for error of where the “true” mean of the samples

should lie. Therefore, as stated in ITU-R BT.500-11, this interval can predict with a

probability of 95% that the absolute value of the difference between the true and actual

mean score will be smaller than the 95% confidence interval. This indicates that the

true perceived quality of the proposed 3D filter and the 2D bilateral filters by the entire

population will likely fall into this interval.

A possible explanation for the worst case percent difference of 14.6%, where the

proposed 3D filter did not perform as closely as the bilateral filters would be due to

the relative weight of the center pixel/plane being set to ‘1’. In this case, the 3D filter

is acting as a 3D box filter, which (as mentioned earlier) is not ideal for LDIs since

the resolution in the z direction is not as high as the x and y. Therefore, giving each

plane equal weight in the filtering result reduced the visual comfort perceived by the

participants.

In terms of human perception, the bilateral filter with σr = 0.05 generally had the

highest ratings for naturalness and visual comfort. This can be attributed because the

difference between the original image and the filtered image was very small since the

range of 5% preserved almost every edge in the image, while the 3D filter only preserved

edges in and around depth regions.

The results also showed that, in terms of visual comfort, the average person tested

preferred “Level 2” with respect to the specifications given in Table 5.1 for the 3D filter.

This means that the optimal parameters for a 3D filter (for the group studied) would be

similar to those in Fig. 5.5 but with the coefficients in the center plane equal to 4.
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6.3.2 Computational/Cost

The time taken to perform filtering using a computer with an Intel i7 920 (2.67 GHz)

processor for the 2D bilateral filter was 48.17 seconds (for one out of two views for a

single stereo pair). The time taken to perform 3D filtering, capable of rendering any

desired view thereafter, using the proposed 3D filter in the “layered depth domain” was

28.36 seconds. Both methods were implemented in brute force and the computation time

was measured without considering the time required to estimate depth. These results

are shown in Table 6.1.

The reason the proposed 3D spatial filter requires much less computation time than

the 2D filter is because it only needs to be applied once while the data is in the LDI

representation. Subsequently, any stereoscopic pair of views for multiview applications

can be rendered encompassing the desired (filtered) characteristics. The overall algorithm

used to filter an LDI with the 3D proposed filter is shown in Fig. 6.9(a). As shown, the

filter is only applied once for n views. Specifically, for an LDI with resolution in the x

and y directions of R, and a number of depth layers d, the proposed 3D filter of size

w×w×w would give a worst case complexity of O(w3 ·R ·d). However, since the nature

of the LDI is sparse in residual layers (i.e. behind the first layer), we can expect the

worst case computation time to be less than the one mentioned above.

On the other hand, the 2D spatial filter requires more computation time because it

must be applied to each rendered view separately. Consequently, increasing the number

Table 6.1: Processing time comparison.

Filtering Method Processing time Processing time required

required for 1 image for 4 stereo pairs

2D Bilateral 48.17 sec 385.36 sec

3D Proposed 28.36 sec 28.36 sec
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of stereo pairs for multiview applications will require more processing time if the views are

to be processed off-line. The overall algorithm used to filter an LDI with the conventional

2D spatial filter is shown in Fig. 6.9(b). As shown, the filter must be applied n times in

order for all views to be filtered. Moreover, if we define the number of views by n, where

n is two times the number of stereo pairs to be rendered (since each stereo pair has a left

and right image), and if we let the resolution of each 2D image be R, we can then define

the worst case complexity for applying the 2D bilateral filter to multiview stereo images

as O(n · R · w2). This complexity is taken where w2 is the neighborhood search size for

the bilateral filter.

6.3.3 Application to Various Types of Images

When comparing the results of the proposed 3D filter with the bilateral filter, it is very

hard to distinguish a difference when viewing acquired images. Subsequently, a viewer

will have a hard time telling a difference when shown one of these images on a small

stereoscopic screen (such as on a handheld device) or a computer monitor. Likewise,

consumers typically are not always experts in imaging and cannot discern the differ-

ences in quality, which make the proposed filtering method applicable to small screens

or handheld devices and applications which are not heavily dependant on quality. Also,

for certain applications where processing speed is critical, the results of the experimental

study show that using the proposed 3D filter will save time without compromising enough

quality that the average person can detect. Some examples of real-time applications that

could benefit from this work are telepresence on a cell phone or streaming multiview

stereoscopic content onto a handheld device.

Alternately, in applications where the processing speed is neither critical nor required

to be real time, but instead, more importantly required to have higher visual quality and

accuracy (such as digital cinema, or medical imaging), the proposed filtering method may

not be suitable. Specifically, the filtering results of the proposed method for multiview
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stereo images using LDIs will only be as accurate as the depth estimation and resolution

of the acquired images.

6.3.4 Summary

A summary of each of the subsections mentioned above are presented in Table 6.2 for

convenience.

Table 6.2: Comparative summary of the proposed 3D filter with the 2D Bilateral Filter.

Filtering Method

Comparator 2D Bilateral Filter 3D Filter (proposed)

Visual: Perceived Comfort 70.6 66.5

(mean out of 100)

Visual: Perceived Naturalness 64.0 60.1

(mean out of 100)

Computation Time for one image 48.17 sec 28.36 sec

with w = 3

Computation Time for four 385.36 sec 28.36 sec

stereo pairs with w = 3

Complexity O(w2 ·R · n) O(w3 ·R · d)
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(a) Original

(b) 3D Filtered

Figure 6.1: Smoothing example 1, 3D filter compared to original image with each zoomed

in to show details.
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(a) 2D Filtered (box)

(b) 3D Filtered

Figure 6.2: Smoothing example 1, 3D filter compared to 2D box filter with each zoomed

in to show details.
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(a) 2D Filtered (bilateral)

(b) 3D Filtered

Figure 6.3: Smoothing example 1, 3D filter compared to 2D bilateral filter with each

zoomed in to show details.



Chapter 6. Results and Evaluation 78

(a) Original (b) 3D Filtered

(c) 2D Filtered (box) (d) 2D Filtered (bilateral)

Figure 6.4: Smoothing example 2 (zoomed in to show details).
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(a) Original (b) 3D Filtered

(c) 2D Filtered

Figure 6.5: Sharpening example 1 (zoomed in to show details).



Chapter 6. Results and Evaluation 80

(a) Original (b) 3D Filtered

(c) 2D Filtered

Figure 6.6: Sharpening example 2 (zoomed in to show details).
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Figure 6.7: Comparison of visual comfort results of human perception.

45	
  

50	
  

55	
  

60	
  

65	
  

70	
  

75	
  

80	
  

1	
   2	
   3	
   4	
   5	
  

Su
bj
ec
t	
  R

a+
ng
	
  

Rela+ve	
  Weight	
  of	
  the	
  Center	
  Pixel/Plane	
  

Naturalness	
  

3D	
  Filtered	
  

Bilateral	
  5%	
  

Bilateral	
  20%	
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Figure 6.9: Comparison of 2D and 3D LDI Filtering Algorithms. (a) 3D LDI filtering

algorithm. The filter needs only to be applied once to generate any filtered view. (b)

Conventional 2D LDI filtering algorithm. The filter needs to be applied n times to

generate n filtered view.



Chapter 7

Conclusions and Future Work

7.1 Conclusions

This thesis presented a new approach towards filtering stereoscopic multiview images

(using the LDI representation) rather than using simplistic 2D spatial filtering approaches

or using the 2D bilateral filter. The method presented a 3D adaptive filter that changes

size to accommodate the LDI representation. The results obtained using the proposed

image smoothing and sharpening methods were similar or better when compared to the

2D filtering techniques. When comparing the image results subjectively in terms of

human perception, the study conducted revealed that the proposed 3D filter can obtain

similar ratings for viewing comfort and naturalness as the 2D bilateral filters, however,

with much less processing time required (in a brute force comparison).

The proposed filtering method could also be used as a building block towards designing

real-time filtering applications for a wide-range of multiview systems. One such system

could be a synthetic depth of field for multiview images/video capable of sharpening and

blurring different depths of a scene to help reduce viewing discomfort, and increase the

appreciation of future multiview stereo systems. Other types of systems where this work

is directly applicable are artistic applications such as virtual museums or graphics art,

83
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which will make reproduced (multiview) art appear more natural, and more comfortable.

The contribution of this thesis is a novel way to smooth or sharpen a stereoscopic

multiview image using the layered depth image representation. The presented method

also establishes a foundation upon which to possibly extend various 2D spatial filter-

ing techniques into 3D for use on multiview stereo images (to be qualified by future

research/investigation). This could be accomplished by modifying the filter coefficients

to perform other types of filtering operations (such as edge detection).

7.2 Future Work

As mentioned earlier, stereoscopic images cause many viewers to experience discomfort.

To get a better understanding of the impact this filtering method has on human per-

ception, it would be wise to perform further experimentation with different sets of test

images, and compare it against other filters (including the 3D bilateral). Additionally, it

would be wise to vary the window size of the filters to determine if any point exists that

causes further discomfort or leads to more natural images.

Supplementary work could also be done to apply these filtering comparisons to stereo-

scopic video sequences to assess their impact on quality and human perception. The

experimental method presented in this work could also be used to compare other spatial

operators with 3D extensions (such as other forms of sharpening, or edge detection). With

a better knowledge of the human perception of these filters when applied to stereoscopic

images, these filters could then be used as part of larger multiview image processing sys-

tems, and could also be used to make a synthetic depth of field system. Specifically, the

filtering methods developed in this thesis could be used selectively to blur certain layers

of an image, while leaving others intact, to replicate the human eye focusing on a certain

depth of the scene. This would help reduce viewer discomfort in future multiview stereo

systems, thus making the technology more immersive and user friendly. Other future
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work could be to adopt the same mechanics of the proposed filter (to adaptively change

size in the LDI) to perform vector colour filtering to see if the results can be improved.

In the future, it will be useful to implement an optimized version of the proposed

filtering technique to be applied in an actual real-time system using computer graphics

images. The method could then be compared to the results of 3D bilateral filters and

compared against optimized implementations for GPUs as in [53] and [54].
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