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Introduction

“Something has happened. Something very big indeed, yet 

something that we have still not integrated fully and 

comfortably into the broader fabric of our lives, including the 

dimensions-humanistic, aesthetic, ethical and theological-

that science cannot resolve, but that science has also (and 

without contradiction) intimately contacted in every corner 

of its discourse and being.”

Stephen Jay Gould, “The Hedgehog, the Fox and the Magister's Pox: 
Minding the Gap Between Science and the Humanities”

https://www.freepik.com/author/vladimircech


Introduction

 It is now abundantly clear that the impact of AI on the lives and 
rights of racialized individuals is far more complex and nuanced 
than anybody ever anticipated! 

 The ways in which AI is being utilized in law enforcement, 
criminal justice, employment, and other critical areas, and how 
these applications intersect with the experiences of racialized 
people sheds light on the potential pitfalls and the profound 
implications that they can have on individuals who have long 
faced systemic discrimination, and now an algorithmic one. 

 The question today is not just about the evolution of AI and how 
it affects the workings of the law; it is about the very nature of 
justice today and how we choose to shape it in the era of 
Artificial Intelligence.

https://www.freepik.com/author/vladimircech


A wise person may be deceived by a clever device, but they won't 

be fooled by it for long



CONCEPTUAL CLARIFICATIONS

 Definitions

of Artificial Intelligence within law praxis

 Deconstructions

of racialization and racialized communities

 Demarcations

of AI in Law // AI and Law// AI on Law // AI for Law.



If you understand the old quite well, can the new 

really trouble you?

 All 4 industrial 

revolutions have had 

a similar trend in their 

impact on racialized 

people and 

communities. 

 Be it land, cars, the 

internet or quantum 

computing



Is AI seeing the law, 
or is it seeing you?

 Law as hegemony

 Data as extraction

 Tech as weapon

 Race as error

Facial recognition errors among racial 

minorities

Racial bias in AI-generated content 

suggestions



Black Skin, White Masks

Occurs when an AI algorithm produces results that are systemically 
prejudiced due to erroneous assumptions in the machine learning 
process. 

…the application of an algorithm compounds existing inequities… 
to amplify them and adversely impact inequities in legal systems. 

“The [extracted] is a toy in the white man’s hands -

and white is the name of a certain species of 

mankind which is characterized by a particular 

type of pigmentation.”

- Frantz Fanon



From predictive 
policing to parole 
recommendations, 
racialized folks are 
having it.

Concerns about non-transparency and due process in law. 

Concerns about the lack of clear standards of fairness

Lack of contextual specificity  

The black-box nature of deep learning



But where do these racial biases 

come from? 

Psychologists claim there’re about 180 
cognitive biases, some of which may 
find their way into hypotheses and 
influence how AI algorithms are 
designed and function. 

“A lot of times, the failings are not in 
AI. They’re human failings… if you’re 
not thinking about the human 
problem, then AI isn’t going to solve it 
for you.” 

– Vivienne Ming



Are we seeing more pros, corns, or yams? 

Jobs

 Automated 
displacement

 Bias in Hiring

 Skills Mismatch

 Algorithmic Bias

 Exacerbating 
Inequalities

 Lack of Representation 
in AI Development

 EDI progression

 Affirmative action

Housing

 Housing Disparities

 Gentrification and 
Displacement

 Credit and Loan Bias

 Bias in Rental 
Applications

 Unequal Access to 
Information

Criminal justice

 Predictive Policing Bias

 Racial Profiling

 Unequal Resource 
Allocation

 Discriminatory 
Sentencing

 Data Privacy Concerns

 Diminished 
Accountability

Education

 Personalized and 
adaptive learning.

 Tech enablement 

 Biased Learning 
Algorithms

 Underrepresentation in 
AI Development

 Automated Bias in 
Assessments.

Health

• Enhanced Medical 
Practices

• Diagnostic Accuracy

• Patient Engagement

• Collaborative Solutions

• Ethical Guidelines

• Health Disparities

• Diagnostic errors  

• Inequitable access 

• Health discrimination

• Ostracism 

• Death



How are the top AI 

countries, 

organizations and 

sectors engaging 

with racialized 

people and 

communities? 



Rain does not fall on one roof alone.

 Legal automation:

Efficiency vs job displacement 

 Predictive analytics:

Accuracy vs comprehensiveness

 Access to justice 

Speedy dispensation vs anti-poor 



Potions, solutions, motions…

Ethical principles: 

1. Protecting race as a category

2. Ensuring transparency, explainability and intelligibility.

3. Fostering responsibility and accountability.

4. Privacy, consent, and protection from biased AI.

5. Human-centered design: Ensuring inclusiveness and equity.

6. Community participation and education.



Potions, solutions, motions…

Law and regulation:

 Damages

 Strict liability and product liability considerations 

 No fault, no liability compensation funds 

 Pre-emption laws

 Data protection laws on indigenous and racialized people's data

 Co-regulation

 Collaboration on international standards

 Bill C-27-Artificial Intelligence and Data Act (AIDA).



Potions, solutions, motions…

Technological intervention:

1. Counteraction: e.g., legal decision support systems

2. Control mechanisms: e.g., “human-in-the-loop” systems

3. Affirmative data and Reverse engineering

4. Bias prediction models and sensitivity checks



Potions, solutions, motions…

More racialized focus:

1. Moratorium on AI systems that are high-human risk for racialized people

2. Right to contest bias (and right to meaningful explanation)

3. “Human-rights-in-the-loop” to adhere to obligations of accountability and explainability

4. Debiasing orders

5. Human Rights Algorithmic Impact Assessment

6. Right to be Forgotten from AI Systems

7. A decolonized approach to regulating AI that is pro-poor. 

8. Upskilling, R&D, non-techno–solutionist interventions

9. Incentives: to encourage developers to be more inclusive



“Not everything that is faced can be changed, but nothing can be changed until it is faced.” 

James Baldwin.



 Merci Beaucoup!
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